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Abstract

Decisions on the administrative level are mostly taken by leaders. It can be said that even within those approaches which foresee
the participation of lower levels; the final decisions are being made by the leaders themselves by analyzing all existing points of views.
The experience and intuition of a leader plays the crucial role within the decision making process. Supporting the above mentioned
process with right information would increase the possibility of making right decisions by a leader. The factor of statistical data gains
its importance at this very level. No matter how developed the intuition of an individual may be, they may not make rational decisions
in complex situations. The goal of the statistical method is categorizing individuals and groups according to certain characteristics and
making specific assumptions regarding them. Accordingly, the statistical data regarding the decision making process would help leaders

in making right decisions.
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Introduction

The competition in 21st century barely offers to busi-
nesses the need of increasing their productivity for their
survival. The decision process in adapting to this compe-
tition environment of the associations that are in service
in puplic or private spheres has reached much more sig-
nificance. The necessity of using effective methods in the
decision mechanisms of the enterprises has also arisen.

The increase of the rate of information exchange has
provided the organizations to increase their pace which
are able to attain this change and have a management that
turns the sustainable competition into an advantage. The
decisions of leaders will sometimes have vital importance
of being able to cause crucial results in this direction. Even
if they act well intuitively and have high organizational
skills, leaders will be in need of power of knowledge to be
able to provide their companies with a competitive edge. In
some cases, the leader will have to take decisions in the en-
vironment of uncertainty with the effect of rapid changes in
technology and knowledge. Those decisions taken in such
uncertain atmospheres may either positively or negatively
cause extraordinary results for the future of the enterprise.
The control over the process in taking decisions of the
leaders is getting difficult and the information flow system
which enables employees to sharing the decision making
process and is based on secure data will give the leaders an
opportunity to take right decisions at some turning points.
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1. The Notion and Process of Decision

The most significant element of management science
is decision. Taking good decision is the key for success
of management. Enterprises are able to take decisions in
every respect related to management such as strategy for-
mulation, price control, cost, advertising, profit rate etc.
(McGuigan, Mayer and Harris, 1996) and these decisions
may determine the future, change the direction, give ac-
celeration or establish the ground for a financial collapse
of the enterprise.

Decision is intrinsically related to future, and hence
it contains risk and uncertainity. In the enterprises are in
service in the the business world where information, mar-
ketplace, technology, briefly all aspects of change are rap-
idly had, among other factors, decisions are important ele-
ments for the sake of passing the competitors at the sharp
bends. On the other hand, the wrong decisions taken at
those bends could cause a kinetic effect and lead to a skid-
ding. The uncertanities in the process of taking decision of
business managements and possible risks will emerge as a
consequence are in tendency to increase depending upon
the change. In order to take rightest decision, the most ef-
fective way to decrease these uncertainties and risks is to
include secure information coming from inside or outside
of the enterprise in the process of taking decision.
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1.1. Notion

Taking decision which is defined in the Turkish Lan-
guage Agency General Turkish Dictionary, as “the final
judgement given by considering on a matter or a job” is to
adopt the most suitable one among the ideas put forward
to solve a problem or reach a goal. Decisions, after ob-
taining information about alternatives, are the process of
choosing among the alternatives in order to reach the most
appropriate conclusion for the situation (Chatoupis, 2007).
The majority of choices will be a factor in increasing the
efficiency of decision. A decision requires the existance of
options; if options are not available, there is no question
of talking about a decision (Plunkett and Attner, 1992). It
is required to define the decision as “the essence of the or-
ganization’s activities (Harrison and Pelletier, 2000)” and
certainly it is not an exaggeration. The analysis of decision
deals with the use of a rational process to choose the best
of the alternatives. The quality of the chosen alternative is
related to the data used in definition the the decision status
(Taha, 2000). Ultimately, the decision is the mechanism of
the strategies that determines the go astray or the remain
on the road.

2. Management

Management is the one of the most important tasks in
the world, because it directs the future of a country or ruled
establishments. Management is the process of continua-
tion and creating an effective and efficient study order and
environment by combining some people with the defined
aims and targets (Koontz and Weihrich, 1988). According
to Ducker who has given direction to management science,
management is related to organize the economical sources
systematically and it is an old art and new science brunch
whose duty is to use those sources effectively (Drucker,
1994). Main principle in management is to give direction
to group of people with new defined targets and transform
the effort providing of this adaptation and cooperation be-
tween people into coordination ($imsek, 2005). The secret
of the success or failure is kept on the decision that were
taken.

2.1. The Role of decision in Management

The contination, end and move of the organisations
are shaped due to the decisions that were taken during the
management process. Sometimes decision is taken and this
decision becomes the beginning of the end just like the first
step on the edge of the cliff. Sometimes decision is taken
and it consists of the beginning point of raising trend which
will last for years.

Therefore deciding formulate main functions of the
management and it is the most important duty of the all
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managers (Cosgrave, 1996). Management function can be
wholly seen as a deciding process (Laroche, 1995). In the
21 century where it is easy and cheap to access information
via computer and internet, managements can not have a
power by keeping the information. It is compulsary to ac-
cept the idea of management not only solves the problem
but also gives the possibility of solving before the problem
occurs, do the activities, combines all the factors that affect
the decision making and all the topics related to manage-
ment together with the influence with eacher other by com-
pleting it with the developing technological possibilities
(Aydogan, 2002).

When the factors are examined carefully that access
the successful companies success, it is obviously seen that
all principles which enable them to provide competition
are based on decision. These companies take better and fast
decisions from their competitors and aplly those decisions
in a more effective way (McLaughlin, 1995).

In every style that identifes the decision of the leader
there are both strenghts and weakness. This shows that
there is not only one decision style which finds a solution
and appropriate to all organisations. The ability to leader
and management in responsibilities can be improved by
applicaiton and decide effectively because decisions are
the milestone of the actions (Rausch, 2003).

People who work in deciding organs in the manage-
ment process have various ideas. While some prefer to fol-
low their senses, some see it appropriate to analyse before
deciding, have more knowledge related to topic and then
identify the decision according to decision analyse. As
some decision maker wait to be directed by the attendance
or the other principles other decision makers prefer to be
independent. While it is important to apply the optimum
decision for some decision makers, others prefer to wait till
the end for the best decision (Galotti, Ciner, Altenbaumer,
Geerts, Rupp and Woulfe 20006).

2.2. Information in Decision-Making

Information, in terms of management, is cooked data
which contributes making decision about the enterprise
and the systems releted to the it and produced by means
of processing the data obtained from internal and external
sources (Mudrick and Munson, 1986). Information must
meaningfully be processed as for the decisions of managers
and bear a real value for decisions (Boone, Kurtz, 1992).
An econonmy where the only thing certain is uncertanity,
the only reliable source of permanent competitive advan-
tage is information (Eleren and Kurt, 2001). The rapid
change in information has faced the organizations with a
very tough sense of competition. Winners of the competi-
tion are those having strong reflexes. So, the organizations
that have the ability to respond quickly to market demands
(Taiichi, 1998).
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Therefore, what is the potential of enterprises, the po-
tential for business success in organizational and techno-
logical tools (information technology), how to be support-
ed, the resources and their characteristics are the important
managerial issues (Taskin, Sezici and Oguz, 2001).

Being accurate and effective of the election in the
decision-making process is related to identifying all the
alternatives and their assessment of whether all relevant
information is obtained. Fulfillment of required informa-
tion increases the effectiveness of the decision (Horngern,
1972). The success of the managers depends on the in-
formation he will obtain in the decision-making process
(Moore and Jaedicke, 1998). As informaiton provides ef-
fective managerial decisions, it decreases the costs while
increasing the effectiveness and efficiency of the business,
the quality of goods and services produced, talent and ex-
pertise of employees (Ozmen, Saatcioglu and Ozer, 2002).
However, the managers should not remain under a flood of
information with the introduction of all related and unrelat-
ed information. In such a case, the overloaded information
reduces the effectiveness of managerial decisions (Hilton,
1999) and thus adversely affects the business operations
and to achieve the objectives. Many businesses now rec-
ognize that ignorance is the basis of failure. It is only pos-
sible that information can provide power to managers as
a competition tool when it is timely used in decisions and
establish a values (Erkan, 1997).

If we consider that the ultimate goal of the manager
is to make an accurate decision to survive and develop the
business, it is required to be integrated by systematizing
the messy information about internal and external environ-
ment of the business and must be submitted to the manager
in the decision process. The manager is responsible for the
implementation of information and performance (Yilmaz,
2000).

Even if it may seem extragavant to claim management
is only related to making-decision, few managements re-
main outside of that process if it is defined as decision-
making process, information collection, information devel-
opment, making choice from different options, effectively
transmitting the decisions taken to the other employees of
the organization and the implementation of the decisions.

2.3. Factors Affecting the Decision Process

There are psychological, social, economic, mathemati-
cal and statistical factors which constantly affect the deci-
sion process positively or negatively. From these factors
can be divided into two catagories as personal factors and
environmental factors, personal factors are directly related
to the cultural, pschologic and social status of the manager.
Such factors as knowledge level which has been obtained
by the manager through trainings and experiences, policies
of the organization, cultural values, employees, internal
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and external environment can affect the decision process
of them managers (Talas and Yilmaz, 2010).

There are two different ideas affecting each decision;
looking backward to understand the past and looking for-
ward to guess the future. Backward-thinking is largely in-
tuitive and based on research and diognastics. It requires
to search models, establish connections among the events,
make research on cause-effect relationship and develop
theories that can help make predictions for the future. For-
ward-thinking is based on a kind of mathematical formula-
tion rather than intuition. The decision-maker has to collect
a set of variable, analyze those variables and finally make
a prediction according to results he/she obtains. Thus he/
she can reach a unique and integrated prediction within a
framework of a decision-making strategy by assesing the
accuracy of each factor and combining all information
pieces (Einhorn and Hogarth, 1999).

Decision- making is first of all a rational and pscholog-
ical process. As a matter of fact that it should be taken natu-
rally that decision-making is one of the typical qualities
of humankind who has been equipped by mind, thought,
consciousness; because it is impossible to have the deci-
sion-making process for a creature lacks from these skills
(Tosun, 1986).

Leader/ manager has right to make all decisions about
the organization and employees and it is out of question
questinoning these decisions. The authority of creating all
plans, policies and strategies is also the duty of the man-
ager (Abdelnaser, 2009). Today’s business environment
where the time is rather limited and the level of uncertain-
ity is high, leaders sometimes make decisions on their own
by eliminating the other decision-makers (Max , Bazerman
and Dolly 2007). This situation can be explained with the
concept of limited rationality. Limited rationality, in this
sense, is the managers’ limitedness of gathering informa-
tion, resolving and integrating information, briefly, capac-
ity of processing information (Orbay, 2002). According to
limited rationality theory first formulated by H. Simon;
people’s possibility of making-decision level, especially
when facing with complicated ones, decreases (Hal, 2001).

Because the managers’ pschological status are differ-
ent and it affects the attitude of making decision, some-
times it is seen that in some situations where the same deci-
sions should be taken, different decision can be taken. One
of the most important reasons of this difference is pscho-
logical difference of the person. However, the decisions of
the the managers who have taken the science and rationale
into consideration are the same or close to the each other
against similar situations.

2.4. The Use of Statistical Data and Effect on Decision
Making Process

The spread of information, the low cost of obtaining,
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the implementation of possessed information in different
businesses has provided a priority in participating in the
management. This development has not only caused infor-
mation sharing creates values for the organization and also
has started democratization process of the management
(Tiirk, 2003).

The necessary information about the communication
process and activities carried out is gathered, those data is
assessed in many ways for specific purposes, and is also
analyzed with mathematical and statistical methods when
necessary and according the results obtained, appropriate
decisions can be taken. In the success and development of
organizations, the roles of the decisions taken by the man-
agers are important. According to management science,
the ability of taking appropriate and effective decisions of
manager depends on receiving various and lots of informa-
tion and making use of those information.

Information systems helps managers and employees
in analysis of managerial problems, approaching complex
issues and putting out new products. Information system
is a formal information flow system that gathers from dif-
ferent sources, keeps, processes, and reports the required
information for the decision making of managers (Em-
han, 2007). Information systems provides great facilities
in decision making, harmonization, and supervision while
helping managers and emloyees identify the problems, put
forward and solve the complex issues, make strategic and
managerial plans related to management. Furthermore, it
helps business increase its sales, decrease the costs, im-
prove the product and service quaility level, increase the
productivity and develop the creativity in the organization
(Turban, Ephraim and Wetherbe, 1996).

2.5. Management Information Systems

Management Information System is a systematic ap-
proach which aims to increase the productivity and effec-
tiveness in the process and use of information in the busi-
ness. It is a system that collects data from the inside and
outside environment of the organization and after turning
it into information by, presents the managers and provides
necessary tools for producing required information.

It is an integrated system that produces data in order
to contribute functioning, management, analysis and de-
cision making functions of an organization, and is based
on the use of information technologies. Managers must
have required information to fullfil planning and control-
ling activities. Working schedules, planning of resource
allocation, accuracy and punctuality of the data which is
transmitted to the managers for supervising the activities
play a crucial role in the decision related to future of the
organization. The information, a basic resource, is required
to be obtained timely and accurately for the success of or-
ganizations. The main purpose of management information
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systems is to convey processed data accurately and timely
which helps managers to make a right decision (Bayndir,
2007) .

In this system, information is collected, organized,
processed and brought to the figure that will help manag-
ers in their daily work. Most of this information is formed
as reports which are based on predetermined values. For
instance, it includes weekly and monthly payroll and sales
reports or monthly stock reports. The reports can be pre-
sented to different units as the administrative activities is
jointly done in the business (Giines, 2002).

The strategic role of information systems is to include
the use of information systems and technology in the de-
velopment of products, services and qualifications which
will provide businesses to gain superiority over their com-
petitors. This emerges the notion of strategic information
systems which supports the strategies and place of the busi-
ness against its competitors (O’brein, 1997); it is defined as
the tools which use the information, the transformation of
information and communication of information during the
imlementation and development of business strategies.

2.6. Decision Support Systems

Decision Support Systems is a computer based infor-
mation system which aims to support the decision-makers
with the information during the decision making period and
is interested in the problems that no algorithm or procudure
can be developed for their solutions. Such problems can
only be solved by the result of human co-operation with
computers. A computer system is presented to the use of
decision maker who uses data and models for the purpose
of understanding of the formulation of a problem and ben-
efits from analytical methods for evaluating optinons. Be-
cause the number of the problems that should be decided
but not programmable in them management is quite high
(Tathidil and Ozel, 2005).

Decision Support Systems are the interactive informa-
tion systems which present models, data and data managing
tools to the decision makers in semi-structured or unstruc-
tured cases or in the situations which it is not known how
to decide what direction (ALTER, 1999). Managers spend
their most of time by making decisions. Being able to make
accurate and consistent decisions leads to need of required
information to take these decisions. This is possible by the
design of information systems. Decision Support Systems
are the information systems and defined as systems which
provide the decision maker with assist particularly for the
decisions that have the level of uncertanity is high through
using analytical models.

The decision makers who have these systems, can for-
mulate solution options for all kinds of problems and send
the computer. The computer evaluate these suggestions by
comparing and resend it back to the decision maker. The
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decision maker chooses the best option from these sugges-
tions or according to new information prepares new solu-
tions and presents the evaluation of the computer again
(Ulgen, 2000).

Decision Support Systems help required information
be chosen among thousand of information and be sent to
the manager and develop models for him/ her . The model
is continued to be developed untill the required level is
achieved (Erkiletlioglu, 2000).

3. The Relationship Between the Systems Which Af-
fects the Decision Process and Statistic

Statistic is the the collections of figures collected for a
specific event (Y1ldirim, 2006). Collecting the quantitative
data includes analyzing, inferring, putting forth the relia-
bilty of the result of the information objectively and inter-
preting activities (Unver, 1988). Aims of Statistical Pro-
cess Conrol Graphics is to catch the error before accuring
or as early as possible after it occurs. The reason of each
measurement value which is out of conrol limits should be
researched and activities should be carried out in order to
prevent variability.

In the studies of Decision Support Systems, it is ac-
cepted that the quality of decision making can be improved.
The next phase is how it can be done. At this point, it is
benefited from the theory of judgement call. These are the
theories based on mathematic and economy. Utility theory
is the centre of these theories. Utility theory is an axiomatic
defination of behaving rationally and consistently. Utility
theory has been developed towards the studies of making
decision under uncertainity and The study of the defination
of the uncertanity is the theory of probability.

It should be benefited from statistical methods to dom-
inate the underliyng variability of quality problems. An-
other important issue as the rapid obtaining information,
meaningful content and transmitting the information to
related units is to be able to use the obtained information
accurately, appropriately and timely (Sabuncuoglu, 2000).
The next phase after collecting data and identifiying prob-
lems is to provide necessary support to convert existing
information more understandable and useful information.

Statistical methods show how a process behave in
the past and give opportunity to make predictions how the
process will behave in the future (Ozer, 1990). Because of
the fact that scientific methods increase the productivity
in problem solving, this advantage is wanted to be used,
and the the most active way becomes “models” to design
and evaluate the options because the issue is to be made
decision on generally develops as the evaluation of options
and measures. The methods have been developed in order
to apply the decision theory. Karar teorisini karmagik du-
rumlarda uygulamak igin yontemler gelistirilmistir. These
methods include Statistical Decision Theory, Decision
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Analysis School, Multi-criteria Decision Making and Op-
tion Modeling School.

Conclusion

People make decisions to achieve objcetives set in the
all stages of organizational and individual life. The activity
of choosing the best option to reach the objective set and
eliminate the obstacle is defined as the decision making
process. Decision is one of the most important factors that
activates the activities in every stages of organizational ac-
tivities.

Decision making process is a process in which devel-
opments are experienced that can greatly affect the future
of organizations. Rightly or wrongly, the effect of all de-
cisions taken will continue with circular distributions and
sometimes, sometimes some decisions could cause ex-
traordinary results. While the decisions can be called as the
essance of them management is so important, how these
decisions should be made is one of the most important ele-
ments of management must be identified.

Leaders often rarely on their intuition due to their su-
perior charachteristics and tend to make decisions intui-
tively. If there no other units to affect him/ her in the pro-
cess of making decision, the decision of the leader will be
the decision of the organization. The question is need to
be answered will be the question that is a leader trusted in
his/her intuition and experience or is a leader constantly
following the changes and innovations in technology and
involves them to his/her management process?

The increase of the level of knowledge of the man-
agers will provide great supports to achieve the goals set
by the business with the decisions taken effectively. The
achievement of desired success in decisions depends es-
pecially on using appropriate information to their level of
training and management. The interaction of the managers
who use the information and the resources that these infor-
mation will be provided is important.

Senior managers have strategic importance in taking,
applying and controlling precautions for using information.
Establishing required information systems to enable to
convey the information in the the required format to them-
selves and middle and lower-level managers, will help the
information starting from the source of the information,
throughout the way it follows to be reached to upper stages
as the appropriate forms that they can understand. It is an
expensive and hard job to develop such information sys-
tems in the businesses, but in case of establishment such a
system, it provides not only participations of everybody of
lower and upper-stages throughout the process of making
decision and also will transmit the decision of the manage-
ment and the effects of these decisions from upper-stages
to lower-stages.

Change occures in much shorter interval of time than it
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did in the past. Taking this reality into consideration, lead-
ers must produce appropriate choices according to chare-
chteristic of change and encourage to production such op-
tions. The prior tasks of the leader are to overcome the
resistance against the establishment based on information
and create the structure that will enable to turn the risks of
the change into advantage and give effect to this structure.
Being able to do this depends on leader’s perception, abil-
ity and anticipation in making decision. The effectiveness
of the decision depends on its results. Leader should biring
into force the feedback system which is related to measure
the effectiveness and productivity of decisions.

Being able to make right decisions in management
requires information about all factors than can affect the
decision and have knowledge about all situations will pos-
sibly be encountered throughout the process in tachieving
the objectives that are desired to be reached by these de-
cisions. The information centre managers should create
appropriate communication channels which are based on
precise data and correctly read the information obtained
through this channels. The correct and necessary informa-
tion is a requirement for making a right decsion. However
statistic is considered as the scientific way of lying, this
actually give a signal to us. Information is power and this
power will help the business reach its goals with the correct
information and analysis whereas the information obtained
wrongly and incompletely and assumed as the correct and
complete information will cause the business to go away
from its objectives and be start of the collapse of it.

The decision is made as a result of a comlex process
any more and it can not be left to the experience and intiu-
tion of the manager as it was done in the past. The leader
who intents to make most effective decisions, have to ben-
efit from the superior power of the knowledge. It should
not be forgotten that the porminent prophet Nostradamus is
not a mistic person who can predict the future, but a scien-
tist has reached speak in various branches of science.
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Abstract

Predictability of stock returns has been shown by empirical studies over time. This article collects the most important theories on
forecasting stock returns and investigates the factors that affecting behavior of the stocks’ prices and the market as a whole. Estimation of
the factors and the way of estimation are the key issues of predictability of stock returns.
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Introduction

When Markowitz wrote the article Portfolio Selec-
tion in 1952 the arguments about possibility of forecast-
ing stock returns and estimating risk factors have started.
The article became a basis for many research papers and
he won Nobel Prize after almost 40 years writing the arti-
cle. Sharpe, Lintner, and Mossin independently developed
a model which has come to be known CAPM (capital as-
set pricing model) in 1964, 1965, and 1966 respectively.
CAPM was based on Markowitz and it was using the logic
of him. The CAPM tried to explain the behavior of stock
returns by only one factor which is called beta. However
the CAPM was criticized by many economists since im-
plementation of the theory requires lots of data to evalu-
ate. Another point stated by economists that the predicting
future by past data is not reasonable. In addition the as-
sumptions in the CAPM like -all investors have the same
information, information is costless, and there are no taxes
transactions costs- are unrealistic. After the CAPM, the
APT (arbitrage pricing theory) was developed which has
less restrictive assumptions. There are n-factors that affect-
ing the behavior of the stocks in the APT. These factors are
not defined in the APT. Furthermore CAPM and APT are
single-period models. Robert Merton claimed that the pos-
sibility of uncertain changes affect the investment oppor-
tunity set and the demand function which is derived in the
CAPM or the APT is not a single-period model. Then he
introduced the ICAPM (intertemporal capital asset pricing
model) to get multi-period aspects of market. The CCAPM
(consumption-oriented capital asset pricing model) was a
model that tried to explain and predict the future by the
aggregate consumption. It had the same formula with the
CAPM and only it differed from introducing consumption
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beta instead of beta in traditional CAPM.
1. Extended description of the Theories and Evidence

It has shown that the predictability of stock returns
could be valid by empirical tests. Markowitz developed an
idea on stock returns under some assumptions. The basic
idea in Markowitz portfolio theory is to allocate optimum
investments among different portfolios. His theory is a
quantitative tool that allows measure risk and return. An
investor wants to maximize returns for a given level of risk
or wants to minimize risk for a given level of return.

E[R]

@)

<« 0
0. Jd.d
ood . d.d

[=risk

Figure 1: Illustration of investor s behavior under Markowitz s assump-
tion
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E[R]

Figure 2: Markowitz efficient frontier
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Figure 3:
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Finding required return in the CAPM as a basic idea

(E[R]= expected return of portfolio)

The curve in the Figure 2 is known as Markowitz effi-
cient frontier and according to Markowitz investors choose
the optimum portfolios which lie on this curve. An investor
who can bear more risk choose portfolios that are on upper
part of the curve and investor who is a risk-averse choose
portfolios that are lower part of the curve. It was shown in
Markowitz Portfolio selection that the variance of rate of
returns is measure of risk of return under some assump-
tions. The formula developed by Markowitz proved that
diversifying portfolio reduces the total risk.

Capital Asset Pricing Model (CAPM) tries to calculate
investment risk and it describes the relationship between
the risk and expected return of an investment.

The formula in CAPM is the equation of SML (Secu-
rity Market Line).

Ri: rate of a stock return

Rm: rate of market return

B: cov(Ri,Rm)/ var(Rm)

Rf: risk-free rate

Ry

Figure 4: Security Market Line

By using simple math the equation of the line above is
found as follow:

R=R +B(R _-R)

So in CAPM the rate of a stock return is defined as
risk-free rate plus product of beta and market risk premium
(R _-R)). CAPM can be used for all stock after estimating
beta.

Estimation of beta and market risk premium is the
critical point in CAPM. Beta can be calculated as daily,
monthly or yearly and all give different betas. Calculation
of different time intervals gives also different betas and
market risk premium also changes over time. The required
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estimations can be found after collecting lots of histori-
cal data. Predicting future by calculating some past data is
sometime not reliable.

The Arbitrage Pricing Theory (APT) takes multiple
sources of systematic risks into account. The basic assump-
tion of APT is based on the absence of arbitrage in the mar-
ket. The returns can be calculated if there is no arbitrage
opportunity. Capital markets are perfectly competitive
and trend of investors always prefers more wealth to less
wealth. APT is less restrictive than CAPM in its assump-
tions. There is only factor in CAPM but in APT there are n
factors which affect the expected rate of return. The APT
has advantages in flexibility over the CAPM. Expected rate
of return is formulated as follow:

E[R]=R,+b f+b,f+..+b f
b, : the sensitivity of the stock to the factor b,

f.: the risk premium for factor k

It is stated in APT that there are n factors however
these factors are not defined and even the number of fac-
tors are unknown. However it is reasonable because every
stock can have specific effects that affect the return rate.
APT does not rely on stock market and it does not deal with
measure of the performance of market, instead of market
it focuses on factors that affecting price of stock. The fac-
tors in APT can be adapted to changes that influence stock
price and from this aspect it brings advantages to the user
but determining these factors is not easy since it requires
great research.

CAPM was one of the most important developments
in finance when it was introduced. It became basis of many
research papers. However it was started to criticize that it
is a single-period model. The Intertemporal CAPM was an
alternative for CAPM introduced by Robert Merton which
is a multi-period model. Merton claimed that since real
interest rate, stock market returns, inflation and therefore
investment opportunity set can be changed after that in-
vestors may want to hedge risks which they exposure. The
demand on hedging causes a change in the asset pricing
equation. Merton stated in his model that since the model is
based on consumer-investor behavior it must be intertem-
poral, ICAPM is a linear model to state the shifts of invest-
ments over time and predict investment opportunity set.

Consumption-Oriented Capital Asset Pricing Model
(CCAPM) is an extension of traditional CAPM. CAPM
is based on market portfolio’s return and it used it to un-
derstand behavior of the return rate. In CAPM the predic-
tion of future relies on market portfolio’s return. Beta in
CAPM measures sensitivity of stock return to the expected
market return. CCAPM has the same formula with CAPM
only it differs from CAPM by explanation of beta. Beta in
CCAPM is defined as follow:
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Consumption beta (fc)=

covariance of risky asset and consumption growth

covariance of expected market return and consumption growth

And formula for CCAPM is restated as follow:

R=R,+B (R _-R)

R .= expected return on risky asset i

R = implied risk-free rate

R, = implied expected market return

B,= consumption beta of the risky asset i

The investors’ consumption growth and risk aversion
determines the expected return of risky asset and the risk
premium. The consumption beta defined above provides
the systematic risk in CCAPM world. In CCAPM, an asset
is more risky if consumption is low or savings are high.

14.0% -
12.0%
10.0%
5.0%
6.0% 1
4.0% A

Expected return

20% o

0.0%

0 0s 1 15 2 25 3 35
Consumption beta
Copyright & 2006 Investopedia.com
Figure 5: Consumption beta in CCAPM

The consumption beta can be found by empirical
works and statistical methods like finding beta in CAPM.

The CCAPM, like CAPM, is based on only one pa-
rameter and it has been criticized because of this issue.
However the empirical works have shown that there are
more than one affect that influence the stock prices and
return rates. The empirical works also have shown that the
CCAPM’s predictions are not supported by those results.

The CAPM and CCAPM are trying to explain stock
returns based on only one factor. The APT and ICAPM are
adding many factors that affecting stock returns but these
factors are not stated. Empirical works have shown that
after testing CAPM, beta in CAPM can explain 70% of the
return in the market. Eugene Fama and Kenneth French
tried to explain the rest of 30% unexplained stock return by
expanding capital asset pricing model. Fama and French
expand CAPM by adding two more factors in the formula
of traditional CAPM. In the empirical works Fama and
French found that the two classes of stocks are better than
the others. The value stocks have provided much better
return than growth stocks that is stocks which have high
book to market ratio and the small stocks have provided
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much better than large stocks in the market as a whole. Af-
ter adding these two factors in capital asset pricing model
the new formula is as follow:

R=R+B(R_-R )y+b *SMB+b *HML

R = expected return rate on risky asset i

B: the beta measure the sensitivity of stock return to the
expected market return but this beta is not same as beta in
capital asset pricing model since in Fama-French 3 factor
model there are two more factors added into the formula.

R =risk-free interest rate

R, = expected market return rate

SMB= small market capitalization minus big market
capitalization

HML= high book to market ratio minus low

b_and b = the coefficients of SMB and HML respec-
tively. These coefficients are determined by linear regres-
sion after defining SMB and HML.

It is seen that Fama and French 3 factor model explains
95% of the diversified portfolios returns after testing thou-
sands of random stocks however when the same samples
take into consideration the CAPM can explain 70% of the
diversified portfolios return.

Conclusion

In Fama and French 3 factor model there are two ad-
ditional factors to beta SMB and HML. These two factors
cannot be distinguished when they are tested in empirical
tests to compare their effects in the behaviour of stock pric-
es and expected returns. Even in Fama and French 3 factor
model beta has more explanatory power. Beta in traditional
CAPM is only explanatory term in the formula. In the APT
and ICAPM there are many factors that affect the stock
return and market as a whole however beta still exists in
factors. Time interval and frequency of evaluating stock re-
turn and market return are affecting the beta. When beta is
calculated according to monthly stocks the results are not
same when stock returns annually are taken into considera-
tion. The way of estimating beta is very important to get an
accurate model in stock returns.
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Abstract

In the given work the effects of Informational Technologies on the career planning process is being studied. During our research the
questionnaire entitled “Effects of Informational Technologies on career planning process” (Nigar Kiiciik) had been used. 142 students of
the Faculty of Economics and Administration of Akdeniz University were chosen as the subjects for the research. Descriptive Statistical
Method had been applied on the material obtained. According to the obtained statistical results students tend to show their compliances
and attitudes in a possitive way. Besides, use of Informational Technologies in Career Planning process is considered to be a rational
way for this kind of planning in general. At the same time we made a conclusion that informational technologies have a certain effect on

careerplanning but this type of effect is not of a big importance.
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Introduction

The development of informational technologies deep-
ly affects nowadays organizations and societies. Individu-
als that are cornerstone of a society try to adapt themselves
to these type of developments and plan their careers ac-
cordingly. Responsibility of career planning is passed from
organizations to individuals as criteria like personal career
success gains importance alongside with indicators like
salary and promotion. Moreover, terms like multidimen-
sional and unlimited career are being used in literaturein
the last years (Briscoe, Hall, & Demuth, 2006).

Informational technologies is the totality of software
and equipment technologies used in order to provide,
publish, transfer information and storing data (Karahan,
2003).Informational technologies are not limited only with
computer equipment and software. We must keep in mind
that informational technologies are technology type which
“creates value and enriches it”. In this respect, it is impor-
tant to posses abilities of effective organizing and strate-
gies in order to determine and thus, develop right solutions
(Aydin, 2012).Nowadays informational technologies, con-
sisting from distinct types of technological equipments,
play the most important role in success of companies. Nev-
ertheless, companies must be able to benefit from these
very technologies in order to become successful. The most
important factor of this notion is of course the human re-
sources within this frame.
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1. The Concept of Informational Technologies

Changes that took place in the second part of the twen-
tieth century have effected societies from the economic,
technological and cultural sides. The epoch which we live
in is generally defined as the epoch of space explorations,
ciber epoch, electronic epoch... No matter what the defini-
tion of current epoch is, the information and communica-
tion are being at the top of their developmnet (Demiralp,
1995).Together with being a system, technology provides
the control in coordination and administration within the
mechanism of decision making, problem solving and prob-
lem defining proccesses(Aydin, 2012).Besides, informa-
tional technologies made it possible to ease the form of
management and turn it to a more systematic entity as a
whole (Kazan, Karadal &Uygun, 2002).

According to the general definition of informational
technologies is an entity of registration, preservation, pro-
duction of meaningful information through a certain proc-
cesses, acces to the produced information and data (Beng-
shir, 1996). Just like informational technologies created a
new epoch in various fields of human activities like the
sphere of business, it formed a main souce and tool of com-
petition as well. Especially, it is considered that informa-
tional technologies changed the whole range of factors like
competition rules within a market economies, methods and
approaches of competition in general (Rastogy, 1995).
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2. Career Planning

French term “Carriere”is used in Turkish as well which
designates the concept of 1970’°sexplainingchanges in tech-
nological domain as well as in environment in general (Ma
& Taylor, 2003). Career can be defined as the knowledge
gained from the workin experiences, skills, competences
and totality of interrelations (Bird, 1994).

The most important approaches within the career
planning issue are organizational career planning and in-
dividual career planning approaches. Organizational ca-
reer approach is more of a traditional understanding of the
planning proccess whereas individual approach to the is-
sue constitutes a modern one (De Vos, Dewettinck & Buy-
ens, 2008). From the organizational point of view career
planning is the proccess of planning career goals for top
managers (Tastan, 2007).Within this framework managers
increase the awareness of their employees and coworkers
regarding their careers and help them in setting goals, pro-
viding them with the necessary education and facilities.

Ozer (2009) describes the proccess of career planning
in four phases:

* defining the human resources that will be used within
the framework of career planning

* drawing the way of career development

* appointment of career consultants

* developing individual plans

From the point of view of an individual, career caries
more importance than just an ordinary job. Advancement
in career means more income, responsibility, high degree
of professional and social prestige (Seger & Cinar, 2011).

From the individual point of view career development
is divided in four phases. The first phase is the begining a
particular work. Person who has entered the working life
will try to aqcuire a certain position. The second phase is a
development/promotion phase. A person may change his/
her positions within the organization or other organization.
This phase constitutes an important phase in a persons life.
During this phase of professional development promotions
occur and he/she tries to re-evaluate goals and also tries to
be more productive. The third is the phase of maintaining
ones career. On this phase a person understands that it is
hard to progress physically and mentally and tries to stay
on a position obtained. Retirements are observed in this
phase (Eryigit, 2000).The fourth phase is the “last phase
of career” being the last level of his/her professional de-
velopment. Some individuals reach the highest levels of a
working experiences. In this particular phase an individ-
ual endeavours to stay on the achieved level of a career
developmnet (Mathis & Jakson, 1994). The last one is a
“dicrease phase”. Another name of this phase is a retire-
ment phase. When approaching this very phase, persons
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individual influence/power, responsibilities and the career
itself tends to decrease. On the retirement phase a persons
career ends and he/she starts for searching and developing
new career possibilities (Aytag, 1998).

3. The Purpose of a Research

The primary purpose of this research is to clearly de-
fine the issues of informational technologies and career
planning, defining the importance of informational tech-
nologies in the proccess of career planning in general.

4. Research Method

The method of questionary developed by Nigar Kiigiik
entitled “The effects of informational technologies on the
career planning/managment proccess” is being applied to
the education sector. 142 students of the Faculty of Eco-
nomics and Administration of Akdeniz University were
chosen as the subjects for the research. The mothod of a
simple sampling had been used. It consists of three parts.
In the first part demographic data is being examined. The
second chapter focuses on factors like percieved benefits of
informational technologies, adaptation, attitudes, easiness
of usage and effectiveness. In the last chapter we examine
issues like the role of education and development in the
proccess of a career planning, evaluation and consulting.
The number of questiones is 56. Questionaries have been
filled on-line by the university students. Grading for ques-
tionary has been made by the Likert type method of 5 grade
system. Program of SPSS 17.0 Statistical Analysis has
been applied for data analysis. Descriptive statistical cal-
culation was used in analysing of obtained data.

5. Findings and Comments
Analysis of demographic data

In this part we show the frequency and percentage of
demographic data obtained from the questionaries.

Tablel.Gender dispersion
Frequency Percentage (%)

Female 74 52,1
Male 68 47,9
Total 142 100,0

According to Table 1 the percentage of female partici-
pants is 52,1% while the percentage of male participants
is 47,9%.

As it can be seen on the Table 2 (Page 28), accord-
ing to the department dispersion the following departments
have the highest rates: Management: 21 %, Econometrics:
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12,7% and Labor Economics: 12%.30 % of subjects are
Sophomore students, 22,5 % are Juniors, 20,4 % are Sen-
iors and 16 % of students are Freshmen. 10,6 % of subjects
were on their fifths year of study.70 % of students (N=100)
who continiued on their study said that they chose their de-
partments by themselves while 29 % of them (N=42) said
it was not their personal choice.

Analysing Factors

Questionary used within this research consists of two
different parts. The first part concerns the issue of informa-
tional sistems, the second part is of a career management.
We have applied Kaiser-Meyer-Olkin test in order to fig-
ure out the relevance of questionary items to the factor
analysis. According to the (KMO) test results 0,789, the
fisrt part is relevant to the factor analysis.

In the results of factor analysis of the first chapter fac-
tor items have been examined and those of a low insten-
sity have been deleted. These are the items which had been
taken out from the questionary: perceived benefit item 1.
Attitudes itmes 3. Technology items 1. and 2. Items. These
items are given later in the Table 3 (Page29) of factor dis-
persion.

For different factors have been detected within the
framework of a factor analysis. We have shown their titles
and Cronbach Alfa values in the Table 4 (Page 29).

There are no any meaningful differences between fac-
tors of gender according to the Independent T test given in
the Table 4 (Page 29).

In the second part of a questionary (Career Manage-
ment) KMO values has been calculated as 903 being rel-
evant to the factor analysis in the second part. In the factor
analysis results of the second part the instensity of factor
related items has been examined and those with a low fac-
tor intensity had been taken out from the questionary. The
following itmes have been taken out: career planning: 9
and 10, education and development: 5, career evaluation:
3. Factor dispersion that emerged after the above men-
tioned items had been taken out is shown on the Table 5
(Page 30).

Three different factors had been detected within the
factor analyisis, the titles and Cronbach Alfa values of
which are given in the Table 6 (Page 31).

Regression Analysis

For the dependent variable of consulting factor the
Stepwise method had been applied in order to figure out
factors of skills and perceived benefits with the help of re-
gression analysis and as it turned out, the above mentioned
factors have an influence on the consulting factor. As a
result of an analysis it can be seen on the Table 7 (Page
31), that 2 models have been developed. In the first model
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perceived benefits are shown ahile the second table shows
both, perceived benefits and ability factors. The instruction
value of models, which is 12, is 081 for the first one and
221 for the second one (Table 7 (Page 31)).

For the factor of career planning, which is a dependant
variable, we used the Stepwise method for regression anal-
ysis and we can see that the sub dimension of information-
al technologies which is the compliance factor, effects the
factor of career planning. As the result of the above men-
tioned analysis (shown in the Table 8 (Page 31)), 1 model
has been developed. The compliance factor is shown in the
model. The instruction value of models, which is 12, is 087
(Table 8 (Page 31)).

For the factor of learning and development, which is
a dependant variable, we used the Stepwise method for re-
gression analysis and we can see that the sub dimensions
of informational technologies which are the compliance
factor and perceived benefit factor, effects the factors of
learning and developing. As the result of the above men-
tioned analysis (shown in the Table 9 (Page 31)), 2 models
have been developed. The compliance factor is shown in
the model while in the second model we have perceived
benefits and compliance factors. The instruction value of
models, which is 12, is 0,132 for the first model and 0,168
for the second one (Table 9 (Page 31)).

Conclusion and Discussion

In the given work we tried to measure the effects in-
formational sistems on career performances of students of
Akdeniz University (Turkey). Informational systems gain
more importance each year. Accordingly, we focused on
students as they constitute the future working and manage-
rial staff and the ways they perceive informational systems,
how they use them and how do these factors influence their
career planning strategies.

While examining the relation of informational systems
with the career management we also discussed concepts
like informational technologies, career and career manage-
ment. We examined the data obtained from the question-
aries by means of factor analysis, independent t- test and
regression analysis. In the fisrt questionary we have exam-
ined/obtained perceived benefits, ability, compliance and
easiness of usage. We tried to measure how do students
perceive the benefits and informational systems. Compli-
ance measures the level of adjustment to the informational
technologies. While measuring abilities and informational
systems usage, we also tried to measure the easiness of us-
age and contribution of informational systems to the learn-
ing proccess as well as its difficulties. These factors had
been used as an independent variables during analysis. In
the second part of a questionary we have given 3 factors
entitled career planning, learning-developing and consult-
ing. These factors are classified as dependant variables.

Page | 47



CHAPTER 11, Economic Policies and Business Development, Theory and Cases

Having analysed the consulting factor, which is a de-
pendant variable, we were able to see that ability and per-
ception factors effect the consulting factor. While analys-
ing the last factors of the dependant variables which are
learning and development factors we were able to deter-
mine that low dimensions of informational systems, which
are compliance and perceived benefits, effect the factor of
learning and development.Taking the obtained results of
our research into a consideration, we can state that compli-
ance and perceived benefits are the most important factors
of informational systems while abilities can be defined as

secondary ones. Students state that informational systems
are useful, they can be applied and used in career man-
agement and that informational technologies suit their
working styles. Besides, an independent variable which is
easiness of usage, has no any kind of relation to non of the
dependant variables and thus, is considered as having no
potential effect on career management.

As we can conclude on our research, informational
systems have a certain degree of importance for university
students in planning their careers but its effect is not of a
high level.

Table2. Departments

Frekans Yiizde (%)
Business 31 21,8
Econometrics 18 12,7
International Relationa 9 6,3
Labor Economics 17 12,0
Economics 12 8,5
Public Administration 5 3,5
International Trade 11 7,7
Economics and Finance 9 6,3
Finance 9 6,3
Management Informatics 6 4,2
Tourism Management 8 5,6
Human Resouces
7 4,9
Management
Total 142 100,0
Table 3. Informational Systems and Dispersion of Factors
Component
1 2 3 4
If T wish I can useany type of equipment about
. . . ,889
informationtechnologies by myself.
I am very comfortable with using information technologies by my 385
own. ’
I can easily use informational technologies even when there is no 371
one to help me with it. i
itis a "good" idea to use Information technologies. ,820
There are more advantages of using informational technologies than 811
disadvantages. i
Using information technologies increased my performance. ,722
Informational technologies are beneficial when taken as a whole ,713
Installation and operation of informational technologies is suitable
. 814
for my studying method.
Using informational technologies is suitable for my studying
, 754
method.
Using informational technologies is suitable for my studying style. ,624
It is highly difficult to learn how to use infrmational technologies. 515
Information systems are extremely easy to use. 546
I experiance difficulties in using CD in university ,797
Documents which explane informational technologies are highly 729
complicated. §
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Table 4. Reliability of Informational Systems Factors (@)

Factors Numbers of questions Cronbach Alfa (o)
Percieved Benefit 4 ,795
Consistence 3 ,817
Ability 3 ,925
Ease of Use 4 , 724

Table 5. Factor Dispersion of Career Management

Component

1 2 3

Teacher encourages students to develop their strengths. ,904

Teachers assist students to identify realistic career goals. ,864

Teachers give students tips about how to improve themselves and how to

,839
progress.

Teachers prepare students for future jobs. ,836

Teachers help students in making reviews about business opportunities ,828

Teachers give students consultation about career planning. ,818

Teachers guide the students and support them. , 127

Teachers give employees consultation about career planning. ,672

Encourage students to evaluate capabilities, strengths, weaknesses and areas

of interest. 624

The information database including the education, teaching, learning and

career of the teaching personel that can be evailable for the management. 827

Development of career and career planning between departments. ,801

Information systems, observed by students careers development. ,801

Education demands and skills for future jops. , 773

Career planning make for defining future jop opportunities. , 764

Career Planning as a part of evaluating students performance. , 707

Individual development plans for students ,691

Development programs prepared for the high level of students. ,680

Professional courses intended for student's professional skills. ,798

Motivation, planning and problem solving issues in internal management

skills for universities. 761

Directing studetnts to the seminars or technical courses outside the university. ,732

Courses like time management, interpersonal negotiation techniques and

writing raports. 601

Career evaluation courses and seminars. ,510

Ability tests for particular jobs and positions. ,548
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Table 6. Reliability of Career Management Factors (@)

Factors Numb'e r of Cronbach Alfa (a)
questions
Career Planning-evaluation 8 ,901
Learning and development 6 ,897
Consulting 9 ,968

Table 7. Regression Analysis of Consulting Factor

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig. R Square
1 (Constant) 39,017 5,367 7,270 ,000 ,081
2 -1,063 ,332 -,285 -3,201 ,002
2 (Constant) 33,336 5,119 6,512 ,000
2 -1,465 ,320 -,393 -4,583 ,000 221
il 1,288 ,284 ,389 4,539 ,000

Table 8. Regression Analysis of Career Planning Factor

Standardized
Unstandardized Coefficients Coefficients
Model B Std. Error Beta t Sig. R Square
1 (Constant) 7,380 3,864 1,910 ,059 ,087
3 1,157 ,349 ,294 3,319 ,001
Table 9. Regression Analysis of Learning and Developing
Unstandardized Coefficients Standardized
Coefficients
Model B Std. Error Beta t Sig. R Square
1 (Constant) 2,720 2,896 ,939 ,350
3 1,073 ,261 ,363 4,107 ,000 ,132
2 (Constant) 8,236 3,807 2,164 ,033
3 1,354 ,287 ,458 4,712 ,000 ,168
2 -,537 ,246 =212 -2,184 ,031
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Abstract

The paper outlines aspects of economic growth after oil exports in Azerbaijan, and allocation of oil income to develop main sectors
of economy: agriculture, tourism, power engineering, machine building industry, food industry and energy security. From oil contracts
during 2008-2015 years the income is expected to be 35-42 billion USD. If one barrel of oil is 30-60 dollar till the last period of the pro-
ject, exactly till 2029-2030 years, the total income amount taking from this area is expected to be in the amount of 120-140 billion USD.
So there is great chance and obligation of developing non-oil sector. During this development main questions are how much of the oil
income spend now and how much to keep for future generations; how and where to spend the oil income; how to control spending of oil
money. Paper provides suggestions for those questions. In sectoral analysis, paper describes current situation in the above mentioned sec-
tors of economy, lists problems in those sectors, and provide suggestions help making a decision about managing profits from oil industry
to develop the other sectors and economy of the country as a whole.

Keywords: Oil income, direct investment, rural development, sectoral development.

JEL Classification: O11, 013, O14, 018

1. General Economic Outlook

Lately the dynamic development speed observing in
all areas of economy: social and social — cultural life of
Azerbaijan Republic is stricken frankly. There is no doubt
that, this is the result of large internal and external invest-
ments directing to the development of the oil and non — oil
sectors and large oil projects realizing in the Republic.

Increasing obsin the amount of the investments direct-
ing to the development of the oil and non — oil sectors of re-
public by the government for the development of this area,
and useful economy atmosphere creating in our republic.
This increasing shows itself not only in theoretically and
also in practical statistical indicators.

Paying attention to the last prognosis indicators, we’ll
see that, in its payment period in the result of exploitation
of the pipe pump BTC forming a part of “Agreement of
the Century” signed on September 20, in 1994, in 2008-
2015 years the incomes is expected to be 35-42 billion
USD. If one barrel of oil is 30-60 dollar till the last period
of the project, exactly till 2029-2030 years, the total in-
come amount taking from this area is expected to be in the
amount of 120-140 billion USD.

The use of oil incomes indicating with the big figures
is more important and actual than getting them. Taking
into consideration of the not finding of the new oil deposits
in our republic in 1940-1960 years, and taking into con-
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sideration of oil being the finishing riches that, our aim is
to vivify the areas with development potential in correct
and expedient form each oil manta entering to our budget
nowadays.

The geographical situation and natural condition,
surface and underground riches of our republic gives op-
portunity for the forming and development of any areas
of agriculture. Nowadays taking into consideration of the
development by the specialists and classifying of the areas
of industry, trade and service, construction, transport, con-
nection as antecedence areas is not accidental.

Generally, present and perspective development char-
acters of the above mentioned main areas in the frame of
area analysis are interesting. So that, machine building and
metal-processing industry, Agriculture-Industry Complex,
electro-energetic, light and food industry, tourism industry
in the areas of non — oil industry with development poten-
tial of our republic and the development of the economy
development speed. According to the importance row of
Agriculture, Tourism, Energetic, Machine building and
Metal processing industry, Light and Food industry will be
discussed below.

Tourism has to be emphasized as another perspective
development potential as the non — oil sector. The last
statistical indicators in our republic show the existing of
serious progress in this area. So that, the coming of foreign
tourists appreciated in the amount of 1.2 mln to our repub-
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lic only in 2005 that, the main part of this was the tourists
coming from CIS, Turkey, Great Britain, USA, Pakistan
and Germany. In current year this figure was nearly 2 min
people and in the next year this figure is expected to be
more than this figure.

The other perceptual area is the activity directing to the
development of human capital. Nowadays the position of
the countries determined to the intellectual potential. De-
veloped countries get 40% part of the growth of GNP
( Gross National Product) according to the development
of the effective education system. Investments for the de-
velopment of the education are the main direction of the
investments for human capital. Generally, investments for
the development of the education justifies itself from the
economy position. American scientists consider that, ex-
pense of 1 dollar for the education system gives opportu-
nity to get the income in the amount of 3-6 dollar. That’s
why, durable development of education system ground-
ing to the humans behavior and presence of the form-
ing productive forces of society with the being of the
subject of economy and social development with its
essence is important. The educational factor, the numbers
of special, secondary and high educated people, the
number of students fitting to 10 thousand people, the
number of teachers in Azerbaijan and other indicators
certifies that our country is one of the most educated coun-
try. But, the social progress opportunities creating by the
various education types begin to decrease. Disparity arises
between youth’s education and their work and character;
education and abilities being out the necessity?

Science has a great role in the forming of the human
capital with the education area. Nowadays total Gross In-
ternal Income for the education in Azerbaijan consists of
9%0.65. But in other countries this indicator changes be-
tween1-3%.

From this point of view, the minority of aids influenc-
es negatively to the human capital and to the preparing of
high-educated personnel and to the increasing of the poten-
tial level of the personnel in foreign countries.

At last it will be considerable that, developed country
according to the modern develop principles is the country
that, achieving to maximum progress in its all economy
social and cultural-social spheres. Taking this principle
into consideration our country often meets serious political
and economic obstacles in this way. But all these elements
are the indicators of economic development. But in this
hard situation is choosing the correct development strategy
though any difficulties, it takes us to the developed and
strong Azerbaijan with trust.

Indicators of the forecasted development realizes in
the current year too. According to the information in 2007,
the capacity of the allocation entering at the Oil Fund is
2.475 billion AZN, but the capacity of the general alloca-
tion was 5.810 billion AZN in 2001 -2006.
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competition rules within a market economies, methods
and approaches of competition in general (Rastogy, 1995).

Strategies:
* How much of the oil income spend now and how
much to keep for future generations?
* How and where to spend the oil income?
* How to control spending of oil money?

2. How and where to spend the oil income

Suitable geographical position, natural condition,
healthy underground and ground — based wealthy gives
opportunity for formation and development of an area of
national economy. So the investment being suppressed in
2007 in the amount of 6.8 milliard was directed to the de-
velopment of non —oil sector. 59.6% of general investment
formed in the calculation of inner source, so it 13.8% more
than the previous year. In the case 51% of investment falls
to the part of oil sector, 49% falls to the part of the non oil
sector. The great part of the investment in the current year
was directed for the development of transport (19%), treat-
ment (7%) and communication (4,8%).

Generally, if the capacity of GDP was 25.6 milliard,
the 44.1% (11,1 milliard) falls to the part of non—oil sector
and 55,9 % (14.5 milliard) falls to the part of oil sector.

3. Potential development areas

Potential development areas can be listed as following:
* Agriculture
* Tourism
* Energetic
* Machine building and Metal processing industry
* Light industry
* Food industry

3.1 Agriculture

Current situation:

Azerbaijan suitable areas for healthy agriculture and
regions in different climate gave opportunity to cultivate
harvest in different type, quality and worthy for treatment.
The difference of the climate change from subtropics till
tundra. It gave opportunity to take the harvest more than
once in one season. Differences of country climate give
opportunity cultivation of different harvest. Main agricul-
ture harvest: wheat, cotton, tobacco, tea, olive, fruit and
vegetables.

Agriculture was spread to the large area of north—east,
south, south—cast and west areas. 40% of population works
in this part. But its place in the economy diminishes gradu-
ally. There are yet problems in the agriculture, where dif-
ferent reforms are used.
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Problems:

* Investments to the area;

* Delivering of the technology and agro technical
rules in necessary level;

* Establishment of connection between harvest pro-
duction and treatment areas;

* Ensure of farmer facilities with the seeds of high
quality, agrochemical measures solution of supply
of technique and mechanized storehouse;

* Keeping of requested Land-reclamation, main ca-
nal, collectors, water store house and hydro joint.

Solution suggests:
* Intensification of the area and raising of the produc-
tivity, for the purpose;

Fundamentally improve the usage of the lands;

1. Raise productivity;

2. Lowering of the cost price of products;

3. Prevention of the lands being erosion and be-
come salted;

4. Diminish the separation of the non agriculture
lands;

5. Secure the land from dirty and other poison.

* Establish cultural pastures by the aim to raise the
productivity of the pastures improve the areas of
irrigating natural forage; enlighten the land- recla-
mations of the lowland of Kura-Aras;

* To learn and apply the foreign experience for im-
provement of productivity, by the aim to reimburse
the demand of the people for foods as eggs, meat
and milk;

» Use the opportunity to develop the horticulture
largely and speedily, improve the subtropical plants
( fig, olive, pomegranate, quince, date, peach, wal-
nut and hazel), gather, treat and sold the wild berry
ripening and grasses to the other countries;

* Improve the efficiency of the production of agri-
culture by renewing technical means and improving
its exploitation, by raising the specialty the staffs
of mechanization expert and by organizing its labor
correctly;

* People get the 80% of meat, milk, egg, potatoes,
vegetables, fruits and other products from its per-
sonal and assistant economy. It shows the advan-
tage of the development of farms. Government has
to buy tractors and agricultural techniques and to
grant them to credit for its development.

3.2 Tourism area:

Current situation:
There is climate, natural grace, historical and archaco-
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logical potentials-shortly historical, natural and cultural
resources necessary for the tourism sector in our country.9
climate from 11, Caucasus shore, forests and medical cul-
tural waters in the regions of Khachmaz—Lankaran—Astara
gave information about the great potentials of this area. In-
come level at the interior tourism is low. Less presentation
of the country and the problems of Garabakh in foreign
tourism prevent the development of this area. But finance
means are raised for the development of this area. The
means are directed for the establishment and organizations
carrying out activity in this area.

Problems:

* Less of income-level at the interior tourism

* Less of the presentation of foreign tourism of the
country

* The problem of Garabakh

¢ Involvement/ uninvolvement
ment

* Lag of hotel economy

* Unserving the beaches well

 Lower of service level

* Less of qualified cadres

* Having no concrete activity programs

of enough invest-

Solution suggests:

* To pass from popular tourism to specialized
tourism—sea walking, ecological tourism, unit
of scientist, social organizations and other confer-
ences, seminars, symposiums;

* To cooperate with foreign tourist firms;

* Acceptance and service of families at sanatoriums;

* Sanatoriums have to be specialized and be in ho-
tel type as in foreign countries, cure for hotel com-
plex has to be gathered at multidisciplinary medical
centers, specialist in high quality is necessary for
normal work at this field;

* Prepare the certain activity programs, base of legis-
lations about tourism development politics of inter-
national and interior tourism deeply connected with
the field serving the needs of tourism.

3.3 Power Engineering

Current situation:

Nowadays there are 8 thermal electric and 6 hydro-
electric stations in Republic which use 85% of its power.
This electric production centers constructed at Soviet pe-
riod was not so effective after getting freedom. Especially
in winters, old production establishment and little technical
supervision is the main cause that country couldn’t meet its
needs. We get the energy from the source we receive from
Russia, Turkey and Iran. There is no fuel problem which is
necessary for productions of electric energy in the country.
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Problems:

* Late of the construction of the module electric sta-
tions;

* Regions incapability in its electric energy needs;

* Continuous interval for people and economy not to
be provided by electric energy without a break;

« Existence of technical lost and extremism;

* Management of nets by old systems;

* Less collection levels of consumers to electric energy;

* Delay of the subscribers to be provided by the aba-
cus measuring the electric energy on Republic.

Solution suggests:

 Connections of the new generations strength, suit-
able tensions line and halts taking into account the
needs;

« Use of alternative energy sources, especially the en-
ergy of wind and sun;

* Heat energy could be received cheaper 3.5 times,
by using of repeated energy resources by the help
of regenerator;

* Time for using the geothermic potentials for ener-
getic aims has reached. Scientific researches must
be done and concrete recommendations given;

* In order to provide the pass and distribution of
electric energy, the distributive lines has to be put
into operations and all official regions of the re-
public has to be provided by distributive lines band
transformer halts.

3.4 Industry of machine building

Current situation:

Machine building has an exceptional importance for
our developing republic. The machine building has a great
role for secure of the scientific - technical progress com-
paratively by electro energy and chemical industry. The
development of national economy is not possible without
machines and equipments. For the cost of the produced
harvests and number of the worker machine building take
the first places among heavy industrial areas. Machine
building and metal treatment take the third place after the
food and light industry in our republic for the cost
of the produced harvests. Though suitable conditions in
Azerbaijan some advanced branches of machine building
was not developed. The main duties of the republic are
liquidate defects on machine building and metal treatment,
reestablish them, to organize new machines, equipments
and instruments.

Problems:
* Dependence of the sector from one sale and supply
markets;
* Less of little, strong, agriculture techniques;
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* No production of competitive harvests.

Solution suggests:

* Firstly reduce the dependence of the republic for
sending the manufactured productions on coopera-
tion’s from Russia;

Taking measures for providing of the production of
the interfiled products in the enterprises;

Changing of the production principles of the pro-
duction for increasing of the quality of the product,
increasing of the export of the product;

Guided by the world experience for the rising of the
competitive ability, passing to the new technologi-
cal base;

Caring out of the changes in the modernization,
restoration, structure and investment policy of the
machine-building industry in the direction of the
development of the little metal consuming, but very
labor-consuming fields;

Profiling of the existed machine-building enter-

prises with the purpose of the organization of the
production of the technological equipment required
for the processing of the cotton in the Republic;
Azerbaijan has great experience on the metal con-
suming production of the oil-field machine build-
ing. It is easy and advisable to improve the quality
of such products by the attracting of investments
and the new technologies from the developed coun-
tries;
Caring out of little, strong agricultural technique,
vehicles and lorry, cooperation in the republic
among the enterprises of the field for the food and
light industry in the development of Republic ma-
chine building.

3.5 Food industry:

Current situation:

The food industry producing the final product of the
agrarian-industry complex has great role in the economy
of the republic. 30% of the production of total industry
product and tierce of the industry enterprises falls to the
share of this field. Food industry has great role in the pro-
viding of the people with foods and work. Republic can
get income from the sale of the products of the food in-
dustry (canned fruit and vegetable, tea, tobacco, fish and
fish products, mineral waters, etc.) considered specializing
field for Azerbaijan in the foreign countries. At present the
most profitable field is wine-making.

Solution suggests:
* Modernization of the food industry enterprises giv-
ing importance for the creating of the proper condi-
tion for the production of the foods with competitive
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ability and putting investment for its restoration,

* Increasing the quality of animal-produces and its
products in all rings of the technological chain, pro-
viding of the complex processing of meat and milk,
increasing of the ready product,

* Providing of the people with quick and efficient
food on the account of the Caspian Sea,

* Providing the development of the gardening, vine-
growing and vegetable-growing on the regions,

* Creating of the new olive complex and expanding
of the olive oil production, providing of the people
and industry with the vegetable oil,

* Providing of the internal and external consumption
market with the food products with competitive
ability,

* Rising of the quality and purity of the raw material
and products to the world standard level and prepar-
ing of the proper normative-technical acts,

* Organization of the production of the equipment
required for the manufacturing industry in the re-
public,

* Establishing the collaboration and cooperation rela-
tions with the producers of other food products.

3.6 Light industry:

Current situation:

Azerbaijan has enough raw material reserve, labor
force and market for the production of goods of light indus-
try. But such suitable offers have not been used of these.
As a result of these products such as clothes, shoes and
others are brought form abroad and for expensive prices.
Light industry takes the second place between the indus-
trial spheres after food industry. The share of light industry
was 3.8% in the products of general industry product in
2007. Light industry is multi sectored itself. 80% of the
products are of the weaving. Main part in this sphere is of
the weaving of cotton, silk and wool.

Problems:

* Lower level of the production complex;

» Lower development level of the market of free
competitiveness and ownership;

* Non-correspondence of the enterprises to the mar-
ket principles;

* Decrepit of technical and technological equipments
of the enterprises;

* Weak development of the scientific and technical
potential;

» Lower level of the infrastructure supply.

Solution suggests:
» To make new offers on the processing of seedless
raw cotton, silk, wool and delivery to the finished

- Thilisi - Batumi, GEORGIA
= May 24, 2012 — May 26, 2012

product in the regions of the republic,

* To establish joint ventures on the processing for ob-
taining of the chemical raw cotton,

* To establish the sewing production of cotton clean-
ing, spinning, weaving, decorating — the network of
the small enterprises in each region dealing in the
cotton growing,

* To widely use of the form of housing labor form by
making free of the production of the simple prod-
ucts,

* To establish enterprises for the application of the
waste less industry and full processing of the pro-
duction wastes,

* To direct to the development of the fields of little
capital capacity and more labor capacity on the pro-
duction of the carpets and finished clothes.
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Abstract

Forecasting key economic variables for a nation with accuracy is, at best, a daunting enterprise. Forecasting economic development
for a group of Eurasian countries is an exercise with a high degree of uncertainty. It is even more difficult to forecast an economic entity
that does not yet exist! But forecast we must. Calculating some variables can be facilitated by the use of statistical models using historical
data. Other variables are more uncertain, with a range of outcomes, and are better suited to judgmental methods. This study attempts to
develop and apply a robust suite of models to forecast variables essential to balanced economic development in selected Eurasian na-
tions and, by extension, to the region as a whole. Statistical methods, assuming that the near future will look somewhat like the recent
past, provide a base case and a range of likely outcomes. Judgmental methods are used to make adjustments where appropriate. Scenario
scripting is used to deal with the high degree of uncertainty by posing a set of “what if”” questions. Forecasting where we can, envisioning
possible scenarios where we cannot, may provide Eurasian decision makers with some insights to assess the effects of policy choices in

the economic development of the region.

Keywords: Risk, uncertainty, expectations, Delphi technique, scenario scripting, rational expectations.

JEL Classification: F47, F53, 016, 019

The benefits of international trade are well document-
ed, both in theory and in practice. (Smith, 1776; Ricardo,
1817; Stiglitz & Charlton, 2006). Negative consequences
have also been studied (Amadeo, 2012; McMasters, et al.,
2003; Reich, 2006; Salento, 2012). This study addresses
the following primary research question: To what extent
can a greater degree of cooperation increase the economic
growth rate of a group of Eurasian nations? Secondary re-
search questions include the following: What actions may
be feasible to achieve a greater degree of economic coop-
eration among Eurasian states? And what might be the ad-
vantages and disadvantages of a NAFTA-type arrangement
of Eurasian nations?

1. Background

The nations of the South Caucasus and Central Asia
find themselves in transition from the closed economic sys-
tem of the Soviet Union to what may seem to some a “free-
for-all,” zero-sum game of free-market capitalism. Gone
are the guarantees of the command economic system.
A tightly woven arrangement of designated production
sources and destinations is being replaced by an acepha-
lous, amoral system that values profit at the expense of eq-
uity. Previously unthinkable, there is now unemployment
among even skilled, well educated workers in the nations
of the former Soviet Union. There is clearly a need to come
to terms with these new realities, as the newly independent
nations struggle to meet the needs of their peoples in an
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open international economic system

This study attempts to develop an evidence-based
model to forecast the effect of a greater degree of coop-
eration among the transitional nations, starting with Arme-
nia, Azerbaijan, and Georgia. Recognizing the difficulty
of forecasting under conditions of such a high degree of
uncertainty, the model combines multiple methods. Delphi
uses a panel of experts to assess the impact of a NAFTA-
type arrangement. Statistical forecasting uses historical
data to predict the future, the assumption being that the
near future will look something like the recent past.

This is a long-term study, results of which will be of
interest to and followed by government agencies, non-gov-
ernment organizations, academics, and others.

2. Literature Review

A review of the literature of national and regional eco-
nomic development presents a variety of findings.

2.1. Classical and Modern Theories

Adam Smith (1776) articulated the benefits of interna-
tional trade when one nation has an “absolute advantage”
over other nations in terms of the production of a good with
fewer resources. David Ricardo (1817) showed that even
when one nation has an absolute advantage over all others
in the production of a good, that nation may still benefit
from its “comparative advantage,” a comparison of its own
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opportunity costs, what it gives up in the production of one
good in order to produce another.

While in the modern era, Porter (1990) builds a frame-
work for the “competitive advantage” of nations, Krugman
(1996) argues that, “International trade... is not a zero-sum
game. Competitiveness is a meaningless word when ap-
plied to national economies. And the obsession with com-
petitiveness is both wrong and dangerous.”

Expectations

Coyne (2009) demonstrates the importance of expec-
tations in developing and transitional economies. It is a
cliché, not without a basis in fact, that if we believe the
economy will improve, then it will improve. That is be-
cause when we think things are going to get better, we act
in that belief: businesses invest to expand their operations,
banks make more loans, and consumers are encouraged
to buy. The consequence is that things do get better. Of
course, the reverse is also true. If we believe things will get
worse, they will get worse.

The University of Michigan initiated a consumer con-
fidence index to track the attitudes in the United States to-
ward the economy:

Understand consumer attitudes and expectations
about the US economy. The monthly Reuters/University
of Michigan Surveys of Consumers gauge how con-
sumers feel the economic environment will change. The
surveys Index of Consumer Expectations is an official
component of the US Index of Leading Economic Indi-
cators. (Thomson-Reuters, 2012).

Herein lies a serious role for national leaders, that of
using the “bully pulpit” to buoy the morale of producers
and consumers. The presidents and other leaders of the
three South Caucasus nations included in this study can
stimulate interest in common cause through their words
and actions. An uncertainty, however, is the role that the
government of the Russian Federation might play. Based
on recent history, one might expect that to be a spoiler role
for any initiative that does not fall within the embrace of
the government of Russian dictator Vladimir Putin (Rolofs,
2007).

Empirical evidence

Two high-profile efforts at increasing regional coop-
eration and reducing competition are the European Un-
ion (EU) and the North American Free Trade Agreement
(NAFTA). Membership in these — and others around the
world — does not preclude participation in other trade re-
lationships, as is evidenced by the 153 members (as of 10
February 2011) of the World Trade Organization (WTO,
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2012).

With a tighter focus on the three South Caucasus na-
tions — Armenia, Azerbaijan, and Georgia — the literature
on cooperation is spare, particularly regarding the forecast-
ing of the benefits and rewards of increased cooperation.
In part, this may be attributed to the dispute — occasionally
erupting into violence — between Armenia and Azerbai-
jan over the territory of Nagorno-Karabakh (Barry, 2011).
Cooperation among former enemies in two world wars in
the 20th century to form the European Union offers some
evidence that economic interests — with enlightened lead-
ership — can prevail over more narrow national political
passions.

NAFTA may be a useful template against which to
consider the benefits of regional economic cooperation,
along with the risks of such an initiative. NAFTA consists
of three nations, as does the South Caucasus grouping in
this study. This contrasts with the EU with its 27 members
(Europa, 2012). One NAFTA information web page offers
the following:

In 1994, the North American Free Trade Agree-
ment (NAFTA) came into effect, creating one of the
world's largest free trade zones and laying the founda-
tions for strong economic growth and rising prosperity
for Canada, the United States, and Mexico. Since then,
NAFTA has demonstrated how free trade increases
wealth and competitiveness, delivering real benefits to
families, farmers, workers, manufacturers, and con-
sumers. (NAFTAnow, 2012).

One estimate is that, “Under NAFTA, merchandise
trade between the U.S., Canada, and Mexico has tripled,
reaching US$946.1 billion in 2008 (NAFTAnow, 2012).

Amadeo (2012) lists some of the benefits of NAFTA
as follows:

* eliminates tariffs,

* reduces inflation by decreasing the costs of imports,

* creates agreements on international rights for busi-
ness investors, reducing the cost of trade, which
spurs investment and growth especially for small
businesses.

« provides the ability for firms in member countries to
bid on government contracts, and

* protects intellectual properties.

On the other hand, Amadeo (2012) lists some of the
problems with NAFTA:

* U.S. jobs were lost.

» U.S. wages were suppressed.

* Mexico’s farmers were put out of business.

* Maquiladora workers (Mexicans working on the
border) were exploited.

* Mexico’s environment deteriorated.

* There was also a question of reciprocity.
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In applying the lessons of NAFTA to the South Cau-
casus, one would need to compare and contrast the two
regions. There is, nevertheless, value in such an analysis
so as to gain the benefits and reduce the risks of increased
cooperation among the three nations.

Forecasting in the Literature

The literature on forecasting under conditions of a high
degree of uncertainty, though spare, is persuasive: combi-
nations of methods yield better results than single methods
alone (Armstrong, 2001; Elliott, Granger, & Timmermann,
2006; Goodwin, 2009; and Timmermann, 2006).

2.2. Methods

The current investigation is an application of forecast-
ing under a high degree of uncertainty. In such a study,
it is more appropriate to use a combination of forecasting
techniques than to rely on a single method. Timmermann
(2006) notes, “Forecast combinations have frequently been
found in empirical studies to produce better forecasts on
average than methods based on the ex-ante best individual
forecasting model.” Goodwin (2009) concludes, “One of
the major findings of forecasting research over the last
quarter century has been that greater predictive accuracy
can often be achieved by combining forecasts from differ-
ent methods or sources” (p. 33). Armstrong (2001) advises,
based on 30 empirical comparisons, to improve forecasts,
“When feasible, use five or more methods” (p. 417). This
study uses three methods: Delphi, statistical forecasting,
and scenario scripting. As a continuing study, with the ob-
jective of creating one or more time series, there may be
additional methods, including prediction markets, a meth-
od gaining in popularity among scholars for forecasting
under conditions of a high degree of uncertainty (see, e.g.,
Wolfers & Zitzewitz. 2004, 2006).

The study will use Forecast Pro software to create
statistical forecasts based on historical macroeconomic
data from Armenia, Azerbaijan, and Georgia. It will use
the Delphi technique to capture expert opinion regarding
the potential for increased growth and development ow-
ing to closer cooperation among the three South Caucasus
nations. And it will use scenario scripting to account for a
variety of potential outcomes.

Delphi

The theory behind the Delphi technique is that a panel
of informed participants can produce better results than the
individuals alone.

Over a number of months and years, monthly results
may be used to create a time series.
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Rowe & Wright (2001) note that,

Expert opinion is often necessary in forecasting
tasks because of a lack of appropriate or available in-
formation for using statistical procedures (p. 125) . ...
Since its design at the RAND Corporation during the
1950s, the Delphi technique has been widely used for
aiding judgmental forecasting and decision making in
a variety of domains and disciplines (p. 126).

Statistical Forecasting

The study will use published and readily available
historical data for GDP in the three countries to forecast
growth independent of any new plan of cooperation. Fore-
cast Pro, the leading statistical application, will be used to
generate forecasts under both the independent and coop-
erative scenarios.

Scenario Scripting

The “limits to forecasting” were noted by van der Hei-
jden (1996) and brought into the popular consciousness
by Taleb (2007). The former argues for “structured un-
certainty” (pp. 85-86), while the latter concludes that “We
just can’t predict” (p. 135). By writing multiple alternative
scenarios, the forecaster abandons spurious precision and
makes a simple statement: We don’t know what will hap-
pen, but these are the likely outcomes. Then one can begin
to make plans based on those outcomes.

3. Results
Delphi

The name of the survey was Caucasus Cooperation.
The stated purpose was, “Forecast the effect of greater eco-
nomic cooperation among Georgia, Armenia, and Azerbai-
jan.” A panel of experts was asked the following: “GDP
for Georgia, Armenia, and Azerbaijan is growing at 3-4
percent. Could a NAFTA-type arrangement increase the
rate of growth? Please provide your estimate in percentage
points, e.g., 0 percentage points, 1 point, 2 points, 3 points,
etc.” Results are shown in Table 1(Page 43).

As might be expected from the theory underlying the
Delphi technique, the standard deviation declined from the
first round (1.90) to the second round (1.14), suggesting
that panel members made adjustments in their own esti-
mates based on the feedback they received from the first
round.

Interpreting the results of the Delphi process, one
might expect an increment of 2-to-3 percentage points
above the current growth rate. Given a current growth rate
of about 4 percent, the panel suggests that closer coopera-
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tion could raise the composite growth rate to about 6-to-7
percent.

As might be expected from the theory underlying the
Delphi technique, the standard deviation declined from the
first round (1.90) to the second round (1.14), suggesting
that panel members made adjustments in their own esti-
mates based on the feedback they received from the first
round.

Interpreting the results of the Delphi process, one
might expect an increment of 2-to-3 percentage points
above the current growth rate. Given a current growth rate
of about 4 percent, the panel suggests that closer coopera-
tion could raise the composite growth rate to about 6-to-7
percent.

Statistical Forecasting

For this section, the study used CIA (2012) data for
2011 and Penn World Table (CIC, 2012) for earlier data.
Basic data are GDP in billions of United States dollars at
purchasing power parity.

Armenia. Armenia’s GDP was about $18 billion in
2011. Figure 1 (Page 43) shows historical data and a 10-
year forecast generated by Forecast Pro using Holt expo-
nential smoothing (linear trend, no seasonality). Adjusted
R?is 0.96; mean average percentage error (MAPE) is 6.88.
By 2021, GDP rises from about $18 billion to just over $25
billion.

Azerbaijan. Azerbaijan’s GDP was about $93 billion
in 2011. Figure 2 (Page 43) shows historical data and a 10-
year forecast generated by Forecast Pro using Holt expo-
nential smoothing (linear trend, no seasonality). Adjusted
R?is 0.99; mean average percentage error (MAPE) is 7.88.
By 2021, GDP rises from about $93 billion to just over
$114 billion.

Georgia. Georgia’s GDP was about $25 billion in
2011. Figure 3 (Page 44) shows historical data and a 10-
year forecast generated by Forecast Pro using Holt expo-
nential smoothing (linear trend, no seasonality). Adjusted
R2 is 0.98; mean average percentage error (MAPE) is 4.39.
By 2021, GDP rises from about $24 billion to just over $37
billion.

Combined. Figure 4 (Page 44) shows the relative sizes
of 2011 GDP of the three nations in the study in United
States dollars at purchasing power parity. Azerbaijan’s
GDP was about 3.7 times that of Georgia; 5.2 times that
of Armenia; and about 2.2 times that of the other two com-
bined.

Forecasts of growth for three nations combined.
Table 2 (Page 43) shows the result of two alternative
growth rates. Starting with a base of $135.5 billion, the
table shows the levels of GDP for the three nations in the
study under two assumptions. First, the total grows at
about the same rate as is now the case, 4 percent. The sec-
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ond assumption is 2 percentage points higher, at 6 percent.
The increase of 2 percentage points is based largely on the
results of the Delphi panel of experts noted above. Over the
course of the next 10 years, the difference would amount
to $200 billion.

Figure 6 (Page 45) is a graphical representation of the
data in Table 2 (Page 43). The top line shows a growth
rate of 6 percent; the middle line shows a growth rate of
4 percent; and the bottom line shows the difference. From
a base of $135.5 billion, the region’s GDP is estimated to
reach $201 billion using the current rate of growth, or $243
billion with a boost of two percentage points. Summing
the increase in each of the coming 10 years produces an
increment of about $200 billion attributed to a percentage
increase of just two percentage points.

Of the cumulative $200 billion over 10 years, Azerbai-
jan would get about $135 billion, Georgia $37 billion, and
Armenia $28 billion.

Scenario Scripting

The study looked at three scenarios based on: Leader-
ship, Globalization, and Russia.

Leadership. Regional, as well as national, economic
development is in large part dependent on the vision and
skills of top leaders. This aspect of scenario scripting is
part of the internal scan.

Globalization. On the global scale, the economies of
the South Caucasus are quite small. Total “Gross World
Product” (GWP) in 2011 is estimated at about $80 trillion
(PPP). “South Caucasus Product” SCP, at $136 million, is
less than two-tenths of one percent. Therefore, what hap-
pens in the rest of the world is critical to the development
of the region.

Russia. The Russian Federation, under the dictatorship
of Vladimir Putin, has been aggressive in pursuing its he-
gemonic objectives among the nations of the former Soviet
Union. How Putin behaves toward the three nations at-
tempting closer economic cooperation is highly uncertain.

Full scenario scripting is in process. Meanwhile, Table 3
(Page 43) provides a framework for adding values as they are
developed.

The approach, in its initial stage, is to envision a set
of alternative scenarios with interacting criteria. The most
optimistic case would be reflected in a sum of the “Favora-
ble” vector. We might imagine the sum of the “Neutral”
vector being the “base case.” The most pessimistic case
would be the sum of the “Unfavorable” vector. Values will
have to be assigned.

Conclusion

The risks associated with increased economic coop-
eration among the nations of the South Caucasus appear
low. There are some uncertainties involving the abilities of
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the parties to reach the kind of accord represented by the the North American Free Trade Agreement. A Caucasus
North American Free Trade Agreement. A Caucasus Area Area Free Trade Agreement (CAFTA) holds the potential
Free Trade Agreement (CAFTA) holds the potential for an for an increment of economic growth above that of current
increment of economic growth above that of current poli- policies.

cies. the parties to reach the kind of accord represented by

Table 1. Delphi results for Caucasus Cooperation Table 3. Scenario value matrix
Round N Mean s.d. Median Criterion Favorable | Neutral | Unfavorable
1 9 3.1 1.90 2.5 Leadership 5 0 -5
2 9 3.0 1.14 2.5 Globalization 5 0 -5
Note. Rounds 1 and 2 were conducted in November, 2011, and January, -
2012, respectively. Russia S 0 -5

Table 2. 10-year forecasts assuming growth rates of
2 and 4 percent for 3 nations combine

Base 135.5
4% 6% Difference

2012 141 144 3
2013 147 152 6
2014 152 161 9
2015 159 171 13
2016 165 181 16
2017 171 192 21
2018 178 204 25
2019 185 216 31
2020 193 229 36
2021 201 243 2%1
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Figure 1. Armenia GDP actual 1992-2011 and 10-year forecast 2012-2021.
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Figure 2. Azerbaijan GDP actual 1992-2011 and 10-year forecast 2012-2021.
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Figure 3. Georgia GDP actual 1992-2011 and 10-year forecast 2012-2021.
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Figure 5. Three-nation combined GDP actual 1992-2011 and 10-year forecast 2012-2021.
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Figure 6. Three-nation combined GDP 10-year forecast 2012-2021, using 2 growth rates.
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South Korea’s Innovative Human Resources Development Policies
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Abstract

Since 1950’s South Korea achieved significant economic development. Korea has transformed itself from a foreign aid receiver
economy into a newly industrialized, highly networked and well educated information society during the past 60 years. The government
functioned as a developmental state till 1990’s. However with the arrival of the knowledge-based economy, government changed its
role as a facilitator of innovation. During the early years of economic development main focus of government policies regarding human
resources development was to decrease illiteracy, increase vocational training, developing skilled human resources in technical sciences,
engineering and construction. Later the patterns of human resources development have also been changed. Previously, jobs were mainly
created in the manufacturing industry. But today, the main sources of new jobs are innovation-related activities, such as investments on
new technologies. This article will investigate the South Korea’s human resources development policies that can support sustainable in-

novative economic development.

Keywords: Human resource development, government policies, economic development, South Korea

JEL Classification: J24, J50

Introduction

Korea has managed to become a developed, innovative
country from a poor, agrarian country since the end of Korean
War in 1953. Today, it has lots of multinational companies
that are competitive in semiconductors, consumer electronics,
automobiles, iron and steel production. Besides successful
government policies, sophisticated human resources develop-
ment strategies were an important element in industrialization
process.

As well as physical resources, human resources are also
very important for economic development. Nations that have
oriented, trained and employed their human resources prop-
erly can gain competitive advantage and can retain power.
Korea’s industrial structure was mainly based on agriculture
and there were only few Japanese established factories and
production facilities. There were neither underground re-
sources nor qualified human resources in the country. It was
destroyed, devastated, and has left most of its production fa-
cilities in the North Korea.

Korean government has followed import substitution and
export oriented policies following the proclamation of the re-
public and the end of the Korean War. Korea had an advantage
of having plenty of cheap and unskilled workforces ready to
work for labor intensive simple industries like textile. Cheap
manpower and basic industries had helped Korea to advance
into industrialization (Chung, Lee and Jung, 1997).

However, as the structure of the country’s industrial pro-
duction moved from simple labor intensive industries to capi-
tal and knowledge intensive industries, it was needed a well
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educated, qualified workforce that have capable of under-
standing advanced technology. Tangible physical resources
replaced with intangible resources like, technological knowl-
edge, know-how and analyzing capacity that were directly re-
lated with human resources. Conditions for industrialization
have been changed over time (Kim, 2005).

Evolution of human resources development policies and
applications can be analyzed in three periods. Period 1 is
characterized by high population growth, gradually increas-
ing economic activity participation, high unemployment rates
and unlimited cheap labor supply and covers the period 1950s
to 1980. Period 2 characterized by manufacturing of capital
and technology intensive products like cars, ships, electronics,
computers, and semiconductors. Labor disputes and the or-
ganization of labor unions became the cause of rapid increases
in wages during that period. As a result, there was a need for
highly skilled and qualified workforce. Hence, this period is
marked by the realization of labor shortages and the growing
demands for highly skilled workers. Period 3 started with the
end of the financial crisis in 1997. It was notable that high
unemployment rates coexisted with labor shortages in 3D
(difficult, dangerous, dirty) industries, and there was need for
highly skilled research personnel, engineers and technicians
for high tech industries (Kim & Rhee, 2007:132, Ho, 2005).

Recently increasing importance of newly developing na-
tions like China and India began to restrict Korea’s competi-
tiveness and price advantages. Globalization and important
developments in information technologies, development pro-
cesses of nations to industrial societies affected
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Table 1. Transformation of Korean Economy and Human Resources Development Policies

*From Import Substitution to
export driven economy

*From simple production to

automation

1960s to
1980s *From labor intensive production to

capital intensive production

*From Agricultural products, textile
and chemical industry and heavy
industry

*Expansion of primary and secondary education

*Focus on Vocational training in secondary grades

* Abundant manpower with simple skills

*From middle sized products to
Steel and Shipbuilding

*From imitation to innovation

1980s to
1990s *Structural adjustments

*Establishing infrastructure

*Revising necessary legislations for
industry

*Legislation for industrial vocational training

*Establishment of vocational collages and technical
schools

*Expansion of university education

*From OEM manufacturing to
Technology production

1990s
through the
present

*From classical technological
products to information
technologies, biotechnology,
environmental technology and
nanotechnology

*Focus on education quality

*High public investment in education
*Spread of lifelong learning opportunities

the quantitave approach of industry. Hence qualitative
standards have become important. The importance of in-
novative human resources development policies and strat-
egies has increased. Knowledge based new technologies
play an important role in the new direction of economic
growth for gaining competitive advantage over other na-
tions (OECD, 2009).

Creative and capable experts are working to promote
technological advancement through invention and innova-
tion. Rather than quantity and unproductive long work-
ing hours, quality, creativeness and technological ability
are gaining importance in the knowledge society (Hamel,
2005). As companies have begun to emphasize profitability
over sales growth, fundamental changes have occurred in
the economy, such as lay-offs, the increasing use of irregu-
lar workers, and the increased preference for experienced
workers since Asian crisis in 1997. Korean economy has
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transformed into a new managerial and economic system
where the performance and quality of employees are more
important than seniority or quantity (Kim and Bae, 2004).
Understanding this fundamental change, the Korean gov-
ernment transformed the Ministry of Education into the
Ministry of Education and Human Resources Develop-
ment and upgraded its head to deputy prime minister.

Industrialization, development and productivity of
nations come from different resources that they have like
physical resources, financial resources, information and
human resources. Performance or success of national in-
dustrialization efforts and innovation policies is a result of
quality, quantity and management of these resources (Sare-
witz, 2003:4). Especially human resources developments
is more important than others because it has a decision
making power on other resources.

If human resources have a chance of getting better
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education and training, which focuses on skills improve-
ment, competitiveness of organizations will be enhanced.
In a similar way, HRD at the national level refers to the
government’s efforts to increase level of the economic and
social status of country by setting innovative policies that
allow knowledge enhancement, strengthening of the link-
age between the education institutions and the industry,
providing vocational education opportunities, establishing
lifelong learning centers and guiding and counseling for
employment opportunities (Paik and Kim, 2005). In rela-
tion to Korea’s national HRD policy, formal education for
development of human resources, vocational education
and training for employees working in the industry, inno-
vate higher education system helping employees to gradu-
ate from higher educational institutions are important is-
sues that will be discussed in this paper.

1. General Education

The qualities of national human resources are mainly
determined by compulsory education provided by schools,
their curriculum. Lack of natural and financial resources
has directed Korea to search for alternative solutions in or-
der to reconstruct country and develop itself. Alternatives
for gaining competitive advantage over other nations was
to use its abundant cheap workforce in price sensitive, non-
technology required, simple assembly production facilities
and to educate nations human resources for future technol-
ogy intensive industries.

Korea was dependent on foreign aids mainly from
USA for reconstruction efforts and this caused insufficient
allocation of budget for education from government side.
For example, the share of education in the total govern-
ment budget was 2.5 percent in 1951. According to statis-
tics, total expenditures for education were estimated 8.8
percent of GNP, in 1968 and increased to 10.8 percent of
GNP, in 1990. The most part of education expenses was
financed by private sources or parents. For example, from
the period of 1968 to 1990 more than 60 percent of total
education expenditures were paid by private sources. Gen-
erally government expenditure accounted only one third
of the total expenditures in education, the remainder being
borne by parents (Kim, 1997). This can be explained by
Korean's zeal and respect for learning since early times
of its history. Confucianism highly evaluated education
and self-development through education. The only way
for ordinary people to be respected as a gentleman and to
promote to higher classes was becoming a government of-
ficial. In order to pass bar exam and get admittance to high
bureaucrats’ education academy was to look for education
opportunities (Grayson, 2002).

There are also several factors other than Confucian-
ism that might have helped development of modern educa-
tion in Korea during the early years of development. Some
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studies mentioned the contribution of Japanese colonial
rule from 1910 to 1945. Others mentioned USA army mili-
tary government from 1945 to 1948 and American aid after
Korean War for the expansion of educational facilities. It
has been estimated that about two-thirds of the operating
costs of running the primary schools were financed by the
U.S.A. Governmental education strategies for national
economic development were the most important cause for
later years (Kim, 1997, Yang 2004).

Education fewer continued after the Korean War and
enrolment at the various levels of the compulsory educa-
tion system has increased rapidly. Elementary school en-
rolment has grown more than 5 times and high growth rates
can also be seen in secondary schools and high schools.
For example, registered high school students increased
from 160.000 in 1953 to nearly 2.000.000 in 1990s. 87
percent of adults had never received formal education in
1948. However, 56 percent of adults had obtained second-
ary education in 1960 (Kim, 1997). Adults’ rate with no
formal schooling rate dropped to 8 percent in 1990. The
average years of school attendance of the population aged
15 and above increased from 4.2 years in 1960 to 9.9 years
in 1990, more than the average of the OECD countries as a
whole (Lee, 1996).

The school system in Korea consists of six years of
elementary school, three years of middle school and three
years of high school. High education consists of two
years of college education and four years of university.
The higher education institutions are divided into gener-
al colleges, universities, education universities, technical
and engineering universities cyber universities and Open
University. Primary school to middle school education is
compulsory for all Koreans. High schools are divided into
general high schools, vocational high schools, science high
schools, foreign language high schools, art high schools,
physical high schools and alternative education high
schools. There are 20.408 schools from kindergarten to
universities, 11.337.372 students attending those schools
and 551.358 teachers hired by public and private schools
in Korea as of 2011.

Korean level of education is reached an important lev-
el just after industrialization attempts since 1960s.There
are several international assessment tests that measure the
scores of students in cognitive skills such as numeracy,
literacy and scientific reasoning. International Associa-
tion for the Evaluation of Educational Achievement (IEA)
measured scores of participating 19 countries in 1991 and Korean
students were the best performers in the science subjects and sec-
ond in mathematics tests after Chinese students (Paik and Kim,
2005). A more recent test measured the reading, mathematics and
science scores of OECD countries. Korean student’s scores were
in between 1-2st level in reading and mathematics abilities and
2-4 levels in science abilities. There was a gradual increase in the
scores of Korean pupils since 2000 (MEST, 2011)
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Table 2. International comparisons on each subject for selected OECD Nations (Unit: ranking)

. OECD . OECD . OECD
Nation | Average Ranking Nation Average Ranking Nation Average Ranking
Korea 539 1-2 Korea 546 1-2 Finland 554 1
Finland 536 1-2 Finland 541 1-3 Japan 539 2-3
New 524 34 | Switzerland | 534 2-4 Korea | 538 2-4
Zealand
Japan 521 35 Japan 529 3-6 New 532 3-6
p P Zealand
Australia 520 3-6 Canada 527 4-6 Canada 529 4-7
Source: MEST (Ministry of Education Science and Technology), 2011
Table 3. Advancement Rates of Graduates (Unit: %)

Classification 2000 2007 2008 2009 2010 2011

Elementary 99.9 99.9 99.9 99.9 99.9 99.9

to Middle ) ) ) ) ) ’

Middle to 99.6 99.6 99.7 99.7 99.7 99.7

High

General High | g5 ¢ 87.1 87.9 84.6 81.5 752

to University

Vocational

High to 42.0 71.0 72.9 73.5 71.1 63.7

University

Total 68.0 82.8 83.8 81.9 79.0 72.5

Source: MEST (Ministry of Education Science and Technology), 2011

1.1 Expanding Higher Education

Another indication of schooling is the advancement rate
of graduates. As it can be seen from the table 3 advancement
rate from elementary to middle school and from middle to high
school is around 99 percent since 2000s. Korean government has
also relaxed the regulations restricting the establishment of col-
leges and universities, loosened student admittance quotas for
existing universities and allowed them to admit more students.
Consequently, university admittance has become easier and has
become more popular, even for vocational high school gradu-
ates, and general education level of the human resources has
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increased. (Ho, 2005). For instance, advancement rate of high
school students to universities was only 27.2 percent in 1980,
but after regulations this rate grew to 82.8 percent in 2007. If we
compare the university graduation rates among 25-34 years old
persons in OECD countries, Korea has a rate of 98 percent which
is more than all of OECD countries in 2011. Table 4 also shows
the impact of education on wage differentials. If the wage level
of high school graduates is set to 100 percent university gradu-
ates get approximately more than 50 percent wage than high
school graduates. The rate was nearly 200 percent in 1980 and
decreased gradually. That gradual decrease is also an indication
of abundant university graduated workforce in Korean society.
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Table 4. Wage Differentials by Educational Level

Year Middle High Co.llege.&
School School University
1980 78.5 100 200.7
1985 81.8 100 198.4
1990 89.3 100 165.0
1995 92.5 100 142.0
2000 91.3 100 150.1
2003 84.2 100 151.7
Source:

1) Korean National Statistical Office, Annual Report on Economically Active Population
2) Ministry of Education & HRD, Statistical Yearbook of Education.

Table 4. Rate (%) of University Graduates According to Ages
in Selected OECD Countries

Country | 25-64 | 25-34 | 35-44 | 45-54 | 55-64
Korea 80 98 94 71 43
Canada 88 92 91 87 80
USA 89 88 88 89 89
France 70 84 77 64 55
England 74 82 76 72 64
Sweden 86 91 91 85 76

Source: OECD (2011), Education at a Glance, www.oecd.org/edu/eag2011 (Accessed at 28 April 2011)

2. Occupational Composition

It is also worthwhile to look for the change in em-
ployment composition by occupation in Korea in order to
understand the transformation of economy. According to
Table 5, as the main sectors and occupations has drastically
changed since 1960s. 66.7 percent of the total workforce
was farmers and fisherman in 1960 and this rate decreased
to 13.9 percent in 2000. Rapid increase in the share of
white collar jobs like professionals, managers, clerks and
services is not only the indication of economic develop-
ment but also pointing out the advanced level of human
resources. Increase in the rate of craftsmen and operators
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is also showing the investment made on manufacturing
sector since 1960s and impact of vocational education on
workforce.

Global competition, rapidly changing technological
environment increased the need for skilled, technologically
competitive researchers and workers. Korean government
set a policy named ‘the Next Generation Growth Engines
of Korea’ to develop major high technology required areas,
IT-Information Technology, BT-Bio Technology, NT-Nano
Technology, ET- Environmental Technology, ST-Space
Technology, CT-Cultural Technology, and implemented
support policies to educate experts on those areas.

As 0f 2010, according to High tech products exporting
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nation’s index, Korea is in 5th place and in better position
with respect to Japan (5th), France (9th), Nederland (9th),
and England (10th). Another indication showing the level
of quality of Human resources is the number of research-
ers working for government research institutes, univer-
sities and industries. As of 2010, there were 345.932 re-
search personnel hired by above organizations and 81.442
(23.5%) of them has PhD degrees (MEST, 2010).

3. Vocational Training and Education

The export oriented government policies was the driv-
ing force Korean industrialization and this led to need for
price competitive products in the early years of develop-
ment. The high performance needs of labor and skill-inten-
sive export industries caused the demand for skilled em-
ployee needs and increase in real wages of labors, which,
in turn, led to focus on education enthusiasm in Korean
society. The government followed various human resourc-
es development strategies to develop skilled workforce. At
the early years of industrialization from 1950s to 1970s,
the government focused on expanding vocational educa-
tion and training in order to meet the needs of less skilled
workers of industry, and to supply technician needs for
operating and maintaining production facilities. However,
more support was directed to two-year junior technical
colleges, colleges and universities for a supply of skilled
workers and technicians.

The development of vocational education institutes in
Korea is significant. The government established 26 pub-
lic vocational training institutes just after the legislation of
vocational training law in 1967. Approximately 3 percent
of workforce was trained in these institutes in 20 years.
Government also allocated budget to private companies,
that met vocational training standards, to train their own
workers. Later, government made a law that enforced in
plant training mandatory for all industrial facilities with
300 or more workers in 1974. Companies established their
own vocational training system to train at least 10 percent
of their skilled workforce every year. The vocational train-
ing system was an important tool that helped to develop-
ment of qualified workforce needed for export oriented
economic development and catching up global standards
later years (Ho, 2005).

Existing technical high schools were also modified
and operated as specialized schools. Vocational education
curriculum was re- arranged and standardized. Schools are
separated from academic high schools in late 1960s. Dur-
ing the 1970-1980s, the Korean government focused on
establishment of capital intensive heavy and chemical in-
dustries and industrial structure of the country has evolved.
In order to meet the new challenges in industry and need
for technically skillful and experienced human resources
government introduced a trial system known as 2+1 sys-
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tem, offering students two years of theoretical education
in school and an year of training at an production facility.
As Korean industries began to develop into a high technol-
ogy, Ministry of Education and Human Resources imple-
mented a plan for reforming vocational education system
with the aim of improving qualitative aspects, not for only
supplier of industry. This reform plan proposed to transfer
the vocational education system from a system of develop-
ing low-skilled workforce to a system of developing highly
competitive workforce through new technology oriented
curriculum diversification. Other goal was to transform
from a system led only by the ministry to a system involv-
ing the participation and interaction of industries and re-
lated other government and private agencies in 2005 and
the plan will be continue till 2020 (Lee, 2005).

3.1. Vocational Training Support Programs for Individuals

Korea currently offers a wide diversity of policies for
vocational education and training for workers and com-
panies separately. For example, the training fee support
system provides employees support for attending training
courses of their choice on the condition of attending at least
80 percent lectures. Another program for employees is the
long term student loans at low interest rate. The aim of the
support program is provide technical educational oppor-
tunities to labors that had not have a chance to attend uni-
versity in his/her earlier life and to develop more knowl-
edgeable human resources. The paid leave training system
allows employees who have employment insurance to at-
tend vocational training programs. Corporations with less
than 150 full-time laborers are eligible for a government
support, to be used in paid leave up to 14 days and 60 hours
of vocational training during the period of leave. Govern-
ment offers vocational capacity-building aid for youths and
adults aged 15 and over with an aim of enhancing the em-
ployability of the unemployed and non-economically pro-
ductive population. Job seeking youths and adults aged 15
or older are eligible to attend vocational education courses
and supported by training expenses, transportation fees and
meals (Kuczera, Kis and Wurzburg, 2009).

3.2. Certification of Human Resources

The Korea Technical Examination Corporation under
the Ministry of Science and Technology organized all tech-
nical qualification examinations required to get certifica-
tions for technical jobs till 1980s. With the amendment of
the National Technical Qualification Act in 1981, adminis-
trative authority was given to Korean Vocational Training
Management Corporation that was established by Ministry
of Labor. Also, a review committee was established for set-
ting the rules for getting technical certificates. Private tech-
nical qualifications were prohibited, similar examinations
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were unified and penalties regarding the misuse of certifi-
cates were increased. Re-registration became compulsory
after a certain period of time. After 1997 Asian Economic
crisis vocational qualification system has been diversified
and publicly authorized private qualification system was
introduced. There were approximately 1300 technical cer-
tificates given by national organizations and private affili-
ated centers. Everyone who wants to get a technical job in
industry needs to get certificate from related organizations.
Sample certifications are as following from 1200 certifica-
tions: industrial safety instructor, traditional food expert,
cultural property repair engineer, mental health nurse,
transportation safety manager, rescue worker, radioactive
emergency manager, amateur radio engineer, lifeboat op-
erator, navigator, insurance agent, and damage appraiser
and so on (Lee, 2005).

4. Lifelong Education

The Lifelong Education Act of Korea defines lifelong
education as all types of educational activities that occur
outside the compulsory regular school curriculum. These
activities include education for diploma, literacy educa-
tion, vocational education, liberal arts education, culture
and arts education. Lifelong education providers, gov-
ernment agencies, non-government organizations, corpo-
rations, private teaching institutes, universities, culture
centers, museums , refers to organizations that have been
approved by and registered to central or local government
agencies. Lifelong education centers are largely divided
into diploma or degree-conferring centers and non-diplo-
ma or degree issuing centers. Diploma or degree issuing
lifelong education centers include special classes for work-
study students, in company universities and technical
colleges, cyber universities and special graduate schools.
Non-diploma or degree issuing centers are affiliated insti-
tutes, such as facilities affiliated with schools, companies,
civic groups, private institutes and lecturing centers. Some
selected lifelong centers and their characteristics are ex-
plained below (NILE, 2009).

4.1. Lifelong Education Schools

These schools are designed for school dropouts,
work-study students, and adults who have not been able
to complete their compulsory school education with aim
to give a second chance to get diplomas and increase their
work related skills. They offer three semester educational
curriculum that can be completed in 2 years. They offer
specialized curriculum in selected fields, such as general
liberal arts, information processing, automobile repair,
trade, nursing, emergency aid, security guard service, web
design, and animation (Kuczera, et al. 2009)
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4.2. Distance Learning Universities

Distance learning or cyber universities are representa-
tive providers of online lifelong learning in Korea. They
are largely depending on student tuition for operation more
than government support. As of 2011 there were 18 cyber
universities in operation, offering education for approxi-
mately 107.000 enrolled students. Distance learning uni-
versities are generally attended by adults who are working
for an organization. They provide an opportunity for those
who want to advance in their careers. The Korea National
Open University is another provider of both online courses
and traditional offline courses offered at 14 regional cam-
puses (MEST, 2011).

4.3. In-company University

A majority of large corporations in Korea have their
own staff training centers. Korean labor law and educa-
tion law also allow organizations with more than 200 em-
ployees, to establish and operate lifelong education centers
that provide certificates and diplomas and principally all
educational expenses provided by organization. If minis-
try of education approves in- company learning center’s
education curriculum, companies can also issue diplomas
equal to undergraduate, junior college degrees. As of 2011,
only Samsung cooperation was operating an in company
university offering undergraduate courses for its employ-
ees (Lee 2005).

4.4.Customer Oriented Lifelong Education Facilities

Another form of lifelong education is company affili-
ated facilities operated by a corporation with at least 200
employees. They offer lifelong education programs for the
organization’s customers. Examples of those are culture
centers located within department stores. They offer hun-
dreds of courses from cooking classes to language courses.
Non-government organizations make use of unused public
facilities like closed schools and also provide courses in
compliance with their establishment missions.

4.5. University Lifelong Education Centers

Most of Korean universities are also operating lifelong
education centers for the aim of serving local society. They
are highly attended by university graduated adults because
its high level courses taught by academicians.
4.6. The Academic Credit Bank System

The Academic Credit Bank System is administered

with an aim of providing undergraduate university degrees
to individual learners who have accumulated required
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Table 6. Lifelong Education Centers and Number of Students

Schoql Type  Lifetime 930 723.069
Learning Centers

Secondary or Middle School

Attached Centers 12 3283
Graduate Scholl Attached 388 883.196
Centers

Company established 208 1.236.890
Centers

NGO Established Centers 386 169.401
Media Attached Centers 203 119.007
Government Established 384 721.917
Centers

Private Study Academies 781 23.123.612

Source: MEST (2010b)

amount of credits offered by government affiliated public
and private institution like junior colleges, universities
and lifelong education centers. An individual can attend
separate lectures at different institutions and different time
periods. If he/she can successfully gains required amount
of credits in order to complete an undergraduate course he/
she has right of getting an undergraduate diploma issued
by ministry of education and human resources. As of 2008,
approximately 260,000 Korean learners earn a gross num-
ber of 16,309,000 credits per year, on average. Academic
credit bank system functions as bridge between traditional
and non-traditional ways of education. They serve to indi-
vidual learners self-development desires. They are highly
popular for those who need officially approved under-
graduate diplomas, traditional and non-traditional ways of
education (http://eng.nile.or.kr/ accessed at 28 April 2011).

Conclusion

South Korea achieved remarkable economic develop-
ment and transformed itself form a foreign aid receiver
agrarian economy into high technology producer, highly
networked and well educated information society since
1960s. The skills, technical knowledge, experience and
overall capabilities of human resources required by a com-
petitive, high technology oriented, rapidly changing indus-
try are greatly different from those previously required in
an industrial society. In the earlier years of economic de-
velopment efforts, Korean industries’ strategy for produc-
tion was mainly imitation of foreign products. In such kind
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of industrial environment, there were no highly required
abilities. Because research, knowledge and experience for
new products were already acquired by early industrial-
ized countries and Korea’s role was only taking and re-
producing it. However, Korea became a high technology
producing country and requirements for its new role have
changed. Especially technology and knowledge producing
abilities of such kind of country are highly dependent on
human resources that it has. New technological frontier
role requires not only principal basic abilities, such as read-
ing, writing, and numeracy, but also analytical and critical
thinking abilities, communication skills, information lit-
eracy, and problem solving capacity.

Because of rapid changes in technology, industrial
structures and world markets the importance of lifelong
learning and vocational education has increased. Work-
force needs to upgrade their knowledge about work pro-
cesses in a knowledge based society. Korean government
established and nurtured a good lifelong supporting system
in order to provide re-education and training opportunities
to its human resources. Government also offered various
supporting mechanism through financial resources and le-
gal structures for vocational education. Human resources
have various alternatives for acquiring new technology and
diverse range of expertise. Korean transformed itself to a
learning society through national education system, voca-
tional education programs and lifelong education opportu-
nities provided by public and private sector. For example,
total number students attending schools from kindergarten
to universities was 11.337.372 (23 % of Korea’s popula-
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tion) and 27.794.000 (56 % of population) person attended
various types of courses in 4193 lifelong learning institu-
tions spread over country in 2011.

Korea is a good example for newly developing coun-
tries. In spite of lack of financial and natural resources, na-
tion’s determination for developing and educating its hu-
man resources paved the way for a strong economic and
industrial structure.
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Abstract

Stock market prices are affected by industry performance, company news, and world news, political and economic changes. News
from company and news about world events play an important role in the direction of stock markets. The analysts have different opinions
about estimation of stock prices and stock returns. Some techniques have been used for filtering series in time series analysis, using these
methods can give more accurate estimations of stock returns before using regression methods to predict stock returns.

Keywords: Stock Prices, Regression Analysis, Filtering, Simple Moving Averages

JEL Classification: G17, C13

Introduction

Prediction of stock prices is not entirely data driven of
company’s earnings, P/E ratios, amount of dividends etc.
Some people believe that it is not possible to predict how
stock prices will change and some people believe that by
looking at past prices and movements, by analyzing them
it can be predicted. There is no certain way to predict the
future stock prices so the best we can do is a filter that can
give the more accurate results with minimal residuals.

There are millions of data in financial market entering
analyzing process of prediction of stock returns. These data
are often added to data bases with some outlier prices. Pre-
filtered data causes less accurate prediction of future stock
prices’ movement. Filtering stock prices help to get smooth
price action and filter out the noise.
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Figure 1: Comparison of Google Inc. and S&P500 as an example of
some outlier price movements

Analysis

Simple moving average (SMA) is the unweighted
mean of the past n data. SMA can be used in order to
smooth out local fluctuations. For example x, X,..., X,

n
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X ., X ... are data of previous prices of a stock. By ap-
plying SMA the new series can be obtained as follow:
Xpe1=3 21 %;

_1yn+1
Xn+2 22 Xi
n
X _1 En+k
k™ 2k Xi

Figure 2 shows the daily stock price movements of
Google Inc. between 2009 and 2012. To remove the noise
SMA is applied. In figure 3 easily can be seen that outlier

rice movements are cleaned in the data set.
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Figure 2: Daily stock prices of Goggle Inc. between 2009 and 2012

Google Inc. after filtering by SMA
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Figure 3: Daily stock prices of Google between 2009 and 2012 afier filtering.
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Regression Analysis Without Filtering
y=0437x+ 29.768

In the following steps data of the daily S&P500 in- :EE R=06959
dexes between the same time interval as Google Inc. To un- g 500
derstand whether is there real-world relation between the ; igg
S&P500 index and Google Inc. stock prices the regression & 500 ¢ Seriesl
analysis will be used. By using the regression the daily data iEE Linear {Series1)
will be taken and the last 30 days observed stock prices and o , , ,
estimated stock prices will be compared without filtering. 0 500 1000 1500

S&P500

Figure 4: Regression Analysis of Google Inc. daily stock prices
and S&P500 daily indexes without filtering

Table 1: Shows the observed Google Inc. daily stock prices and estimated
by regression analysis without filtering.

Google Inc. qbserved stock Estimated prices
prices
568.1 605.91391
579.98 604.99621
577.69 603.54537
580.11 603.28317
580.83 608.38733
585.11 609.02098
596.33 617.4813
609.09 617.23221
606.77 618.42085
609.85 619.69252
611.46 620.56215
605.91 616.49368
612.2 620.48349
609.76 619.9285
605.56 616.75151
606.52 623.22348
604.64 624.61751
614 625.04577
607.94 623.05742
606.11 625.59202
609.9 626.58838
609.31 627.39683
618.39 629.40266
618.25 626.56216
622.4 630.23733
621.25 628.28831
614.25 625.97221
604.96 616.80832
606.8 620.85931
607.14 626.66267
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Regression Analysis with Filtering
In the second phase the average of Google Inc. daily = 1000 ¥= D.E;?Bsx+98.196
stock prices and S&P500 indexes will be calculated for 86 = RT=0.6613
data points and SMA method will applied in the time in- %ﬂ 500 —*_ + Seriesl
terval between 2009 and 2012. After that the last observed = 0 T | 1
Google Inc. stock prices and estimated prices by using re- 0 500 1000 1500
gression analysis with filtering will be compared. SEPS00 Linear
[Seriesl)

Figure 5: Regression Analysis with Filtering

Table 2: Observed daily Google Inc. stock prices and estimated
stock prices by using SMA

Google Inc. o.bserved stock Estimated prices
prices
568.1 596.55654
579.98 595.76274
577.69 594.50778
580.11 594.28098
580.83 598.69602
585.11 599.24412
596.33 606.5622
609.09 606.34674
606.77 607.3749
609.85 608.47488
611.46 609.2271
605.91 605.70792
612.2 609.15906
609.76 608.679
605.56 605.93094
606.52 611.52912
604.64 612.73494
614 613.10538
607.94 611.38548
606.11 613.57788
609.9 614.43972
609.31 615.13902
618.39 616.87404
618.25 614.41704
622.4 617.59602
621.25 615.91014
614.25 613.90674
604.96 605.98008
606.8 609.48414
607.14 614.50398
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To analyze the accuracy of the estimation and to figure
out which estimation method gives better result, they will
be compared on the same graph.

Figure 6: Comparison of observed data, estimation
with filtering and without filtering
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Conclusion

The works in this article show that there is a real-world
connection between stock prices and S&P500 index. There
are many theories about predicting stock prices, stock re-
turns and possible future price movements. Without men-
tioning about these theories the relation between stock
prices and S&P500 index has been showed. Linear regres-
sion analysis is used to show possible relations. In the first
phase estimation is done with raw data. In the second phase
Simple Moving Average (SMA) is used to filter out noise
from the data and estimations are calculated after this fil-
tering by using linear regression analysis. The result shows
that filtering with SMA gives better and more accurate es-
timations.
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Comparative Analysis of Economic Factors Affecting
Export and Import in the Countries of the South Caucasus
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Abstract

This study examines impacts of economic factors affecting exports and imports in the South Caucasus region with a concentration
on Armenia, Georgia, and Azerbaijan. After the collapse of the Soviet Union these countries faced economic, political and legal changes.
There was a shift from a command economy toward a market economy and after gaining independence Azerbaijan, Georgia and Armenia
are making the transition from command economy toward a market economy. A literature review was carried out in order to reveal how
previous research has treated this topic. A quantitative research strategy with a descriptive design was employed and regression analysis
was carried out. The regression analysis revealed the relationships among Gross Domestic Product (GDP), inflation and the exports and
imports were highly significant for three South Caucasus countries. However, the relationship between exports, imports and Foreign

Direct Investment (FDI) was not significant.

Keywords: export, import, FDI, GDP, inflation.
JEL Classification: E23, E31, F02

Introduction

International trade has always been at the heart of the
debate over the benefits and cost of free trade. This phe-
nomenon is also quite a crucial one for the whole modern
world, including the three countries of the South Caucasus.
Therefore a need emerged to explore within such aspects.
This article is structured in the following manner: the paper
starts out with an introduction that presents the problem to
be addressed and the strategy to be followed. The second
section starts with the literature review and introduces the
different concepts central to this paper. Section three re-
lates to analysis of data and presents the results of a regres-
sion model that will examine the impact of FDI, GDP and
inflation on exports and imports. The last section consists
of a discussion and addresses limitations and directions for
further research.

1. Exports and Imports

Export and import have always been widely discussed
and researched over the history of economics. Gregory
Mankiw (2004) defines exports as goods and services that
are produced domestically and sold abroad, imports goods
and services that are produced abroad and sold domesti-
cally. The first theory of international trade comes from
mercantilists that emerged in the 16" and 17" centuries.
Their main postulate was related to the premise that nation-
al wealth and power were best served by increasing exports
and collecting precious metals in return (Free Online Ency-
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clopedia). In other words the Mercantilists were advocating
that exports should be encouraged, but imports should be
discouraged. In 1776, Adam Smith in his book The Wealth
of Nations proposed the next theory of international trade,
absolute advantage, and attacked the mercantilists’ view
of international trade (Economic Theories). Adam Smith
claimed that invisible hands of the market economy, rather
than the government policy, should determine what a coun-
try exports and imports. In the 19th century English econo-
mist David Ricardo took Adam Smith’s theory of absolute
advantage further and explained what might happen if a
country has an absolute advantage in the production of all
goods. This theory is known as a comparative advantage.
In the 20th century two Swedish economists Heckscher
and Ohlin introduced another theory of international trade,
in which they argue that a country’s comparative advan-
tage depends on factor endowments (such as land, labor,
and capital) rather than on labor productivity as opposed
to Recardo’s theory. In other words, a capital-abundant
country will export capital-intensive goods, while a labor-
abundant country will export labor-intensive goods. In
1953, the Heckscher—Ohlin theory was empirically tested
by Noble Prize winning economist Wassily Leontief, who
found that the US (the most capital-abundant country of
that time) exported more labour-intensive commodities
than capital-intensive goods. Therefore the result of his re-
search is known as the Leontief paradox (Hill, 2009).

In this research the exports and imports of goods and
services for Azerbaijan, Georgia and Armenia for the pe-
riod of 1990-2010 will be described. As it can be seen
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from Figure 1 after 1994 there was constant increase in
exports; however, since 2004 a sharp increase in exports
was observed for Azerbaijan. That can be explained due to
large and growing oil exports in Azerbaijan. At the same
time there was growth in the non-oil energy sector, such
as construction, banking and real estate, in 2008, however
there was a decrease from 2008 till 2009 due to the impact
of financial crisis (Azerbaijan Review, 2010). Since 2009
Azerbaijan, Georgia and Armenia show a positive trend.
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Georgia Exports of goods and services (current USS)

Figure 1. Exports for Azerbaijan, Georgia and Armenia.
Data Source: World Bank

Figure 2 compares imports of goods and services for
the countries of the South Caucasus.

All three countries have been increasing their imports
since 1995. There was a sharp increase in imports for Azer-
baijan since 2001. Armenia was doing worse than the other
two South Caucasus countries. However due to the finan-
cial crises there was a decline in 2008, but since 2009 a
positive trend can be observed.
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Figure 2. Imports for Azerbaijan, Georgia and Armenia.
Data Source: World Bank

2. FDI (Foreign Direct Investments)

Foreign direct investment is defined as an investment
of foreign assets into domestic structures, equipment, and
organizations. It can take the form of Greenfield invest-
ment, which involves the establishment of a new operation
in a foreign country. The second form of FDI is related to
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acquiring and merging with the existing firm in the foreign
country (About Economics). The effect of foreign direct
investment on growth has been surveyed and proved in the
literature as an important promoter of growth in its own
right (Akinlo, 2004; Buckley et al., 2002; De Mello 1997,
1999; Borensztein et al 1998). The graph presents FDI dy-
namics for the three countries of the South Caucasus.
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Figure 3. FDI for Azerbaijan, Georgia and Armenia.
Data Source: World Bank

From Figure 3 it can be seen that the level of FDI in
Azerbaijan is higher than the two other neighboring coun-
tries. In 2007, a sharp decline in FDI dynamics happened
in Azerbaijan, while for Armenia and Georgia this decline
was not so sharp. This can be explained by the fact that
starting from 2000, the oil income in Azerbaijan greatly
increased and this led to a high level of internal investment.
Thus, according to the Azerbaijan State Statistical Com-
mittee, internal investment grew about 65% (from 1347.2
min USD to 2225.3 min USD). However, the increase in
investments by 2010 is related to the fact that the emer-
gence of the economic crisis led to reduction of internal
investment in Azerbaijan.

A slight decline in FDI in Armenia was due to the fact
that its major investor Russia, which holds 52.56% of Ar-
menia’s FDI (Arka news agency), began to face difficul-
ties related to the world economic crisis and decline in oil
prices in 2010. In the case of Georgia, the war with Russia
and the world economic crisis began to negatively affect
its FDI inflows in 2008, thus we can observe decrease till
2010.

3. GDP (Gross Domestic Product)

GDP is considered to be the sum of all the final ser-
vices and products produced inside the national economy
in the given time. GDP real growth means the increase of
wealth and social welfare in the country (McConnell and
Brue, 2008).

As it can be seen from Figure 4, the first years of in-
dependence of three South Caucasus countries were char-
acterized by decline of their GDP, which was as a result
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of interruption of their economic connections, decline in
investments, etc. The conflicts appearing in those countries
also negatively affected their GDP. But later on, the ad-
justment of transition economy norms and requirements,
establishing and developing their own business units,
and most crucially, corresponding government policy to-
wards the increase of business activity positively affected
the GDP of those countries. Due to the existence of eco-
nomic potential and different volumes of investment, these
countries” GDP began to increase at different paces. For
example, a huge FDI and later internal investment flow
to the Azerbaijan economy had a more positive impact on
its GDP growth than that of Georgia and Armenia. At the
same time it affected the GDP per capita. As for Armenia,
the GDP growth was not so large due to the relatively small
size of investments and lack of energy resources. However
due to the financial crises there was a decline in GDP for
the three South Caucasus countries in 2008, but since 2009
an increse was observed.
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Figure 4. GDP for Azerbaijan, Georgia and Armenia.
Data Source: World Bank

4. Inflation

McConnell and Brue (2008) define inflation as “rising
level of prices.” However, during rapid inflation prices
rise unevenly, meaning that some prices can be constant
and others can increase. Figure 5 shows inflation for the

countries of the South Caucasus since early 1990s.
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Figure 5. Inflation for Azerbaijan, Georgia and Armenia in thousands
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Data Source: World Bank

In the early 1990s, there was hyperinflation in the
three South Caucasus countries that happened after the
collapse of the Soviet Union. Inflation declined since 1994
in Azerbaijan because of the government’s strict monetary
measures like increase of refinancing rate and decrease of
money supply. A constant increase was seen in 1997 as the
first crude oil was sold in 1997, and beginning from that
the cash flow to the Azerbaijan economy began to increase.
National Budget Group (2008) reported that Consumer
goods and prices for services went up by 20.8 percent in
2008 compared to 2007, which is an indicator of existent
inflation at that time. The abrupt increase of utility service
and petrol prices in January 2007 may be among the other
factors causing a slight increase in inflation. According to
the Central Bank of Azerbaijan (2008) the inflation rate be-
gan to decrease slightly in Azerbaijan from the 2007 level
due to the decrease in imported consumer goods’ prices
related to the world economic crisis.

In the case of Georgia, there was an increase in infla-
tion from 1992,; however, there is a decline for the 1993-
1995 period. However, a slight decrease in 2000 and in
2003 was related to a rise in certain international commod-
ity prices, including oil and food. Since 2003, inflation in
Georgia has been relatively constant.

In 1994 Armenia’s inflation rate started to decline
because of a cease-fire and the IMF-sponsored economic
liberalization program (Armenia Review, 2010). However,
starting from 1996 until 2010 there was a constant inflation
rate in Armenia.

5. The Conceptual Model

As mentioned earlier in this study, the dependent vari-
ables are exports and imports and the independent vari-
ables are FDI, GDP and inflation. In this research the rela-
tionship between dependent and independent variables will
be analyzed. The linear model for the three South Caucasus
countries and the conceptual model illustrated in Figure 6
are based on the literature review:

Export=f,+ B FDI+ f,GDP+ f, In Inflation
Import=f,+ B FDI+ B,GDP+ f_ In Inflation

FDI -
Exports
GDP
Inflation > Imports

Figure 6. The conceptual model

In the conceptual model, the relationship between ex-
ports and imports and some economic factors (FDI, GDP,
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and inflation) is demonstrated.
6. Analysis of Data

Secondary data from the World Bank was used in or-
der to analyze the impact of FDI, GDP and inflation on ex-
ports and imports for the three South Caucasus countries.
Regression analysis was conducted in statistical software
Stata in order to investigate the relationship between de-
pendent and independent variables.

Azerbaijan

In the first model the R? value is 0.997 when exports
are used as the dependent variable. R squared tells how
much variance in the dependent variable is explained by
the model (Pallant, 2007). The model explains 99.7% of
the variance in exports, which is quite a respectable result
and considered satisfactory. The results are summarized in
Table 1.

In the case of Azerbaijan, it seems that there is not a
positive relationship between FDI and Exports. Moreover,
the relationship between these two variables was not sig-
nificant (p=0.307). However, there is a positive relation-
ship between GDP and Exports. GDP is the most signifi-
cant variable (p=0.000), e.g. 1 unit of increase in GDP will
lead to a 71-unit increase in Exports in Azerbaijan. There is
a positive relationship between inflation and Exports. The
significance level indicates strong support for this claim
(p=0.021). 1% of increase in inflation causes f,/100 in-
crease =18910/100 units of increase in exports.

Table 1. Results of regression analysis
55 i

saurce Ms Mumber of obs 16

(3, 123 = 1236.05

Made] 1.1677e+13 3 3.8925e+l2 prob = F = 0.0000
residual 3.778%a+10 12 3.1491e+09 R-sguared = 0.0068
Adj R-sguared = 0.9960

Total 1.1715e+13 15 7.8l0le+ll ROOT MSE = 56117

Exports coef. std. Err. T Px|T| [95% conf. Interval]

FDI —. 0101388 - 0095114 -1.07 0.307 —. 0308623 - 0105847

GDP 71.05525 1.379007 51.53 0.000 68. 05066 74.05985
Tninflation 18010. 85 7107.879 2.66 0.021 342411 34397.58
_cons -191846.5 36779.48 -5.22 0.000 —-271982.1 -111710.9

In the second model the R? value is 0.899 using Im-
ports as the dependent variable, which means that 89.9% of
the variance in the dependent variable is explained by the
independent variables. The regression output given in Ta-
ble 2 shows that the positive relationship between FDI and
Imports is not significant (p=0.073). The most significant
variable is GDP (p=0.000). However the negative rela-
tionship between inflation and Imports was not significant
(p=0.815), which can be explained by the fact that inflation
rise in Azerbaijan does not affect the weakening of AZN as
a result of the Central Bank’s strict currency policy.
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Table 2. Results of regression analysis
M

source 55 df number of ohs 16

FC 3, 120 = 35.97

Model 1.4529%e+12 3 4.8431e+ll prob > F = 0.0000
Residual 1.61562+11 12 1.3463e+10 R-sguared = 0.8999
adj R-sguared = 0.8740

Total 1.6145e+12 15 1.0763e+ll ROOT MSE = 1.2e+05

Imports coef. std. Err. T Pt [95% conf. Interval]
FDI - 0385082 - 0196665 1.96 0.073 —. 0042515 - 0814479

GDP 27.07316 2.851355 9.49 0. 000 20. 86059 33.28B573
ninflation —3522.043 14696. 87 -0.24 0. 815 =35343.77 28499.68
—_cons 127974.6 76048.46 1.68 0.118 -37720.73 293670

Georgia

At this point in time, the conceptual model replicates
well. I find support for the model in our data set and the
model provides a relatively high R? of 0.950 or 95 % where
the drivers’ effects on Exports are measured. GDP and In-
flation have a positive impact on the dependent variable
and these relationships are significant, being (p=0.000) and
(p=0.004) respectively. However, the positive relationship
between FDI and Exports was not significant (p=0.365).
See Table 3.

Table 3. Results of regression analysis

Source S5 df MS Humber of ohs = 16
F(C 3, 123 = 76.94

Model 1.5513e+11 3 5.1709e+10 Prob > F = 0.0000
rResidual 8.0651e+09 12 672094945 R-sguared = 0.9506
Adj R-sguared = 0.9382

Total 1.631%e+11 15 1.0879e+10 ROOL MSE 25925

Exports coef. std. Err. t Pxlt] [95% Conf. Interwal]
FDI 0165153 0175565 0.94 0.365 —. 021737 - 0547676

GDP 33.93777 2.690795 12.61 0.000 28. 07504 39.80051
InInflation 10171.89 2820.952 3.61 0.004 4025.565 16318.22
_cons -5B8357.24 17415.74 -3.35 0.006 -06302.88 -20411.61

The results of regression analysis demonstrate high R?
of 0.978 or 97.8 % when Imports are used as a depend-
ent variable. GDP and inflation were highly significant at
(p=0.000) and (p=0.000) respectively, compared to FDI
which was not significant (p=0.727). See Table 4.

Table 4. Results of regression analysis
.

source 55 o Ms Number of obs = 16
F( 3, 12) = 185.50

made] 5.3991a+11 3 1.7997e+11 prob > F = 0.0000
residual 1.1642e+10 12 970207320 R-sguared = 0.9780
Adj R-sguared = 0.9736

Total 5.5155e+11 15 3.67702+10 ROOT MSE = 31148
Imports coef. std. Err. T P>t [95% conf. Interval]
FDI - 0075406 -0210938 0.36 0.727 —. 0384188 -0535

GDP 65.22158 3.23204 20.17 0. 000 58.17761 72.26555
Tninflation 18346.58 3380.32 5.41 0. 000 10961. 88 25731.27
_cons -122813.8 2092468 -5.87 0. 000 -168404_8 —F7222.81

Armenia

In the case of Armenia, while using Exports as a de-
pendent variable we can observe that only GDP is significant
(p=0.000). However, the model shows R? of 0.862 or 86.2
%. The other two independent variables, FDI and inflation,
have a positive effect on Exports but were found to be insig-
nificant (p=0.691 and p=0.991 respectively). The insignifi-
cance of inflation for exports in Armenia is related to the fact
that exports mainly consist of goods which are not strongly
affected by inflation (diamonds, energy, etc.). See Table 5.
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Table 5. Results of regression analysis

0.8282
21495

Ad] R-squared
Root MSE

Source 55 df MS Humber of ohs = 16
F(C 3, 123 = 25.10

modal 3.4788a+10 3 1.1596e+10 Prob > F = 0.0000
residual 5. 544684+09 12 462051329 R-sguared = 0.8625

Total 4.0332e+10 15 2.6888e+09

EXports coef. std. Err. T P=|T| [95% conf. Interval]

FDI - 0021727 - 0053327 0.41 0.691 —. 0054462 -0137916

GDP 15.34965 1.847645 B8.31 0.000 11.32398 19.37532
TnInflation 25.01094 2172.396 0.01 0.991 —4708.233 475B.255
_cons 26653.74 11241.58 2.37 0.035 2160Q.447 51147.03

As can be seen from Table 6 and the model, measuring
the effects of independent variables on Imports provides a
relatively high R? of 0.996 or 99.6 %. The impact of GDP
on Imports was highly significant at p=0.000. However the
effect of inflation on Imports was less significant (p=0.028)
and the effect of FDI on dependent variable was not signifi-
cant (p=0.377).

Table 6. Results of regression analysis

Source ss df s nWumber of obs = 16
FC 3, 123 = 1212.62
model 1.9533e+11 3 6.511Z2e+l0 prob > F = 0.0000
residual 644339738 12 53694978.2 R-sguared = 0.9967
Adj R-sguared = 0.9959
Total 1.9598e+11 15 1.3065e+10 ROOT MSE = ¥F327.7
Imports coef. std. Err. T P>t [95% conf. Interwval]
FDI —-. 0016689 . 0018179 -0.92 0.377 —. 0056297 -0022919
GDP 36.62818 - 6208545 58.15 0. 000 35.2558) 38.00052
Ininflation 1853.769 740. 5608 2.50 0.028 240.2261 3467.313
_cons 25413.42 3832.207 6.63 0.000 17063.76 33763.08
.
Conclusion

The main purpose of this study was to look at the po-
tential effect of FDI, GDP and inflation on exports and im-
ports in the three countries of the South Caucasus: Azer-
baijan, Georgia and Armenia. The preliminary findings at
this stage indicate that the relationships among GDP, infla-
tion and the exports and imports were highly significant for
three South Caucasus countries. However, the relationship
between exports, imports and FDI was not significant. The
negative relationship can be explained by the fact that FDI
to the South Caucasus economy is mainly focused on non-
export sectors of economy and more focused on internal
markets and import.

The analysis of the relationship between GDP and ex-
ports shows that GDP growth is closely related to export
and vice versa in raw material exporting countries. Most
of these countries’ exports still consist of raw materials.
In other words, income growth (GDP growth) from raw
materials export also contributes to further growth of raw
materials export.

The analysis of the relationship between inflation and ex-
ports revealed the following: in Azerbaijan and Georgia, infla-
tion has an influence on exports. It means that Azerbaijan and
Georgia’s export goods are very sensitive to price changes in
the world market, as increase of inflation enables them to be
sold more cheaply in the international markets, while strong
AZN and Lari cause the loss of interest in exporters.
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In Georgia and Armenia, inflation has an impact on
imports, causing them to increase, but in fact a rise in infla-
tion should cause a decrease in imports. This phenomenon
should be investigated in further research.

At the beginning of this study it was recognized that
prior studies have thoroughly investigated these con-
structs, yet the particular relationships presented in this
study’s conceptual framework have not been explored or
elucidated for the countries of the South Caucasus. Hence,
this study provides useful empirical data in regard to ex-
ploring the problem at hand.

Limitations and Implications for Further Research

Like any research effort, this study has limitations that
should be noted and taken into consideration when inter-
preting the results. Due to scarce resources in terms of
capital and time, it was considered necessary for this study
to limit the approach in terms of sample as well as included
variables in the conceptual framework.

In this research I have only looked at some economic
factors as drivers of exports and imports, not paying atten-
tion to their relationship with other factors, like refinancing
rates, tariff rates and other barriers. Furthermore, it would
be interesting to explore the relationship between net ex-
port (difference between exports and imports) and the
growth of GDP. If I had included these constructs into the
research, making it a comprehensive model of the whole,
it could have provided even greater understanding of this
topic. Thus, it may be interesting to make further investiga-
tions with a basis on this study to have a wider horizon in
terms of concepts and theoretical constructs.
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Abstract

Tacit knowledge is considered as a strategic factor in knowledge management implementation. Accordingly, it attracts significant
attention both from researchers and academicians. Managing tacit knowledge effectively and efficiently is becoming a key success factor
for organizations. However, to evaluate the results of tacit knowledge management and to assess the impact of it on organizations’ and
individuals’ performance is one of the most challenging issues in knowledge management. This paper aims to analyze the impacts of
tacit knowledge on organizations’ and individuals’ performance based on the data collected from an international financial institution in

Turkey.
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Introduction

Knowledge and the capacity to create and utilize
knowledge are seen as the center of global economic trans-
formation (Kakabadse, et. al., 2003). They are also the most
important source of wealth and the key to gain sustainable
competitive advantage and superior profitability for organ-
izations (von Krogh, 2001). The view that knowledge is a
valuable resource that has to be managed effectively and
efficiently has become widely recognized by academicians
and practitioners (Pathirage, et. al., 2007) and recent stud-
ies have expressed considerable interest in KM practices
accordingly (Hicks, et. al., 2007).

Together with the increasing interest in knowledge and
its management, the concept of tacit knowledge has been
dealt with within many disciplines and by many authors.
Yet, it is still considered as being relatively unexplored and
not fully understood. It has been suggested that the tacit
dimension of knowledge is probably the hardest to man-
age even though it has become more relevant to improving
business performance and is perceived as a crucial factor
affecting an organization’s ability to remain competitive
(Pathirage, et. al., 2007).

Despite the widely recognized importance of tacit
knowledge as a vital source of competitive advantage,
there is comparatively less studies that have been able to
establish a casual relationship between tacit knowledge
and organizational performance (Marques, Simon, 2006).

This paper aims to analyze the impacts of tacit knowl-
edge on individuals’ and organizations’ performance based
on data collected from a financial institution in Turkey.
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1. Literature Review

In KM literature, the concept of knowledge; its defi-
nition, its description and components have been widely
discussed from many perspectives. From the engineering
perspective, knowledge was seen as an extension to the
Artificial Intelligence (AI) where knowledge was viewed
as information: a commodity that can be codified, stored
and transmitted. In this view, the emphasis was placed on
managing the so called ‘knowledge assets’ that were tangi-
ble, and could be structured and codified; such as patents,
trademarks and documents. Hence, the main distinction is
about structured and unstructured or less-structured knowl-
edge (Hildreth and Kimble, 2002,)

Lately, there has been a trend towards recognizing the
aspects of knowledge which cannot be articulated, abstract-
ed, codified, captured and stored. From the epistemological
point of view, the most common definition of knowledge is
“justified true belief” (Nonaka, et. al., 2000). Nevertheless,
in the recent studies, knowledge is analyzed and defined
from a more practical view beyond its epistemological or
philosophical meanings.

According to a useful definition of knowledge, it is
defined as a “fluid mixed of framed experience, values,
contextual information, and expert insight that provides
a framework for evaluating and incorporating new experi-
ences and information”. Obviously the definition underlines
the fact that knowledge is not neat or simple. It is a mixture
of various elements (Devenport and Prusak, 1998). There-
fore, knowledge can take many forms and have a variety of
definitions from different perspectives where some of these
perspectives are out of the scope of this particular paper.
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From the KM perspective, knowledge is usually de-
fined in connection to data and information. Data is defined
as “raw facts” while information is defined as “data with
context” and knowledge is defined as “information with
meaning”. Some experts have also added another concept
to this knowledge hierarchy namely “wisdom” which is de-
fined as “knowledge with insight.” (Skyme, 1999).

On the other hand, knowledge is dynamic and context-
specific. It depends on a particular time and space. Without
being put into a context, it is just information, not knowl-
edge. Information becomes knowledge when it is inter-
preted by individuals and given a context and anchored in
the beliefs and commitments of individuals (Nonaka, et.
al., 2000)

In general, in the KM literature, knowledge is mostly
discussed in tacit and explicit dichotomy and the conver-
sion of these two into each other. Although, there are stud-
ies that classify knowledge as individual or group, prac-
tical or theoretical, hard and soft, internal and external,
foreground and background, the classification of tacit and
explicit remains as the most common and practical one
(Pathirage, 2007). Consequently, explicit knowledge usu-
ally comes in the form of books, documents, papers, data-
bases, and policy manuals (O’Dell and Grayson, 1998) and
tacit knowledge, contrastively, can be found in the heads
of employees involving such intangible factors as personal
belief, perspective, instinct and values (Baumard, 2002).

Polanyi (1998) defines the term “tacit knowledge” with
its famous quota “we can know more than we can tell”.
Polanyi (1998) also underlines the concepts of “knowing
what” and “knowing how,” and he indicates every bit of
knowing contains both of these aspects. In this respect,
“knowing what” describes something that is knowable, and
“knowing how” describes something that is only realizable
in action. They are two different things — one can be trans-
ferred discursively and the other only through action. Tacit
knowing is fundamental to each of these forms of knowing.
Accordingly, the concept of “tacit knowing” can be under-
stood through the concepts of distal and proximal. Proxi-
mal knowing is the particulars of action, whereas distal is
the entire action. For example, when riding a bike, one can
concentrate on the steering, pedaling, etc., or proximal as-
pects of knowing how to ride a bike. The overall knowing
how to ride the bike is distal — greater than the sum of its
individual components (Berente, 2007).

Tacit knowledge comprises a range of conceptual and
sensory information and images that can be brought to bear
in an attempt to make sense of something (Hodgkin, 1991).
It is suggested that tacit knowledge is hard to articulate,
and covers a broad range of meanings which makes it dif-
ficult to estimate. (Herrgard, 2000) That is why, there are
a number of different definitions that defines the concept
from different perspectives. However conventionally, the
concept of tacit knowledge used to oppose explicit knowl-
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edge, in order to describe a kind of knowledge which can-
not be explicitly represented (Linde, 2001). Hence, tacit
knowledge can be defined as a dimension of knowledge
which is hard to formalize, difficult to communicate and
highly personal (Nonaka, 1998). It is portrayed as the gen-
erally unspoken knowledge gained from experience which
is deeply rooted in action and individual’s commitment to
a specific context (Cianciolo, 2006)

On the other hand, some scholars assert that knowl-
edge cannot be described purely tacit or purely explicit.
They prefer to describe tacitness of knowledge as a matter
of degree. According to this point of view knowledge can
be seen in a spectrum where at one extreme it is deeply
ingrained, unconscious and completely tacit knowledge
while at the other end, there exists easily communicated,
shared and well-structured explicit knowledge. However,
in real life knowledge can be found somewhere in the mid-
dle. If it is near to one extreme, it is classified as tacit and if
it is near to the other extreme it is then classified as explicit.

Nonaka (1998) also underlines the importance of in-
teractions between tacit and explicit knowledge and men-
tions that tacit and explicit knowledge are not separate but
mutually complementary entities. Due to that, they interact
with each other in the creative activities of human beings
which is defined as “knowledge conversion process” (No-
naka 1998).

Furthermore, it is possible to distinguish between
technical tacit knowledge and cognitive tacit knowledge.
That is why, technical tacit knowledge generally refers to
personal skills or concrete know-how whereas cognitive
tacit knowledge refers to ingrained schema, beliefs, mental
models that are taken for granted (Nonaka, et. al., 2000).

A number of researches and applications in the field of
KM focus on capturing tacit knowledge and transforming
it into explicit form (Mitri, 2003). Nevertheless, managing
tacit knowledge and deriving value from it appears to be
one of the most challenging issues in KM. It comes from
the very nature of tacit knowledge. Since tacit knowledge
is embedded in peoples’ minds, beliefs, values etc., it is
linked to individuals, which makes it difficult or some-
times impossible to articulate, capture and diffuse.

Despite the fact that capturing, clarifying and effec-
tive use of tacit knowledge and converting it into explicit
form is a problematic issue, it is strongly emphasized that
tacit knowledge potentially, can represent greater value for
the organization (Koulopoulos and Frappaolo, 1999). Ex-
plicit knowledge is for everyone to find and use whereas
tacit knowledge separates the masters from the common.
Hence, the core competency of an organization, to a great
extend, comes from the tacit knowledge of “know-how”
rather than explicit knowledge of “know-what” (Herrgard,
200). It is suggested that tacit knowledge is the central re-
source for organizations in applying KM and gaining com-
petitive advantage (Kreiner, 2002).
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From the knowledge-based view, knowledge is a stra-
tegic resource if it is valuable, rare, and imperfectly imita-
ble and has no strategic equivalent substitutes. For many
authors, knowledge, which posses all these characteristics
is the best and the only resource for achieving sustainable
superior performance. Yet, according to recent knowledge-
based theory, sustainable superior performance is deter-
mined by non-proprietary knowledge in the form of tacit
knowledge. Tacit knowledge gains its strategic value be-
cause of its uniqueness and relatively immobility (Pathi-
rage, 2007).

Furthermore, tacit knowledge is crucial for making
the right business decisions as well as for innovation. In
this respect, expertise, which is referred to be a special cat-
egory of tacit knowledge, plays a vital role in innovative
processes (Karhu, 2002). It is based on extensive knowl-
edge gained through a learning process and in most cases
together with experience. It is mentioned that, expertise is
highly specialized, and strongly embedded with the owner;
“expert” (Jocob and Ebrahimpur, 2001).

The links and connections between organizational
learning, organizational culture and tacit knowledge are
also attracting the KM researchers in the recent years
(Lopez, et. al., 2004). Knowledge and tacit knowledge in
particular is socially constructed and deeply connected
with the understanding, intuitions and values of individu-
als (Lang, 2004). Therefore, the organizational culture, the
implicit understandings of individuals and organizational
learning processes play a significant role in determining
the value of tacit knowledge or the level of its effectiveness
(Lopez, et. al., 2004).

However, researchers (Hedlund, et.al., 2003 ; Cian-
ciolo, et.al., 2006) have emphasized the importance of tacit
knowledge for the individual’s working performance and
they found empirical evidence on the relationship between
the level of one’s tacit knowledge and his/her working
performance. Since tacit knowledge includes job-related
knowledge, experience, know-how and other forms of
practical knowledge, it is not surprising that they found a
positive correlation between the level of one’s tacit knowl-
edge and his/her level of job performance and work effec-
tiveness.

2. Research Methodology
2.1. Survey Instrument

The survey instrument is composed of questions relat-
ing to the level of tacit knowledge, individual and organi-
zational performance. The questionnaire was prepared by
Zaim and Zaim (2008). Each item was rated on a five-point
Likert Scale anchored at the numeral 1 with the verbal
statement “strongly agree” and at the numeral 5 with the
verbal statement “strongly disagree”.
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2.2. The Sample

Data for this study was collected using a self-adminis-
tered questionnaire that was distributed to 1000 employees
working in an international financial institution in Turkey.
The sample was selected randomly. Of the 1000 question-
naires sent by e-mail, a total of 385 questionnaires were
returned after one follow-up. The overall response rate was
approximately 38%, which was considered satisfactory for
subsequent analysis.

3. Analysis and Discussions

The data analysis was conducted in two steps:

1. Performing an exploratory factor analysis (EFA)
with varimax rotation to determine the underlying
dimensions of tacit knowledge.

2. Measuring the direct impact of critical factors of
tacit knowledge on the individual and organization-
al performance.

3.1. Exploratory Factor Analysis (EFA)

Due to potential conceptual and statistical overlap, an
attempt was made to produce parsimonious set of distinct
non-overlapping variables from the full set of items under-
lying construct. Exploratory factor analysis with varimax
rotation was performed on the tacit knowledge criteria in
order to extract the dimensions of the construct.

The EFA on the 22 tacit knowledge items yielded 3
factors with eigen values greater than 1 All items were
loaded on these 3 factors. Based on the item loadings, these
factors were respectively labeled as Managerial knowledge
(factorl), Expertise knowledge (factor2), and Collective
knowledge (factor3), The Kaiser-Meyer-Olkin measure
of sample adequacy was found as 0.95, which supports
the validity of EFA results. The Cronbach’s alpha meas-
ures of reliability for the factors were 0.95 for managerial
knowledge, 0.92 for expertise knowledge, 0.92 for collec-
tive knowledge, suggesting a satisfactory level of construct
reliability.

3.2. Hypothesis

As mentioned above, it is assumed that there is a positive lin-
ear relationship between these critical factors of tacit knowledge
and individual and organizational performance. In order to test
these hypotheses a linear model is constituted and a regression
analysis is performed using “Ordinary Least Squares Estimates”
technique. We have two hypotheses in this study. These are:

H,: individual performance increases if tacit knowledge
increases.

H.: organizational performance increases if tacit knowledge
increases
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3.3. Analysis of the first hypothesis

The next step is assessing the significance of the model
using ANOVA (F) Test that shows the combined effects of
all the independent variables in the regression model. In
order to consider the model to be significant, the general
acceptance is that the significance level should be equal or
less than %5 (L] [1 0.05).

Furthermore, the adjusted R, (coefficient of multiple
determination) is 0.64 which means almost 64% of de-
pendent variable individual performance can be explained
by independent variables. The adjusted R square value of
the Model is exhibiting a satisfactory level of explanatory
power for such an exploratory study.

Finally, using “t-test”, partial regression coefficients
that explains the effects of independent variables on the
dependent variable separately, have to be analyzed. The
standardized regression weights for all variables that are
shown in Table 1 are significant at the 0.05 level. These
results indicate that all hypotheses are significant at 0.05
levels.

Among them, Managerial Knowledge was found to be
the most important criterion with the value of (0.51 fol-
lowed by Expertise Knowledge (0.26). In contrast, collec-
tive knowledge (0.01) has comparatively less impact on
individual performance.

Table I. Regression results

Variables Regression Coefficient
Managerial Knowledge 0.51%
Expertise Knowledge 0.26*
Collective Knowledge 0.01%*

*p<0.01; **p<0.001

3.4. Analysis of the second hypothesis

The second model is also significant. the adjusted
R, (coefficient of multiple determination) is 0.54 which
means almost 54% of dependent variable -organizational
performance- can be explained by independent variables.
The adjusted R square value of the Model is exhibiting a
satisfactory level of explanatory power for such an explor-
atory study.

Finally, using “t-test”, partial regression coefficients
that explains the effects of independent variables on the
dependent variable separately, have to be analyzed. The
standardized regression weights for all variables are shown
in Table 2. Among them, managerial knowledge is signifi-
cant at the 0.05 level, expertise and collective knowledge
are significant at the 0.10 level.

Managerial Knowledge was also found to be the most
important criterion with the value of (0.58) followed by
Expertise Knowledge (0.11). Nevertheless, collective
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knowledge (0.01) has comparatively less impact on organi-
zational performance.

Table 2. Regression results

Variables gﬁ;ﬁgﬁ
Managerial Knowledge 0.58*
Expertise Knowledge 0.11%*
Collective Knowledge 0.01*

*p<0.01; **p<0.001

Conclusion

Despite the fact that tacit knowledge is seen as a strate-
gic valuable resource for organizations that has the poten-
tial to lead sustainable competitive advantage and superior
performance there is less empirical evidences and research
studies that can establish a casual relationship between the
level of tacit knowledge and organizational performance.

Thus, the findings of this study confirm a positive lin-
ear correlation between the level of tacit knowledge items
and individual and organizational performance. Level of
tacit knowledge was divided into three factors, namely
managerial knowledge, expertise knowledge, and collec-
tive knowledge. Among these three factors managerial
knowledge appeared to be the most influential factor on
the organizations’ and individuals’ performances fallowed
by expertise knowledge. The findings show that collective
knowledge has comparatively less impact on the perfor-
mance.

References

Baumard, Philippe, (2002), “Tacit knowledge in professional
firms : the teaching of firms in very puzzling situations”,
Journal of Knowledge Management, Vol. 6, o. 2, pp. 135-
151

Berente, Nick, (2007), http://filer.case.edu/~nxb41/tacit.html,

Cianciolo, Anna, Elena Grigorenko, Linda Jarvin, Guillermo Gil,
Michael Drebot and Robert Sternberg, (2006), “Practical in-
telligence and tacit knowledge: Advencements in the meas-

urement of developing expertise”, Learning and Individual
Differences, Vol. 16, No. 2, pp. 235-253

Davenport, Thomas and Laurance Prusak, (1998), Working
Knowledge, Harward Business School Press, USA

Hedlund Jennifer, Forsythe George, Joseph Horvath, Wendy Wil-
liams, Scott Snook and Robert Sternberg, (2003), “Iden-
tifying and assessing tacit knowledge: understanding the
practical intelligence of military leader”, The Leadership
Quarterly, Vol. 14, No. 1, pp. 117-140

Herrgang Tua Haldin, (2000), “Difficulties in diffusion of tacit

Tbhilisi - Batumi, GEORGIA @?@
<QJ'.»
May 24, 2012 — May 26, 2012 ==



7th Silk Road International Conference “Challenges and Opportunities of Sustainable Economic Development in Eurasian Countries”

knowledge in organizations”, Journal of Intellectual Capi-
tal, Vol. 1, No. 4, pp. 357-365

Hicks, Richard, Ronald Dettero and Stuart Galup, (2007), “A
metaphor for knowledge management: explicit islands in a
tacit sea”, Journal of Knowledge Management, Vol. 11, No.
1, pp. 5-16

Hildreth, Paul and Kris Kimble, “The duality of knowledge”, In-
formation Research, Vol. 8, No. 1, pp. 142-165

Hodgkin, R., (1991) “Michael Polanyi - Prophet of life, the uni-
verse and everything” Times Higher Educational Supple-
ment, September 27, pp. 15-21

Jakob, Merle and Golaleh Ebrahimpur, (2001), “Experience and
expertise : the role of implicit understandings of knowledge
in determining the nature of knowledge transfer in two com-
panies”, Journal of Intellectual Capital, Vol. 2, No. 1, pp.
74-88

Marques, Daniel Palacios and Fernando J. G. Simon, (2000),
“The effect of knowledge management practices on firm
performance”, Journal of Knowledge Management, Vol. 10,
No. 3, pp. 143-156

Mitri, Michel, (2003), “Applying tacit knowledge management
techniques for performance assessment”, Computers & Ed-
ucation, Vol. 41, No. 1, pp. 173-189

Nonaka, ITkujiro, (1998), “The Knowledge Creating Company”,
Harward Business Review on Knowledge Management,
USA, pp. 21-46

Nonaka, Ikujiro, Ryoko Toyama and Noboru Konno, (2000),
“SECI, Ba, and Leadership : a unified model of dynamic
knowledge creation”, Long Range Planning, Vol. 33, No.
1,5-34

Kakabadse, Nada, Andrew Kakabadse and Alexander Kouzmin,
(2003), “Reviewing the knowledge management literature:
towards a taxonomy”, Journal of Knowledge Management,
Vol. 7, No. 4, pp. 75-91

Karhu, Katja, (2002), “Expertise cycle-an advanced method for
sharing expertise”, Journal of Intellectual Capital, Vol. 3,
No. 4, pp. 430-446

Koulopoulos, Thomas, Carl Frappaolo, (1999), Smart Things to
Know About Knowledge Management,

Kreiner, Kristian, (2002), “Tacit knowledge management: the
role of artifacts”, Journal of Knowledge Management, Vol.
6, No. 2, pp. 112-123

Lang, Josephine, (2004), “Social context and social capital as
enablers of knowledge integration”, Journal of Knowledge
Management, Vol. 8, No. 3, pp. 89-105

Linde Charlotte, (2001), “Narrative and social tacit knowledge”,
Journal of Knowledge Management, Vol. 5, No. 2, pp. 160-
170

Lopez, Susanna Perez, Jose Manuel Montes and Camilo J. V.
Ordas, (2004), “Managing knowledge: the link between
culture and organizational learning”, Journal of Knowledge
Management, Vol. 8, No. 6, pp. 93-104

O’Dell, Carla and Jackson Grayson, (1998), If Only We Knew
What We Know, The Free Press, New York

- Thilisi - Batumi, GEORGIA
= May 24, 2012 — May 26, 2012

Pathirage, Chaminda, Dilanthi Amaratunga and Richard Haigh,
(2007), “Tacit knowledge and organizational performance:
construction industry perspective”, Journal of Knowledge
Management, Vol. 11, No. 1, pp. 115-126

Polanyi, Michael, (1998), Personal Knowledge. Towards a Post
Critical Philosophy, Routledge, London

Skyrme, David, (1999), Knowledge Networking, Butterworth-
Heinemann, UK

Von Krogh, Georg, lIkujiro Nonaka and Manfred Aben, (2001),
“Making the most of your company’s knowledge: a strate-
gic framework”, Long Range Planning, Vol. 34, 421-439

Page | 91



7th Silk Road International Conference “Challenges and Opportunities of Sustainable Economic Development in Eurasian Countries”

Analyzing the Facets of Job Satisfaction and Individual Performance: A
Field Study in Turkish Financial Sector

Halil ZAIM
Associate Professor Dr., Fatih University, TURKEY

Abstract

Irfan KURT
PhD, Fatih University, TURKEY

Job satisfaction is considered to be a critical success factor for organizations. The concept of job satisfaction has gained a special
concern from both academicians and practitioners and examined from many perspectives. This study aims to provide a framework for the
critical factors of satisfaction (facets of job satisfaction) and to measure their effects on individual performance. A regression analysis is
conducted based on data collected from financial institutions in Turkey. The main assumption of the study is that there is a positive direct
relationship between the facets of job satisfaction and individual performance.
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Introduction

Employee satisfaction is considered to be a critical
success factor for organizations. The concept of employee
satisfaction has gained a special concern from both acad-
emicians and practitioners. A number of scholars and man-
agement “gurus” stressed the importance of employee sat-
isfaction and its influences on organizational performance
as much as customer satisfaction (Chen, et. al., 2006).

The concept of employee satisfaction is a multi-di-
mensional and inter-disciplinary term that has attracted the
attention of researchers and practitioners from different
disciplines such as psychology, human resource manage-
ment (HRM), organizational behavior, TQM etc. In litera-
ture, there are a large number of studies that analyze the
term from many different perspectives and its relationship
with various organizational variables (Lund, 2003).

This study, on the other hand, aims to provide a frame-
work for employee satisfaction, determine the critical fac-
tors of employee satisfaction and to measure their effects
on individual performance. A regression analysis is con-
ducted based on data collected from financial institutions
in Turkey. The main assumption of the study is that there
is a positive direct relationship between the facets of em-
ployee satisfaction and individual performance.

1. Employee’s Job Satisfaction

Employee’s job satisfaction is one of the most re-
searched constructs of HRM mainly because it is relevant
to those who are interested in subjective evaluation of work
conditions such as responsibility, task variety, or commu-
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nicational requirements (Dormann and Zapf, 2001). It is
also relevant to managers and researchers who are interest-
ed in organizational outcomes such as commitment, extra-
role behavior, turnover, productivity, service quality and
customer satisfaction (Spagnoli, et.al, 2012). In literature,
there are three main streams of researches. The first stream
is focusing on causes and dimensions of employee satisfac-
tion. The second stream is about consequences, personal
and organizational outcomes of employee satisfaction. The
third stream is aiming at how to measure and influence em-
ployees’ job satisfaction (Saari and Judge, 2004).

Although there is no universally accepted definition of
employee satisfaction, it is conceptualized as “general atti-
tudes of employees towards their jobs” (Wickramasinghe,
2009). Employees’ job satisfaction is a multi-disciplinary
concept that results from employees’ perception of their
jobs and the degree to which there is a good fit between
them and the organization (Ivancevich, et.al, 2011) and
has been defined as “a pleasurable or positive emotional
state resulting from the appraisal of one’s job or job experi-
ences” (Locke, 1976, p. 1304). It is also defined as “a set
of favorable or unfavorable feelings and emotions which
employees view with their work” (Newstrom, 2011). Spe-
cifically, it represents how employees feel and what they
think about their jobs. Conceptually employees with high
job satisfaction are expected to have positive feelings when
they think about their duties or take part in task activities
(Colquitt, et.al, 2010).

Furthermore, job satisfaction is a very important as-
pect of an employee’s well-being (Jain, et.al, 2009) and has
emotional, cognitive and behavioral components (Saari
and Judge, 2004). Emotional aspect reflects one’s feelings
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regarding the job, cognitive aspect reflects one’s thoughts
and beliefs regarding the job whereas, behavioral compo-
nent includes people’s actions in relation to their work (Ka-
plan, et.al, 2008).

2. Dimensions of Employees’ Job Satisfaction

In literature, employees’ job satisfaction has been ana-
lyzed in two forms, which are based on the level of em-
ployees’ feelings regarding to their jobs. The first one is
the overall satisfaction which refers to employees’ overall
feelings about their jobs. Nevertheless, if it is viewed only
as overall attitude, managers and scholars may miss seeing
some key hidden exceptions as they assess an employee’s
overall satisfaction (Newstrom, 2011).

The second one is job facet satisfaction, which refers to
the feelings of employees’ about specific job aspects, such
as salary, benefits, and the quality of relationships with
one’s co-workers (Spagnoli, et.al, 2011).The multi dimen-
sionality of employees’ job satisfaction has been demon-
strated both conceptually and empirically (Edwards, et.al,
2008). The recent studies, as a result, focus on the various
parts that are believed to be important (Newstrom, 2011).

In literature, different employee satisfaction researches
accentuate different aspects of job satisfaction. In general,
the most studied aspects of employee satisfaction include
pay, supervision, nature of tasks performed, peer assis-
tance, and the immediate working conditions (Newstrom,
2011). For example, Smith et.al, (1969) evaluated employ-
ee job satisfaction in Job Descriptive Index with five as-
pects namely pay, promotion, co-workers, supervision and
work itself. Minnesota Satisfaction Questionnaire (Weiss,
et.al, 1967) was also designed to measure employees’ job
satisfaction and contains three scales; intrinsic satisfaction,
extrinsic satisfaction and general satisfaction.

Furthermore, “Employee Satisfaction Survey” of So-
ciety for Human Resource Management, which has been
regularly published since 2002, signifies that job security,
pay and benefits, opportunities to use skills and safety are
among the most important aspects of employee satisfac-
tion. In addition, the survey findings disclose that career
development, relations with supervisors and work environ-
ment are among the other significant factors determining
employee satisfaction (SHRM, 2009). One of the astonish-
ing results of these surveys is Job security (63%), for the
fourth consecutive year, remained at the top of employees’
list of most important determinants of job satisfaction, fol-
lowed closely by opportunities to use skills and abilities
(62%). Organizations’ financial stability was added to the
questionnaire in 2010 and is considered to be an important
aspect of satisfaction by the employees ever since (SHRM,
2011).

Petrescu and Simmons (2008) nonetheless, assess em-
ployee satisfaction from HRM point of view and demon-
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strate six factors which are work organization, supervision,
employee involvement, recruitment and selection, train-
ing and learning, and pay practices and found that several
HRM practices have a statistically significant effect on job
satisfaction. The research also reveals that creating work-
places which embed “on-going learning” has a highly sig-
nificant effect on employee satisfaction.

Mani, (2010) constructed an employee satisfaction in-
dex scorecard, that comprises various factors under four
dimensions; extrinsic rewards, autonomy and freedom at
work, identity and corporate image, and interpersonal re-
lations. According to research findings, stress, supervisor
relationship, training and working environment appeared
to be the most important determinant of employee satisfac-
tion (Mani, 2010).

Correspondingly, Rutherford et.al, (2009) evaluated
the seven factors of positive effects namely, supervision,
overall job, company policy and support, promotion and
advancement, pay, co-workers and customers. Addition-
ally, he also evaluated the negative effect of emotional ex-
haustion on sales person’s job satisfaction. Similarly, Gu
and siu (2009) revealed the positive effect of salary and
benefits, communication with co-workers and managers,
and training together with the negative effects of job stress
on employee satisfaction.

On the contrary, there are also researches that claim
several other factors such as type of work, (Spagnoli, et.al,
2012) autonomy (Spreitzer, 1995), corporate image, af-
finity, fairness (Nielsen and Smith, 2008; Hsu, and Wang,
2008), co-worker relations (Gu and Siu, 2009), demo-
graphic factors such as gender, age, tenure (Hwang, 2008;
Wickramasinghe, 2009; Fields and Blum, 1997), person-
ality and cognitive factors (Kaplan, et.al, 2008; Bowling,
2007), emotional intelligence (Sy, et.al, 2006), psychologi-
cal empowerment (Harris, et.al, 2009; Spreitzer, 1995; Ar-
shadi, 2010), social and life satisfaction (Saari and Judge,
2004), ethical leadership (Kim and Brymer, 2011) and
management support (Sy, et.al, 2006; Harris, et.al, 2009;
Rutherford, et.al, 2009) are also significant aspects of em-
ployee satisfaction. To sum up, these studies support the
idea that employee satisfaction has many aspects and influ-
enced by several factors (Hsu and Wang, 2008).

These factors can be classified in three forms. These
are intrinsic factors such as personality or attitudes, ex-
trinsic factors such as compensation, rewards, promotions
and demographic factors such as gender, ethnicity, rank
and years of service (Wickramasinghe, 2009; Petrescu and
Simmons, 2008).

3. Survey Instrument
The survey instrument is composed of questions relat-
ing to employee satisfaction and individual performance.

The conceptual definition of construct was adopted from
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the literature survey and work of Matzler et.al., (2007) and
Zaim et.al., (2007). They developed a multi-item scale to
reveal the main factors of employee satisfaction and its ef-
fects on performance. The questionnaire was progressed
by discussing with a panel of experts and academicians
finalized with the study of Zaim and Kocak (2010). Each
item was rated on a five-point Likert Scale anchored at the
numeral 1 with the verbal statement “strongly agree” and
at the numeral 5 with the verbal statement “strongly disa-
gree”.

4. The Sample

Financial sector was chosen to gather data about em-
ployee satisfaction and performance. Finance sector was
considered as an ideal research setting in turkey. The main
reason of selecting this sector is that, financial institutions
in Turkey are relatively large, institutionalized and demon-
strate comparatively advanced HRM applications. Further-
more, relevant studies indicate that financial institutions
are amongst the pioneers in terms of organizational and in-
dividual performance (Aydinli, 2010 ; Kaya, et.al., 2010).
Particularly restructuring attempts in post-crises epoch ro-
bustly account for the improvement in efficiency scores in
recent years (Aysan and Ceyhan, 2008). The sample of this
research is composed of 4 participation banks in Turkey.
Participation banks are interest-free financial institutions.
Most of them are international banks operating in Turkey.
The list of participation banks is:

Participation Banks
Albaraka Turk
Asya Finans
Kuveyt Turk

Turkiye Finans

The questionnaires have been distributed to 1000 em-
ployees in 4 banks and 677 usable ones were returned giv-
ing a response rate of 67%, which was considered satisfac-
tory for subsequent analysis.

5. Research Objectives and Hypotheses

Based on the literature review discussion above, we
propose a conceptual model of employee satisfaction
which is composed of four main dimensions: satisfaction
from pay and benefits (P&B), satisfaction from peers (P),
satisfaction from supervision (S), and satisfaction from
working conditions (W). We suggest that these factors
have direct effects on the employee performance. Accord-
ing to the framework of the research, four factors are as-
sumed to influence the overall employees’ satisfaction and

sy Thilisi - Batumi, GEORGIA
= May 24, 2012 — May 26, 2012

performance. These factors are namely pay and benefits,
peers, management, and working conditions.

The following hypotheses are then proposed to a more
formally state in underlying the impact of critical factors of
employee satisfaction on performance.

HI1: Performance improves if employee satisfaction

from pay and benefits is  enhanced.

H2: Performance improves if employee satisfaction

from peers is enhanced.

H3: Performance improves if employee satisfaction

from supervision is enhanced.

H4: Performance improves if satisfaction from work-

ing conditions is enhanced.

6. Analysis and Results

The data analysis was conducted in two steps:
 Performing an exploratory factor analysis (EFA)
with varimax rotation to determine the underlying
dimensions of employee satisfaction.
* Measuring the direct impact of critical factors of
employee satisfaction on the non-financial perfor-
mance.

Exploratory Factor Analysis (EFA)

Due to potential conceptual and statistical overlap, an
attempt was made to produce parsimonious set of distinct
non-overlapping variables from the full set of items under-
lying construct. Exploratory factor analysis with varimax
rotation was performed on the employee satisfaction crite-
ria in order to extract the dimensions of the construct.

The EFA on the 22 employee satisfaction items yield-
ed 4 factors with eigen values greater than 1 and explaining
69.26% of the total variance, as shown in Table 1. All items
were loaded on these 4 factors. Based on the item loadings,
these factors were respectively labeled as satisfaction from
supervision (S), satisfaction from pay and benefits (P&B),
satisfaction from peers (P), and satisfaction from working
conditions (W).The Kaiser-Meyer-Olkin measure of sam-
ple adequacy was found as 0,94, which supports the valid-
ity of EFA results. The Cronbach’s alpha measures of reli-
ability for the five factors were 0,91 for supervision, 0,92
for Pay and benefits, 0,90 for Peers, and 0,80 for working
conditions suggesting satisfactory level of construct reli-
ability (Nunnally, 1978).

Regression Analysis

As mentioned above, it is assumed that there is a posi-
tive linear relationship between these critical factors of
employee satisfaction and individual performance. In order
to test these hypotheses, a linear model is constituted and
a regression analysis is performed using “Ordinary Least
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Squares Estimates” technique. In the model written below,
dependent variable (Yp) is individual performance, inde-
pendent variables are determined as in orderly satisfaction
from supervision (S), pay and benefits (P&B), peers (P)
and working conditions (W). In addition, prior to perform-
ing multiple regression analysis, all the assumption of lin-
ear regression was tested and no problem had occurred.

Y, =B, tB,StB, P&B+B. P+, W
The next step is assessing the significance of the model

using ANOVA (F) Test that shows the combined effects of
all the independent variables in the regression model. In

order to consider the model to be significant, the general
acceptance is that the significance level should be equal or
less than %5 (0.05).

Furthermore, the adjusted R? (coefficient of multiple
determination) is 0.78 which means almost 78% of de-
pendent variable —performance- can be explained by in-
dependent variables. The left over 23% is estimated as the
elements like the influence of personal evaluations, psy-
chological and sociological influences, other performance
indicators and subjective evaluations that are not included
in the model.

Table 2: Model Summary

R Adjusted | Std. Error of
Model R Square |R Square |the Estimate
1,00 0,88 0,78 0,78 0,36
Predictors: (Constant), supervision, pay and
A benefits, peers and working conditions
Table 3: ANOVA(b) Test
Model L T L T
Squares Square
1,00 Remressan 316,76 | 4,00 | 79,19 6031’3 0,00
Residual 87,97 66§ 0 0,13
Total 404,73 675 0
Predictors: (Constant), supervision, pay
A and benefits, peers and working
conditions
B Dependent Variable: individual
performance
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Table 3: Regression Analysis

Coefficients(a)
Unstandardized Standardized .
Mogel Coefficients Coefficients t S
Std. Std.
= Error = = Error
1,00 (Constant) 0,30 0,08 3,91 | 0,00
Pay&benefits 0,12 0,02 0,15 6,38 | 0,00
Supervision 0,48 0,03 0,52 17,14 | 0,00
Peers 0,11 0,02 0,12 5,01 | 0,00
e 0,22 0,03 0,22 7,43 | 0,00
Conditions
Dependent
A Variable:
individual
performance

Finally, using “t-test”, partial regression coefficients,
that explain the effects of independent variables on the
dependent variable separately, are analyzed. The standard-
ized regression weights for all variables that are shown in
Table 3 are significant at the 0.05 level. These results indi-
cate that all hypotheses are significant at 0.05 levels.

Among the factors, supervision was found to be the
most important criterion with the value of its standardized
regression weight being 0.52 (p<0.01) followed by work-
ing conditions (0,22), pay and benefits (0,15) and peers
(0,12).

Conclusion

Employee satisfaction is considered to be a critical
success factor for organizations. It is mainly because, in
the emerging knowledge economies, gaining sustainable
competitive advantage for organizations is dependent on
the contribution of knowledgeable workers. Accordingly,
if the employees are more satisfied, they are expected to
contribute more to their organizations’ competitive edge.

Furthermore, employee satisfaction is also an impor-
tant determinant of an individual performance. On the
other hand, employee satisfaction can be analyzed either
as the overall satisfaction or as the job satisfaction facets.
In this study, we claimed that there is a positive relation-
ship between employee satisfaction and individual perfor-
mance. We examined four main facets of employee satis-
faction namely, supervision, pay and benefits, peer assist
and working conditions.
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The research findings revealed that the relationship
between all facets of employee satisfaction and individ-
ual performance is positive and significant. Among these
four dimensions of employee satisfaction, supervision
was found to have the strongest effect on individual per-
formance followed by working conditions. The effects of
compensation and co-workers were also significant but
comparatively lower than the first two facets.

The most important limitation of this study is that
it only covers one sector in Turkey. Therefore, the find-
ings cannot be generalized. The data was collected from
4 financial institutions which are all participation banks.
However, the survey answers were not equally distributed.
Despite the above limitations, we believe that this study
fills a gap in the literature. Hence, the results of this study
may provide important feedback for researchers and deci-
sion makers in Turkish banking sector.
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Blue Ocean Strategy: Analysis of The Sectors that has Benefited and a
Glance Into which other Sectors may Benefit From Applying this Strategy
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Abstract

Ever since its inception about a decade ago the notion of the blue ocean strategy has changed the way businesses around the world
look at the competitive environment and shape their strategy. The principal change that has emerged as a consequence of adopting this
strategy is that it makes competition irrelevant, which was hard to imagine for many executives until not long ago. This aspect of the blue
ocean strategy has made it attractive to businesses in different corners of the globe. However, the business sector isn’t the only area reap-
ing outstanding financial gains from adopting this approach. As can be seen from the example of Malaysian government and New York
Police Department, blue ocean strategy can be equally practical in the government sector. This paper investigates the application of this
strategy in the private and the public sectors and examines the appropriateness of applying it in other sectors.

Keywords: Competition, markets, blue ocean strategy, growth, financial gains

JEL Classification: M13

Introduction

As the level of competition continues to intensify, the
businesses around the world are increasingly getting wor-
ried about the diminishing profit margins and the steadi-
ness of their market share. Since the globalization makes
geography irrelevant, businesses are not protected against
competitive actions from market participants located else-
where on the globe. The recent advances in e-commerce
coupled with highly sophisticated customer needs make it
hard for service providers and producers of goods to stay
immune from competition. Moreover, stagnation of mar-
kets and commoditization of products leave little room for
growth.

The research conducted by Kim and Mauborgne, au-
thors of the book Blue Ocean Strategy: How to Create
Uncontested Market Space and Make the Competition Ir-
relevant and multiple articles on the topic, reveals that the
business environment doesn’t have to be as gloomy with
regard to growth opportunities as suggested by the latest
developments in the business world. The authors argue that
in today’s increasingly competitive markets, true winners
are those businesses that make competition negligible by
creating blue oceans, defined by untapped market space,
demand creation and the opportunity for highly profitable
growth [Kim, Mauborgne, 2005:4].

According to Kim and Mauborgne, blue oceans denote
all the industries not in existence today — the unknown
market space, untainted by competition. In blue oceans,
demand is created rather than fought over [Kim, Maubor-
gne, 2004:72]. This is different from the red oceans where
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the industry boundaries are defined and accepted and the
competitive rules of the game are known. In red oceans
companies try to outperform their rivals to grab a greater
share of existing demand. As the market space gets crowd-
ed, prospects for profits and growth are reduced. Products
become commodities, and cutthroat competition turns the
red ocean bloody [Kim, Mauborgne, 2005:4].

While corporate and business leaders have adopted the
concept of blue ocean strategy and made use of this con-
cept to cut costs and optimize new services and products in
new uncontested markets, some government leaders took
on this approach to find optimal ways of increasing effi-
ciency in managing the limited national resources. This pa-
per first summarizes the success of the blue ocean strategy
in the private sector and public sectors. The second part
of the paper examines the appropriateness of applying this
concept in other fields, namely public education and higher
education sectors.

1. Background of the Blue Ocean Strategy

Despite the fact that the world population is on the rise,
the demographic changes are not parallel in all regions. Ac-
cording to the UN statistics, the population will soon start
to decline in Europe. Although the UN statistics shows a
steady increase in the world population (table 1), a study
by Nico Keilman, a demographer at the University of Oslo
in Norway reveals a much slower growth than what the UN
statistics suggests [Connor: 2001].
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Table 1: UN 2008 estimates and medium variant projections (in millions,

Year | World Asia Africa | Europe | Latin America Northern Oceania
America
2000 | 6,115 3,698 819 727 521 319 31
2005 6,512 3,937 921 729 557 335 34
2010 | 6,909 4,167 1,033 733 589 352 36
2015 7,302 4,391 1,153 734 618 368 38
2020 | 7,675 4,596 1,276 733 646 383 40
2025 8,012 4,773 1,400 729 670 398 43
2030 8,309 4,917 1,524 723 690 410 45
2035 8,571 5,032 1,647 716 706 421 46
2040 8,801 5,125 1,770 708 718 431 48
2045 8,996 5,193 1,887 700 726 440 50
2050 | 9,150 5,231 1,998 691 729 448 51

Source: http://en.wikipedia.org/wiki/world_population

The slower than expected growth of the world popu-
lation and the declining of population in some continents
causes businesses to readjust their demand forecasts for
their products. To address the changes in the demand base
and the increasing level of competition, Kim and Maubor-
gne suggest ‘thinking outside the box’ approach of devel-
oping a strategy called blue ocean strategy. Although the
term ‘blue ocean strategy’ first appeared in the work of
Kim and Mauborgne, the breakthroughs that can qualify
as blue oceans have been around for a long time. Be it
the invention of the world’s first car, first airplane, the first
CD player or the first iPod — each discovery has created a
whole new market free of competitors. While not all blue
ocean creations successfully made it to the market, the suc-
cessful ones brought in outstanding profit margins and al-
lowed the authors of these strategies to harvest lingering
financial gains.

The Profit and Growth Consequences of Blue Oceans
= Launches With Red Oceans
= Launches With Blue Oceans

Business Launch

revenue impact

Profit Impact

Figure 1: Analysis of revenue and profits in blue and red oceans
Source: [Kim, Mauborgne, 2005:107]

The research on new business launches conducted in
108 companies revealed that 86% of the launches were line
extensions, i.e., incremental improvements to existing in-
dustry offerings within red oceans; while a mere 14% were
aimed at creating new markets or blue oceans (figure 1).
While line extensions in red oceans did account for 62%
of the total revenues, they only delivered 39% of the to-
tal profits. By contrast, the 14% invested in creating blue
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oceans delivered 38% of total revenue and a startling 61%
of total profits [Kim, Mauborgne, 2005:107].

2. Importance of Four Actions Framework in Creating
Blue Oceans

Four actions framework is an important tool in cre-
ating blue oceans. It is used to reconsider the business
model and value chain to distinguish between value adding
processes and those processes that bring little or no value.
The tool has four components: reducing factors that com-
panies in an industry have competed on, but no longer have
value; discontinuing over-designing of products/services
and over-serving customers; eliminating the compromises
an industry forces customers to make; and discovering en-
tirely new sources of value for buyers and creating new
demand [Kim, Mauborgne, 2005:114].

Reduce

Create/Add

Creating

new markets:
A new value
curve

Figure 2: Four Actions Framework
Source: [Kim, Mauborgne, 2005:107]
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It is not uncommon to observe some features of prod-
ucts or services that offer no or negligible value to custom-
ers. This is mainly because such features have been added
without studying the consumer needs and preferences. Ad-
ditionally, some features that offered value to consumers in
the past are no longer of significance to them. Consequent-
ly, such features add to the cost of the products without
offering anything in return. The first and second actions of
the framework propose eliminating or reducing such fac-
tors.

The third and fourth factors propose businesses to ask
whether the factors desired by consumers are present in the
products currently offered and whether businesses need to
raise the level of certain factors and/or add completely new
features not currently offered.

To create new demand — instead of competing over
contracting markets — leaders need to pursue value-based
innovation and create blue oceans of new market space.
Such actions aim to break the value-cost trade-off. By re-
ordering and recombining value elements across market
boundaries that provide breakthroughs in buyer value and
reducing and eliminating those taken-for granted factors
that are irrelevant to buyers, BOS achieves differentiation
and low cost concurrently. That is the key to unlocking
new demand in the market and producing profitable growth
[Kim, Mauborgne:2009].

3. Application of the BOS in the Private Sector in the
Example of eBay and Cirque du Soleil

The well known online shopping and auction website
eBay.com is used by millions of people to carry out con-
sumer-to-consumer transactions who buy and sell items
without an intermediary. Since its foundation in 1995,
eBay has experienced an outstanding growth and enjoyed
dazzling financial gains. eBay came into existence as a re-
sult of the desire by Pierre Omidyar — the founder of eBay
— to establish a marketplace to bring together a fragmented
market. Pierre saw eBay as a way to create a person-to-per-
son trading community based on a democratized, efficient
market where everyone could have equal access through
the same medium, the Internet [Thompson Jr., Strickland
111, Gamble, 2007].

The success of eBay is not accidental. Its strategy was
based on a unique idea that was not similar to what was
available in the market. Pierre Omidyar could see far be-
yond what he was surrounded by — a red ocean full of re-
tailers competing for a piece of the existing market. His vi-
sion and well crafted strategy gave fruits. Today eBay has
become a platform for hundreds of millions of registered
users and generated an annual net revenue of $9.2 billion
in 2010 [ebay Annual report, 2010].

Cirque du Soleil — one of Canada’s largest cultural ex-
ports — is often referred to as one of the most successful
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blue ocean cases. The CEO of Cirque, Guy Laliberte is
credited for taking the circus industry to a whole new level,
which was not even imagined by conventional circus com-
panies. Founded in 1984, Cirque has achieved revenues
that Ringling Bros. and Barnum & Bailey — the world’s
leading circus — took more than a century to attain [Kim,
Maubrogne, 2004: 71].

Cirque recognized the problems surrounding the cir-
cus industry: inability to defend against competition by
alternative forms of entertainment and threats by animal
rights activists. CEO Laliberte created the features that no
other circus offered. He is credited for inventing a new in-
dustry that combined elements from traditional circus with
elements drawn from sophisticated theater, thus creating a
new, uncontested market.

The cases of eBay and Cirque du Soleil illustrate suit-
ability of the blue ocean strategy in the private sectors.
However, research shows that the application of the con-
cept of blue ocean strategy is not limited to the private
sector only. If businesses like eBay and Cirque du Soleil
have reaped outstanding financial gains by implementing
this strategy, the government sector examples such as the
government of Malaysia, New York Police Department
and the Agricultural Bank of China have benefited both on
the economic and political front from putting this concept
into action.

4. Application of the BOS in the Public Sector

While many businesses have reshaped their strategies
based on the concept of blue ocean strategy (BOS) and
achieved significant financial gains, the private sector isn’t
the only sector benefiting from this strategy. This section
of the paper analyses how some governments have made
use of the blue ocean strategy to make more efficient use of
national resources.

The government of Malaysia can be an example of
how governments can utilize blue ocean strategy to solve
their economic and social problems. Prime Minister Najib
of Malaysia has been making use of this thinking outside
the box management style to address some issues on the
economic and political front. For instance he used this
strategy to address the challenges surrounding the admin-
istration of the prison system in Malaysia.

According to Newstraitstimes, Prime Minister Najib
has embraced blue ocean strategy as a bigger tool to trans-
form Malaysia’s entry into a new paradigm. Mr. Najib has
deployed it as a tool to sort out the mess plaguing the Ma-
laysian prison system [Newstraitstimes: 2011].

As applying the blue ocean strategy does not always
require something new but simply a new way of doing
things, this has rightly been a focus of many of the initia-
tives under the actionable framework of the Government
Transformation Programme. In the case of the National

Page | 103



CHAPTER 11, Economic Policies and Business Development, Theory and Cases

Key Results Area on crime, for example, where the tar-
get is to reduce street crime by 20 per cent and the overall
crime index by five per cent, the strategy since last year has
been to boost police presence, not by increasing recruits,
but by reassigning administrative tasks to civilian staff and,
thereby, releasing those who had hitherto been desk-bound
for beat patrols. [Newstraitstimes: 2011].

While the results of the Government Transformation
Programme has shown its positive impact on the economic
front, the government of Malaysia has also benefited from
applying this concept to address some political issues. One
such measure has to do with the initiative of the Malay-
sian government encouraging businesses to host cultural
events.

There’s another BOS that Najib might consider: Con-
verting Malaysia’s multiracial make-up into a corporate
social responsibility mission with a slew of tax breaks. Get
corporations to hold regular feasts in their neighbourhoods
where they operate, even in small branches. No need to
wait for the religious festivities or the politicians’ open
houses. Malaysians like nothing better than to eat and be
merry, even if the people they mingle with are political
foes and of different races. By hosting the feasts, the cor-
porations will foster racial interaction, discussion, debate
and who knows, understanding in a climate where socio-
political friction is festering.

And by doing so, the corporations should earn some
tax exemptions, embrace a new form of marketing strategy
and even an advertising platform, while helping the nation
heal intellectual wounds [Newstraitstimes:2011].

The government of Malaysia is not the only one reap-
ing the benefits of applying the blue ocean strategy in the
public sector. Agricultural Bank of China (ABC) Limited
is another example of a public sector benefiting from ap-
plying this concept to perk up its financial standing.

New York Police Department (NYPD) is another pub-
lic organization that has implemented blue ocean strategy
to recuperate itself in the mid 1990s. The commissioner
of NYPD Bill Bratton has significantly changed the way
things were managed at this organization.

In business terms, the NYPD was a cash-strapped or-
ganization with thirty-six thousand employees wedded to
the status quo, unmotivated, and underpaid; a disgruntled
customer base—New York City’s citizens; and rapidly de-
clining performance as measured by the increase in crime,
fear, and disorder. Entrenched turf wars and politics topped
off the cake. In short, leading the NYPD to execute a shift
in strategy was a managerial challenge far beyond the
imaginations of most executives. The competition — the
criminals—was strong and rising.

Yet in less than two years and without an increase in
his budget, Bratton turned New York City into the safest
large city in the United States. He broke out of the red
ocean with a blue ocean policing strategy that revolution-
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ized U.S. policing as it was then known. Between 1994
and 1996, the organization won as “profits” jumped: Fel-
ony crime fell 39 percent, murders 50 percent, and theft
35 percent. “Customers” won: Gallup polls reported that
public confidence in the NYPD leaped from 37 percent to
73 percent. And employees won: Internal surveys showed
job satisfaction in the NYPD reaching an all-time high.
Perhaps most impressively, the changes have outlasted its
leader, implying a fundamental shift in the organizational
culture and strategy of the NYPD. Even after Bratton’s de-
parture in 1996, crime rates have continued to fall. [http://
www.blueoceanstrategy.com/abo/nypd.html]

5. Other Sectors may Benefit from Applying the Blue
Ocean Strategy

Successful application of the blue ocean strategy in the
private and government sectors brings up the question of
whether it is suitable to apply it in other sectors. Namely,
this paper will explore the appropriateness of applying this
strategy in public education system and the institutions of
higher education.

6. Application of the Blue Ocean Strategy in Public
schools

Few experts would disagree that public education sys-
tems are in need of a reform in many countries, includ-
ing many developed countries. The quality of education at
American public schools is far from satisfactory, according
to billionaire and philanthropist Bill Gates. Precisely for
that reason the world’s richest businessman has set up a
foundation that sponsors projects targeted at improving the
quality of education at American public schools.

Mr. Gates is not the only one alarmed by the level
of performance of public education system in the United
States. Members of the United States Congress share his
concern over the quality of education at public schools.
For example, reforms in this area dominated the discus-
sions in debates among presidential candidates before the
2008 presidential election. These concerns about the per-
formance of public schools indicate the need to reconsider
the whole system.

Looking at the public education system (PES) through
the prism of the four actions framework may help to iden-
tify the factors which are vital, but are not given enough
consideration in the US public education system or are
nonexistent. It may also reveal the practices which need to
be discontinued or the areas for which resources need to be
reduced below the existing PES standards.
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Create/Add
Improving the

public education
System (PES)

Figure 3: Four Actions Framework in Public Education System (PES)

What factors need to be raised or added in Public
Education System?

Applying the four actions framework, which serves as
the foundation for creating a blue ocean strategy, means
taking a look at the conventional practices and deciding
which ones need to be eliminated or reduced and which
new practices should be created or added. Bill Gates men-
tions the need for interactive classes rather than the tradi-
tional teaching methods based on the teacher lecturing and
the students passively listening to the lectures. He urges the
need to transform the classroom environment in American
public schools.

In 2012 annual letter of the Gates Foundation, Mr.
Gates emphasizes the need for a reform in administering
the personnel system of teaching. According to Mr. Gates,
what needs to be created in the US public education sys-
tem is an effective personnel system, which involves hir-
ing; giving specific feedback; helping employees improve;
and creating pay schedules, benefit plans, and termination
procedures. “On the K-12 side, our top priority is helping
schools implement a personnel system that improves the
effectiveness of teaching, because research shows that ef-
fective teaching is the most important in-school factor in
student achievement. There are a lot of great teachers in
public schools, and a lot of teachers who want to be great
but don’t have the tools they need. If we could make the
average teacher as good as the best teachers, the benefit to
students would be phenomenal.” (http://
www.gatesfoundation.org/annual-letter/2012/Pages/home-
en.aspx).

Another factor that needs to be raised (from the cur-
rent level) in the US public education system, according
to the findings of the survey conducted by the Gates Foun-
dation, is the specificity of the feedback teachers receive
on how to improve their teaching methods. According to
a study by the foundation, 95 percent of teachers are not
given specific feedback about how to improve. An effec-
tive tool in receiving specific feedback as proposed by the
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Gates Foundation is the peer evaluation system, where
teachers evaluate their colleagues. This method has been
found very effective both for evaluators who get a chance
to observe their fellow teachers, and the teachers who are
being evaluated since they receive very specific feedback
on their performance.

What factors need to be reduced or eliminated in
Public Education System?

The traditional modes of teaching in public schools has
not involved enough interactive activities, but were rather
based on lectures. While most experts agree that lectures
allow teachers to cover more teaching material during class
period, when look at the learning end, lecture based classes
are far less effective than interactive classrooms where
student involvement is higher. Despite some schools have
adopted the interactive approach to teaching, conventional
lecture based classrooms are far from over.

Given the impact of the change in teaching approach-
es, it may be beneficial to abandon the long-established
lecture based methods of teaching. According to founder
of the Gates Foundation, Mr. Gates, it is positive sign to
see more and more schools “flip” the classroom so that pas-
sive activities like lectures are done outside of class and
in-class time is used for more collaborative and personal
interactions between students and teachers.

7. Application the Blue Ocean Strategy in Higher Edu-
cation Institutions

In addition to the public education system (PES), an-
other sector that may benefit from the blue ocean strategy
is higher education system. Much like the PES, institutions
of higher education may also revisit their traditional ways
of doing business and investigate how they can improve by
looking at their current condition through the prism of the
four actions model.

Reduce

Create/Add
Improving the

public education
System (PES)

Figure 3: Four Actions Framework in Higher Education System (HES)
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What factors need to be raised or added in Higher
Education System?

A study conducted at Qafqaz University (a private uni-
versity in the Republic of Azerbaijan) examined the factors
that students favored the most. According to survey results,
one of the most important factors for the university stu-
dents was instructor-student relationship. Almost twenty
percent of the students indicated this factor as very impor-
tant to them (Durmaz, Journal of Qafqaz, 31).

The instructor-student relationship at Qafqaz Univer-
sity is not only limited to instructors and students, but also
involve academic advisors. At Qafqaz University, academ-
ic advisors are assigned to a group of about twenty students
and meet with students every week to monitor their aca-
demic progress. In addition to academic support, academic
advisors also organize recreational programs for students
including sports events, leisure activities, etc. This close
relationship between the academic advisor and students
translate into students’ academic success and social well-
being. As a result, Qafqaz University achieves higher re-
tention rates compared to other universities in the region,
with majority of the students choosing to stay at this uni-
versity until their graduation. In addition to preventing stu-
dents from transferring away to other universities, Qafqaz
University also possesses higher graduate employment
rates than other universities with the majority of its stu-
dents landing in jobs immediately after graduation. (http://
www.qu.edu.az/content.php?link=126&lang=en).

Unlike traditional academic advisors of American
universities who work with a much higher number of
students and meet with them only on need based appoint-
ments, Qafqaz University’s approach to academic advising
has proved to be vital to students’ success and achieving a
higher retention rate. Although this approach would require
higher ratio of administrative staff to students, as can be
seen from the experience of Qafqaz University gains from
this investment will far outweigh the cost in the long run.
Other universities may also benefit from creating a similar
system as part of their four action framework analysis.

What factors need to be reduced or eliminated in High-
er Education System?

Similar to what is observed in public education sys-
tem, education at many colleges and universities have been
based on lectures, where students are passive listeners rath-
er than active learners. However, it has been long known in
the academic field that the amount of information retained
by students decreases significantly after ten minutes.

Despite he astounding amount of work done on the
importance of interactive learning, there are still instruc-
tors in higher education sector that utilize the conventional
lecture method. There may be strong reasons why some
teachers resist giving up their traditional teaching methods
and switch to interactive teaching approaches, such as the
inability of instructors to cover as much course content in
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the time available, too much pre-class preparation time for
interactive lectures and so on. Despite these obstacles, the
academic institutions which have utilized interactive teach-
ing techniques have been far more successful and popular
among students than those colleges and universities which
solely make use of conventional lecture methods.

Conclusion

The results of this study demonstrate that blue ocean
strategy can be effectively applied both in the government
and private sectors. If the success of companies like eBay
and Cirque du Soleil demonstrate the importance of this
strategy in the business sector, the accomplishments of
New York Police Department and the government of Ma-
laysia show that this strategy is equally significant in the
government sector. At a time when governments around
the world are faced with the dilemma of addressing un-
limited financial and political challenges with limited re-
sources, all governments and government institutions can
benefit by revisiting their practices through the prism of the
four actions framework.

However, the successful application of the strategy in
both private and government sector will serve as a prec-
edent to an increasing popularity of the blue ocean strategy
in other sectors as well. As this study has demonstrated,
public education system and the institutions of higher edu-
cation are examples of the sectors that may benefit from
applying the principles of the blue ocean strategy into their
practices.
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Abstract

This study examines the relationship between energy, employment and output in Turkey using monthly data for the period of
2005:01-2010:10 within a cointegration and causality framework. The results of ARDL bounds testing for cointegration show that elec-
tricity, employment and output are cointegrated and employment is Granger caused by electricity consumption and output in the long-run.
The negative long-run coefficient of electricity consumption in the ARDL model implies that employment is negatively Granger caused
by electricity consumption in the long-run. This result implies that energy conservation policies, in an attempt to prevent wastage in en-
ergy consumption and to curtail energy demand, can jeopardize and adversely affect the employment level in the long-run. That a decrease
in electricity consumption has a negative effect on employment in a unidirectional way implies that energy inputs are substitute to labor
force in Turkey. In both the output and employment equations, there exists no Granger causality among these variables in the short-run.

However, electricity consumption Granger causes output level in the short-run.

Keywords: Energy consumption, Causality, Turkey.
JEL Classification: E23, E24

1. Introduction

Energy has been very crucial component of the produc-
tion process in the world economy. Because of the growth
in population and the increase in production facilities all
over the world, the importance of energy consumption in
the production process as a major input is increasing every
day. The increased role of energy in the world economy
has reinforced its relationship with macroeconomic vari-
ables. It is crucial for macroeconomic policymakers and
decision makers to predict the response of macroeconomic
variables to abrupt changes in the energy sector (Akarca
and Long, 1979). Knowledge of the sensitivity of the mac-
roeconomic variables to unexpected shortages in energy
supply, increases in energy prices, changes in energy con-
servation and environmental protection policies and dis-
coveries of new energy resources enables agencies in eco-
nomic policy to plan for these economic situations more
effectively. If a unidirectional causality runs from output
or employment to electricity consumption or there exist
no such causality, policies related to the electricity indus-
try will not affect economic growth and the employment
level. On the other hand, if causality runs from electricity
to income or employment in a unidirectional way, policies
proposing reduction in electricity consumption result in
a recession in income and/or employment (Narayan and
Smyth, 2005). Thus, knowledge of the relationship and the
causality among energy consumption and macroeconomic
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variables are of importance for policymakers in making
macroeconomic plans and programs.

A substantial increase in the literature on the relation-
ship between energy consumption and macroeconomic
variables began after the global oil crises of the 1970s.
Since the seminal study of Kraft and Kraft (1978), stud-
ies on energy consumption increased in accordance with
the advances in econometric and other empirical methods.
Kraft and Kraft (1978) found that gross national product
(GNP) Granger caused energy consumption in the United
States (US). However, Akarca and Long (1979, 1980), Yu
and Hwang (1984) and Erol and Yu (1987) concluded that a
causal relationship between energy consumption and GNP
did not exist for the US. The results of Stern (1993) show
that energy consumption does not cause economic growth,
while economic growth causes energy consumption. Masih
and Masih (1996) showed that energy consumption, real
income, and prices are cointegrated in the long-run equi-
librium and causality runs in a bidirectional way between
energy consumption and real income for both South Korea
and Taiwan. Cheng et al. (1998) examined the multivariate
causality between energy consumption and employment
with the environmental implications for the United States
and found that while there was no causality from energy
consumption to employment. In fact, a reverse causality
from employment to energy consumption was detected.
Chang et al. (2001) examined the causal relationships
among energy consumption, employment and output for
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Taiwan and revealed that the variables were cointegrated
with one cointegrating vector and bidirectional causality
for employment-output and employment-energy consump-
tion, but had only unidirectional causality running from
energy consumption to output, which implied energy con-
sumption led to output growth in Taiwan over this period.
Narayan and Smyth (2005) found a long-run relationship
among variables when the electricity consumption was the
dependent variable and causality running from employ-
ment and real income to electricity consumption. Ozturk
et al. (2010) studied the relationship between energy con-
sumption and gross domestic product (GDP) for 51 coun-
tries dividing the countries into three groups of low, lower
middle and upper middle income group and found cointe-
gration between energy consumption and GDP for all group
countries. The mixed results of the studies in the literature
about the relationship between energy consumption and
employment show that the results of some studies indicate
that no relationship between these variables supporting the
neutrality thesis (Erol and Yu, 1987, 1989; Yu et al. 1988S;
Yu and Jin, 1992; Narayan and Smyth, 2005; Ghosh, 2009)
while others indicate that causality runs from employment
to energy consumption (Murray and Nan, 1992; Cheng
et al., 1998) or from energy consumption to employment

(Akarca and Long, 1979; Cheng and Lai, 1997; Aqeel and
Butt, 2001; Ghosh, 2009).

The figures for electricity consumption (EC), employ-
ment (EM) and GDP in Turkey for the last decade are given
in Table 1. The average growth rates of GDP and electric-
ity consumption are 2.48% and 5.66% respectively, while
the growth rate in employment is -0.32% over the period
of 2001-2009. While output and energy consumption in-
creases, the decrease in employment level indicates that
the production process in Turkey has become more capital
intensive. The impacts of the economic crises in 2000 and
2001 can be seen in the negative growth rates for these var-
iables in these years. The biggest decrease in employment
in 2004 is substantially due to the methodological changes
in labor statistics implemented by the Turkish Statistical
Institute (TURKSTAT). The decrease in employment lev-
els continued during the period of 2000-2004, when there
was political instability in Turkey. The impacts of econom-
ic the crises in 2000 and 2001 in Turkey and global crisis
of 2008 are also reflected in the variables. The impact of
the global crisis on macroeconomic variables started at the
end of 2008 (Polat, 2011; Uslu and Polat, 2010) and lead
to the largest decrease in electricity consumption over this
period.

Table 1: Electricity consumption, real output and employment in Turkey, 2000-2009

Vears GDP Growth EC Growth EM Growth
(1998=100) Rates (GWh) Rates (‘000s) Rates
2000 1127.26 5.29 98295.7 7.78 21580 -2.12
2001 1048.73 -6.97 97070 -1.25 21524 -0.26
2002 1098.64 4.76 102947.8 6.06 21354 -0.79
2003 1141.54 3.91 111766. 8.57 21147 -0.97
2004 1232.55 7.97 121141.9 8.39 19632 -7.16
2005 1319.58 7.06 130262.9 7.53 20067 2.22
2006 1393.50 5.60 143070.5 9.83 20423 1.77
2007 1441.22 3.42 155135.2 8.43 20738 1.54
2008 1433.93 -0.51 161947.5 4.39 21194 2.20
2009 1351.15 -5.77 156894 -3.12 21277 0.39
Average 1258.81 2.48 127853.15 5.66 20893.6 -0.32
Source: TURKSTAT and EUROSTAT
Table 2: Summary statistics of the variables
EC(GWh) EM(thousand) 1PI

Mean 15492.03 21017.69 108.8831

Median 15770.13 21008.00 108.0900

Maximum 18313.23 23488.00 121.6600

Minimum 12680.51 18944.00 96.25000

Std. Dev. 1421.272 1103.661 7.305529

Skewness -0.274046 0.213987 -0.115283

Kurtosis 2.215781 2.579235 1.884610

Sum Sq. Dev. 1.39E+08 84046677 3682.582
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This paper investigates the long-run relationship be-
tween electricity consumption, employment and output,
and examines direction of causality among these variables.
An autoregressive distributed lag (ARDL) model devel-
oped by Pesaran et al. (1996) and Pesaran and Shin (1999)
is conducted to analyze the long-run relationship among
the variables using a multivariate approach with month-
ly data taking into account the effects of global crisis in
2008. Since bivariate approaches can omit relevant vari-
ables causing specification bias, a multivariate approach is
adopted in this study in line with previous studies in the
literature such as Stern (1993, 2000), Chang et al. (2001),
Masih and Masih (1996), Narayan and Smyth (2005),
Ghosh, (2009).

In the second section, the data and econometric meth-
odologies used in this study are briefly summarized. In the
third section, the results of the study are presented. In the
fourth section, the conclusion is presented.

2. Data and econometric methodology
2.1 Data description

Monthly data on total electricity consumption (EC), to-
tal employment (EM) and industrial production index (IPI)
as a proxy for real output from January 2005 to October
2010 are used in this study and provided from database of
TURKSTAT and EUROSTAT on the internet. The period
of analysis was determined by data availability. Since sea-
sonality patterns are found by monthly seasonal unit root
test in the all series, seasonally adjusted series are used in
this analysis. TURKSTAT seasonally and calendar adjusts
monthly data of total employment and IPI series. Monthly
data of electricity consumption provided from database of
EUROSTAT are seasonally and calendar adjusted by con-
ducting TRAMO/SEATS methodology (Gomez and Mara-
vall, 1997) by the authors. All variables were transformed
into natural logarithms, because this may help to stabilize
variance and move series closer to stationarity (Tari, 2010;
Liitkepohl and Kratzig, 2004), as done in previous studies
(e.g. Narayan and Smyth, 2005; Chang et al., 2001, Gosh,
2009). Summary statistics of the variables are given in Ta-
ble 2.

2.2. Unit root tests

Despite the advantage of ARDL bounds test for coin-
tegration in that this procedure can be employed regard-
less of whether the variables are 1(0) or I(1), all variables
must be of the same degree of integration to conduct the
Granger causality test (Narayan, 2005). The order of inte-
gration is investigated by using conventional unit root tests
developed by Augmented Dickey Fuller (ADF) (Dickey
and Fuller 1979, 1981) and Phillips-Perron (PP) (Phillips
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and Perron 1988), by the unit root test with structural break
developed by Zivot-Andrews (ZA) (Zivot and Andrews,
1992) and by the monthly seasonal unit root test developed
by Hylleberg et al. (1990) and modified for monthly series
by Franses (1990, 1991). Since conventional unit root tests
can be biased, the case time series to be tested have struc-
tural breaks (Herzer and Novak-Lehman, 2006) in order
to avoid that drawback of conventional unit root tests. The
ZA unit root test is also adopted in this study to test order
of integration of variables. Zivot and Andrews (1992) pro-
posed three models to test for a unit root in a time series
with a structural break as follows:

k
Model A: Ay, =u" +y,"t+1," DU, +a'y,  +D BNy,  +¢,

j=1

k
Model B: Ay, =p" +7°t+7,"DT,(D)+a’y  + Y. BAV,, +&p

j=1

v y . ) k
Model C: Ay, =p" +y,t+u, DU +yiDT, Q)+ y + X Bdy, , +&c,
j=1

Here A is the first difference operator, DU, is dummy
variable indicating a mean shift occurring at each possible
break-date and DT, is trend shift variable. Model A ana-
lyzes a change in the level, model B analyzes a change in
the slope of trend and model C analyzes changes in both
the level and the slope of trend in the series (Zivot and
Andrews, 1992). In this study models A and C are used to
determine the order of integration of variables.

Seasonal patterns of (seasonally unadjusted) series
are investigated by conducting monthly seasonal unit root
tests developed by Hylleberg et al. (1990) and modified
for monthly series by Franses (1990, 1991). The model de-
veloped by Franses (1990, 1991) to test monthly series for
seasonal unit roots can be written as follows:

Apy, =u+T, +Zaka, FI 2y F g2y Y2y K T2, T2, T2, t
=

TyZs,q + TyZs, o+ WoZg,y + TyoZ6,0 + 1127, + MiaZ7, 0 + kIZ)lypA‘:y,ik +é&,

where;

2, =+ L i+ i+ L + 1)y,

5, = (- i+ i+ L' + 1Y)

2, =1 -rfi+L 1)y,

2y = - N =ABL i+ 2+ 1y,

==L BL 14 L+ 1y,

z, =—l-Ni-+ L fi-L+ 1)

2, =(-p -+ L1+ L+ 1)y,

Ay, ==Ly,

t

t

are transformed variables of J, representing stochastic
seasonality, £ is drift term, 7, is the deterministic trend,

11
o, D : . .
; K=k are dummy variables representing determin-
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istic seasonality. % zyp 121k represents extra K lag of
the dependent Varlable to avoid serial correlation and is
serially uncorrelated error term. The seasonal unit root test
is employed by conducting F and t tests on transformed
variables of }, as shown by Franses (1990, 1991).

2.3. Cointegration

The long-run relationships among the variables are
estimated employing ARDL bounds testing approach
advanced in Pesaran et al. (1996) and Pesaran and Shin
(1999). There are some advantages of the ARDL approach
over conventional cointegration methods such as Engle
and Granger (1987), Johansen (1988), Johansen and Juse-
lius (1990). This approach can be employed irrespective of
whether the underlying variables are I(0) or I(I), and can
prevent pre-testing problems of conventional cointegra-
tion analysis in which classification of the regressors are
required to be I(0) and I(1) (Pesaran and Pesaran, 2009).
Another advantage of this approach is that this method is

efficient enough in small or finite sample data sizes when
compared to other co-integration methods (Fosu and Mag-
nus, 2006).

The existence of the long-run equilibrium relationship
among variables is tested through computing the signifi-
cance of the F-statistics on the lagged levels of the vari-
ables in the error correction form of the underlying ARDL
model. The appropriate critical values for different regres-
sors (k) whether the ARDL model has an intercept and/or
a trend were tabulated by Pesaran et al. (2001) since the
F-statistic has a non-standard distribution. On the assump-
tion that all variables in the ARDL model are I(1) in one
set, and all the variables are 1(0) in another set, two sets of
critical values are given in their study. If the computed F-
statistic falls outside the bounds covered by critical values,
a decision can be concluded in terms of cointegration with-
out knowing the order of integration of the variables. If
the computed F-statistic falls within the bounds covered by
critical values, then a conclusive inference cannot be made
(Pesaran and Pesaran, 2009). The existence of the long-run
equilibrium relationships among variables are investigated
by using following unrestricted error correction models:

? P
MHEC: = Qpgr +Zbi£~(ﬁ IHECr_E' +Zﬂigfﬁ ler i +Zdi5f_-ﬁ lﬂEMr i+ Oy lﬂECr 1t E{ﬂEEE?er 1+ age lnEMr 1t I.Tq,E(DU + by

i=1 i=1 i=1

Nty = 0 + 3, = 1778 K0 At t-1) 1 43,6 = 178 L DnCY e~ 1) 43, =1

P

1)P5 ¥ n TEMD,(t-0) 1 4 B0V i ¢~ 1)+ 62V TECD (¢~ 1)+ B3V KB,

AInEM, = 0y + Z by AINEM,., + Z ey linY,; + Z iy DINEC, 4+ 61z INEM, .y 4 Gy Intyoy 4 Gsgy INEC,_ 4+ Bugy DU + -

i=1 =1 i=1
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Here A is the first difference operator, InEC is the natu-
ral logarithm of electricity consumption, InEM is the natu-
ral logarithm of employment, InY is the natural logarithm
of IPI, DU is a dummy variable representing break in level
and DT is a dummy variable representing break in trend
and tr is the trend. Dummy variables are included in equa-
tions to represent global financial crisis according to results
of unit root tests with structural break, where DU=0 and
DT=0 for the period of 2005:01- 2008:10 and DU=1 and
DT=1,2,3,...,25 for the period of 2008:11-2010:10 The
null hypothesis of no cointegration among variables and
alternative hypothesis in Eq. (5), (6) and (7) can be written
respectively as below:

Hy=015c=02c=035c=0
H#o0pcto2ecto3ec#0
Ho=p1y=Pr=P3y=0 Hp=01emM=026m=03Em=0

Hi#P iy Pov#PsvE0  Hot0 1EMF0 26070310

If cointegration between variables is found, the coef-
ficients of the long-run relationship between variables are
estimated and inferences about values of coefficients are
made at the second stage, (Pesaran and Pesaran, 2009). In
case employment is the dependent variable, the conditional
ARDL long-run model is estimated to estimate coefficients
of the long-run relationship among variables as follows:

s q r
InEM, = 6, + Z 6, InEM,_; +Z B InY,_; +Z 63 INEC,_; + 650U, + 6DT; + 6str, + &,
=1 =0 =0

The short-run dynamic parameters indicating the
short-run relationship among variables are tested by an
error correction model associated with the long-run esti-
mates. In case employment is the dependent variable, this
error correction model can be written as follows:

P P k4
AIEM, = wo + Z Wy AIEM,_ + Z waAInY,_; + Z W3 AINEC, ; +w4DU, + wsDT, + wgtr, + ecm,_y +&,
= = =

where ecmt-1 is the lagged error term series indicating
short-run disequilibria that can be adjusted in the long-term
(Fosu and Magnus, 2006).

2.4. Granger causality

Once cointegration among variables s found (Granger,
1988), causality at least in one way would be considered to
exist. Thus, the Granger causality test provided by Granger
(1986) and Engle and Granger (1987) can be employed to
analyze the direction of these relationships. The direction
of causality can be analyzed using an error correction mod-
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el as follows (Engle and Granger, 1987):

InEC, 1 P H1aiMazibaa ] [INEC,;
InEM,| = 0‘:]+Zakm#z=m:af]| InEM,_; |+
InY, Ozl =3 MsaiMsziMzail| InY,_;

A

E] [ecm, 1 + =

where ecmt-1 is the lagged error correction term ob-
tained from the long-run equilibrium relationship. The
error correction term is not used, in case no relationship
among variables exist (Narayan and Smyth, 2005). The
Granger causality test is conducted by computing F-sta-
tistics on the lagged explanatory variables of the error cor-
rection model as a group indicating the significance of the
short-run causal effects and the t-statistics on the coeffi-
cients of the lagged ecm indicating the significance of the
long-run causal effects in the model (Chang et al., 2001;
Gosh, 2009). The lag length k is determined through the
Schwarz Bayesian Criterion (Schwarz, 1978) (SBC).

3. Empirical Results

The monthly seasonal unit root test is employed to
analyze seasonal patterns of the raw data. If all the vari-
ables do not have the same degree of integration in terms
of seasonal frequencies, it would not be possible to con-
duct seasonal cointegration. In this case, seasonally ad-
justed data should be used. The results are reported for the
base equation and the base equation including the constant,
trend and seasonal dummies in Table 3. The advantage of
considering those four model specification is to distinguish
deterministic or stochastic seasonality simultaneously. In-
clusion of seasonal dummy variable serves as an indirect
test of whether there can be a deterministic seasonality
with or without seasonal unit root(s) (Leong, 1997). In
order to avoid serial correlation, Breusch—Godfrey serial
correlation LM statistics is used for first and 12th serial
correlation due to the lack of an observation number.
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Table 3: Monthly unit root test results

Series  Lag' LM(1)/LM(12)? t’fl t,Z2 F A Y D D .
In(IP1) 3 107072 034 -1.63 028 218 160 329 LIS
Py 2 0.52/123  -349° -168 021 177 151 190  0.79
(P 2 037/123 348 -1.69 019 177 140 184  0.77
Py 1 0.541.07  -194 -149 320 226  567° 229  SAI°
In(EC) 6 007120 099 -090 008 0.5 081 241 001
In(ECK 4 0.10/149  -1.18 -0.78  0.03 043 068 165 001
WECK 6 <0.01/1.42 245 096 007 014 052 256 0.0l
InECK - 035140 027 -177 189 257 834 170  3.09
In(EM) - 1.25/1 158 2.00° 112 778 039  1743* 031
nEMF - 106/1.04 041 205> 112 748 035  16.52° 033
nEM® 1 0.19/133  -2.53 -128 070  390° 031  400° 0.0
InEM™ - 030/129  -0.14 -1.10 1.0 319 381 552  3.68

Notes: a, b and ¢ denote significance at the 1 %, 5%
and 10 % levels respectively. c, t and sd indicate that mod-
els consist of drift, trend and seasonal dummies respec-
tively. All series seasonally unadjusted. Critical values are
provided from Franses and Hobijn (1997)

Number of lags in the auxiliary regression.

Breusch-Godfrey first and 12th order serial correlation
LM statistics

In the model selection process, if there is a relatively
significant difference between the models in terms of t or
F-statististics, the extended model is used to avoid the loss
of power that results from exclusion of necessary varia-
bles. In this view, model (4) was considered in testing of
IPI and employment series and model (1) is considered in
the electricity consumption series. According to the results,
the zero frequency unit root is not rejected in all series,
the null of the seasonal unit root could not be rejected at
the frequencies 7, /2, 27 /3 and 5 77 /6 in IPI series;
7w, w/2,2x/3, 5Sm/6,and 7 /6 in the employment se-
ries, at all frequencies in the electricity consumption series.
This implies that the seasonal movements in the series are
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permanent and chang over time. There is also deterministic
seasonality in addition to seasonal unit roots in all series.
The results indicate that seasonal differencing filters can
remove seasonal fluctuations in the series.

Since seasonal patterns are found by the monthly sea-
sonal unit root test, seasonally adjusted series are used. The
seasonally adjusted series of total employment and IPI are
taken from TURKSTAT. The seasonally unadjusted series
of electricity consumption taken from EUROSTAT are sea-
sonally adjusted by employing TRAMO/SEASTS method
suggested by Gomez and Maravall (1997).

The results of the ADF and PP unit root tests for the
seasonally adjusted series are reported in Table 4. The
number of lags is determined by the SBC in ADF test and
by bandwidth using the Newey—West Bartlett kernel in PP
test to avoid serial correlation. The ADF and PP unit root
tests conclude the same results, indicating that the null hy-
pothesis of non-stationarity was not rejected for all series
at conventional levels. In case all series are first differ-
enced, unit roots rejected at 1% level. This implies that all
series are I(1).
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Table 4: Results for the conventional unit root tests

Series Model' Lag’ ADF PP Series ADF PP
- 1 1.14 0.75 -5.76" -6.02°
In(IP]) c 3 -2.38 1.38 A In(IPI) -5.88" -6.09*
c,t 3 -2.51 -1.66 -5.83" -6.05"
- - 2.07 2.39 -8.09° -8.09°
In(EC) c - -0.97 -0.91 A In(EC) -8.56" -8.63"
c,t - -1.99 -1.98 -8.50° -8.56"
- - 2.95 2.43 -6.13* -6.24°
In(EM) c - 0.68 0.35 A In(EM) -6.69° -6.68"
c,t - -1.15 -1.58 -6.83" -6.83"

Notes: a,b and c denote significance at the 1%, 5%, 10% levels respectively.

The results for the unit root tests with structural breaks
are reported in Table 5. According to the results, the null

2008, coinciding with global economic crisis in 2008. That
the break in the level of the employment series follows af-

hypothesis of non-stationarity was rejected for all series at
conventional levels. This implies that the series consist of
structural break rather than unit root. The breaks in level
for IPI, electricity consumption and the employment se-
ries are respectively in September, October and November

ter the break of IPI indicates the rigid structure of the labor
factor market in Turkey. There are also accelerations in the
trend in 2008:9 for Industrial Production, in 2008:10 for
electricity consumption and in 2008:11 for Employment,
which implies recovery from the global crisis in 2008.

Table 5: Results for the ZA test

Series Model k B H B 0 4 f

M) 3 wsm o tie oo oo oo s
MED L w4z oo oo w0t s
WEW &L Jumn aer  eagt oor  oeer  ar

Notes: a,b and c denotes significance at the 1%, 5%, 10% levels respectively. All series are seasonally adjusted. k is the number of lags for which
the last included lag has a marginal significance level at 5%. Structural breaks are determined according to minimum t statistics associated with the unit
root. Fraction of data range to skip at both start and end when examining possible break points is 15%.

Table 6: Results of Bounds Tests for Cointegration

Dependent Variable F-Statistics Critical Values I1(0)-1(1)
Fec(EIL, Y) 3.91[.014] 6.34-7.52°
Feu(LIE, Y) 19.52 [.000] 4.87-5.85"

Fy(Y|E, L) 3.01 [.040] 4.19-5.06°

Note: a, b and c denotes critical value bounds for 1%, 5% and %10 respectively. Asymptotic critical value bounds are provided from Table CI (v)
Case V for k=2 presented by Pesaran et al. (2001). k is the number of regressors in Eq. (5), (6) and (7). Figures in brackets are probability values

Tablo 7: Estimated the long-run coefficients using the ARDL (2,0,0) model

Regressor Coefficient Standard Error T-Ratio
C 13.3805 1.4837 9.0184[.000]
InEC -.3987 19226 -2.0737[.043]
InY .0607 .1437 42263[.674]
T .0041 .0011 3.9012[.000]
DT .0034 .0011 3.1155[.003]
DU -.0852 .0285 -2.9896[.004]

Note: Figures in brackets are probability values.
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The results of the ARDL bounds test for cointegration
using maximum 4 lags are given in Table 6. The results
show that cointegration is only present when employment
is the dependent variable. Computed F-statistics of FEM
(EIL, Y) is higher than the upper bound critical value at
the 1% level. However, when output and electricity are
dependent variables, there is no cointegration, since F-sta-
tistics of FL (L|E, Y) and FY (Y|E, L) are lower than the
critical values at all statistically significant levels.

The estimated long-run coefficients using ARDL
(2,0,0) specification based on SBC are given in Table 7. All
variables except output are statistically significant at con-
ventional levels. The estimated coefficients of the long-run
relationship show that electricity consumption has a high
level of significance and a negative impact on employment
in the long-run, while output has no significant impact on
employment. This implies that energy inputs are substitute
to labor force in the long-run.

The results of the short-run dynamic coefficients are
reported in Table 8. All variables except output are statisti-
cally significant at conventional levels as was found in the
long-run relationship analysis. The larger absolute value of
the equilibrium correction coefficient (ecm) indicates that
the return of the economy to its equilibrium will be faster
after a shock (Pesaran and Pesaran, 2009). The ecm is sta-
tistically significant at 1% level and has the correct sign.
The ecm is estimated approximately -0.31 and implies that
approximately 31% of disequilibria by a shock in the pre-
vious year adjust to the long-run equilibrium in the current
year.

The results of Granger causality test within the er-
ror correction model are given in Table 9. Starting with
short-run impacts, electricity consumption is found to be
significant at the 10% level, while employment is found
to be insignificant in the output equation. This implies that
only the electricity consumption Granger causes the out-
put in the short-run. In both employment and electricity
consumption equations, there is no Granger causality from
output and employment to electricity consumption and
from output and electricity consumption to employment.

The long-run causality results show that t-statistics
on the coefficient of the lagged error correction term are
significant at 1% level in the employment equation with a
negative sign, which is consistent with the result of ARDL
bounds test, implying that the series are non-explosive and
the long-run equilibrium can be reached. The output and
electricity consumption Granger cause employment in the
long-run, indicating that causality interactively takes place
through the error correction term from output and electric-
ity consumption to employment.

The stability of the coefficients of the estimated Eq.
(10), in which employment is the dependent variable, is
checked by using the cumulative sum of recursive residu-
als (CUSUM) and the CUSUM of the square (CUSUMSQ)
tests proposed by Brown et al. (1975). Fig. 1 and 2 re-
spectively provide the graphs of CUSUM and CUSUMSQ
tests. The plot of the CUSUM and CUSUMSAQ statistics
are within 5% of critical bands. The results of the stability
tests show that all coefficients in the estimated model are
stable over the period analyzed.

Tablo 8: Error Correction Representation for ARDL (2,0,0) Model

Regressor Coefficient Standard Error T-Ratio
AC 4.1818 .58635 7.1318[.000]
AlInEM .8248 .0533 15.4693[.000]
AlnY .0190 .0444 4269[.671]
AInEC -.1246 .0590 -2.1137[.039]
AT .0013 3393E-3 3.7677[.000]
ADT .0011 3719E-3 2.8290[.006]
ADU -.0266 .0096 -2.7636[.008]
ecm -3125 .0314 -9.9447[.000]
R’ .8496 Adjusted R? 8314
St. Error .0077 F-Statistic F(3,38) 46.79[.000]
SBC 214.73 AIC 223.49

Note: Figures in brackets are probability values
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Table 9: Results of Granger causality F-tests

Dependent Variable AInEC AlnY AlnEM ECT,
AlnEC - 0.138 (0.712) 0.068 (0.795)
AlnY 3.399 (0.070)° - 0.069 (0.795)
AInEM 2.339 (0.106) 0.678 (0.512) - -1.206 [-5.423]*

Note: Figures in parenthesis and brackets are probability values and t-statistic respectively. a and c denotes significance at 1% and 10% levels
respectively.

15 ergy conservation policies, in an attempt to prevent wast-
P age in energy consumption and to curtail energy demand,
104 can jeopardize and adversely affect the employment level
in the long-run. That decrease in electricity consumption
54 impacts employment negatively and in a unidirectional
way implies that energy inputs are a substitute for labor
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Figure 2. Plots of CUSUMSQ

4. Results

The results of ARDL bounds testing for cointegration
show that electricity, employment and output are cointe-
grated in Turkey in the long-run for the period analyzed. In
the long-run, employment is Granger caused by electricity
consumption and output. The negative long-run coefficient
of electricity consumption in the ARDL model implies that
employment is negatively Granger caused by electricity
consumption in the long-run. This result implies that en-
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force in Turkey. In both the output and employment equa-
tions, there exists no Granger causality among these vari-
ables in the short-run, implying that economic growth will
not impact employment levels and policies inducing higher
employment levels will not increase economic growth in
the short-run. However, electricity consumption Granger
causes increased output levels in the short-run. This result
implies that the economic growth depends on energy con-
sumption, and thus, electricity conservation policies can
adversely affect economic growth in the short-run.
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This paper examines enterprise zone practices and how effects of enterprise zones and investment incentives on local economic
development would be measured. Concept of enterprise zone and its relationship with economic development are discussed, and scien-
tific literature related to topic is introduced. Some information is provided about technical and methodological difficulties encountered in
measuring effects of enterprise zones and investment incentives on local economic development, and main models used in measurement
of such effects are explained. Enterprise zone practices widely used especially in developed countries across the world are focused on
besides reasons for achievement and failure of these practices. This paper ends with some recommendations about impacts of enterprise
zones and investment incentives on local economic development and results obtained by scientific literature.
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Introduction

In many countries, various projects are carried out to
encourage economic development. In these projects, large
resources are used and costs are generally met by govern-
ments. Therefore, supporting local economic development
by using a fewer public resource is a base priority of al-
most all countries. Enterprise zones are one of the impor-
tant tools used in developed countries for a long time in
this regard. An enterprise zone can be defined as a special
geographical area that is constituted by state in order to
encourage local economic development. Enterprises locat-
ed in enterprises zones enjoy various tax and investment
incentives and financial advantages. By this means, they
reduce the costs.

This paper examines enterprise zone practices and
how effects of enterprise zones and investment incentives
on local economic development would be measured. First-
ly, the concept of enterprise zone and its relationship with
the economic development are discussed, and scientific
literature related to topic is introduced. Some information
is provided about technical and methodological difficulties
encountered in measuring effects of enterprise zones and
investment incentives on local economic development, and
main models used in measurement of such effects are ex-
plained.

Then, enterprise zone practices widely used especially
in developed countries across the world are focused on be-
sides reasons for achievement and failure of these prac-
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tices. Causes of failures of enterprise zones and investment
incentive policies are touched upon, and policies concern-
ing increasing regional competitive power through enter-
prise zones and investment incentives are examined.

This paper ends with some recommendations about
impacts of enterprise zones and investment incentives on
local economic development and results obtained by sci-
entific literature.

1. The Concept of Enterprise Zone & Its Relationship
with Economic Development

There are many types of enterprise zones. Urban En-
terprise Zones mainly aim at breathing new commercial
life into lifeless areas of cities; Manufacturing Enterprise
Zones principally intend to bring together enterprises mak-
ing production in the same fields, and Science & Technol-
ogy Enterprise Zones or Industrial Parks and Techno Parks
basically target development of science and technology.

The enterprise zone is only a kind of structure that is
formed in a country generally with economic concerns
subject to special laws and rules, and mostly called free
zones. Free zones can be established to address to domes-
tic market or foreign market. They can be commercial or
industrial in respect of their core activity areas. Free zones
can be established not only for increasing production and
investment but also for developing export and trade. Those
are called export processing zones, transit loading centers,
free ports or free-trade zones.
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To accomplish above-mentioned goals; a special cus-
tom regime is implemented, and financial advantages and
tax advantages are provided concerning infrastructure that
effects acts or costs of business in all free zones. Thus, it is
impossible to consider and examine enterprise zones inde-
pendently from these advantages.

Enterprise zones are of special importance in globaliz-
ing world of the present time. Free zone and enterprise
zone practices are used as an instrument that is considered
to enable especially developing countries to increase their
competitive power. These practices are also part of a policy
aimed at enhancing regional competitive power. Accord-
ingly, it is expected for free zones and enterprise zones to
encourage local economic development.

2. Scientific Literature

Although it is expected for enterprise zones to encour-
age local economic development, results encountered in
practice and findings obtained from scientific literature
make it impossible for us to reach a definite result on this
matter. Firstly, findings of scientific literature will be dis-
cussed.

Even though there are many scientific studies dealing
with taxes and incentives in enterprise zones, the number
of studies investigating the relationship of taxes and incen-
tives with economic growth is not high. There are certain
conflicts between findings of major econometric studies on
this matter.

As far as it could be identified, the first econometric
studies investigating the effects of local taxes and tax in-
centives on investment decisions of businesses started in
the 1980s. Newman & Sullivan (1988) found a positive
relationship though Rubin & Rubin (1987) argued that
there was no relationship at all. A literature review in 1991
demonstrated that in general, national and local taxes had
a small but significant effect on investment decisions (Bar-
tik, 1991).

Papke (1994) is highly important in that it makes a
distinction between tax incentives for enterprise zones and
regional tax incentives. Examining enterprise zones in In-
dia, this study found that constituting an enterprise zone
in a region caused a reduction in use of machinery and
equipment and unemployment, and increased business in-
ventories. Boarnet & Bogart (1996) failed to reach similar
results in the study conducted for New Jersey by employ-
ing the same method. Wasylenko (1997) supported Bartik
(1991), but pointed out that the results of analyses changed
by data set employed, period covered and variables used.
Examining the effect of enterprise zones both on business-
es and household incomes, Greenbaum (1999) figured out
that enterprise zones could create new business opportuni-
ties, but these acquisitions could end up with downsizing
of other businesses. Greenbaum & Engberg (2000) detect-
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ed that enterprise zones had a small positive influence on
household market, incomes and employment.

Being one of the most-recent studies conducted on
this matter by means of “establishment-level data” and a
“border effect methodology”, Billings (2009) found that
Colorado enterprise zone did not have any impact on site
of establishment of businesses, but it created new business
opportunities.

Buss (2001) presented a nice literature review about
enterprise zones, incentives in these regions and their eco-
nomic effects.

3. Methodological and Technical Difficulties

Theoretical scientific approaches assert that enterprise
zones, and incentives may have a positive influence on na-
tional and local economic growth. However, considering
empirical evidence, it is not clear whether enterprise zones
and incentives create an economic growth at the national
and local level as discussed above.

Many reasons can be indicated for failure of theoreti-
cal and empirical studies to arrive at a consensus on this
matter. However, main reason is that the ideal system set
forth by theory is not actualized in practice, and that econo-
metric empirical studies cannot be effectively conducted
due to reasons such as lack of data and methodological dif-
ficulties.

The following example can be given for the first one.
In most of the countries, incentives implemented in en-
terprise zones are of the small amount. In addition, cer-
tain mistakes are made in implementation of the incen-
tive policy. When the said two adversities come together,
positive influence on the economic growth decreases. Tax
incentives are mostly implemented at a large geographi-
cal scale but not in the form of enterprise zone incentives.
This situation makes it difficult to determine the effects of
incentives on regional investment decisions alone. A com-
pany which receives the same incentive also outside the
enterprise zone does not operate in the enterprise zone just
because it is granted an incentive in this zone. Moreover,
enterprise zones are established, organized and managed
for not only economic concerns, but for political purposes
in certain cases. Due to these kinds of reasons, enterprise
zone incentives come to affect not costs but probably
choice of place of business and investment decisions under
very limited circumstances. Researchers making empirical
analyses based on econometric modeling mostly have to
take “other factors (variables)” as constant data because of
lack of data and methodological difficulties and carry out
the analysis by focusing on a particular factor or several
particular factors at a time. In this case, possible effects of
“other factors” on dependent variable(s) are ignored.

There are difficulties in the non-econometric analysis
of the matter, too. A study examining opinions of business-
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es about tax incentives via survey method may encounter
many obstacles. Response rates may be too low. Survey
questions may be answered by people who are not directly
related to the issue. Respondents may give false, imperfect
or misleading information in regard to the importance; they
attach to tax incentives. In addition, it is difficult to rank
different factors in surveys. Similarly, researchers may
face difficulties in the case study method, too. When case
study method is employed, it will be necessary to conclude
a positive relationship between incentives and growth if a
region has economically developed in the course of time
and incentives in this region have been increased within
this time period. However, this positive relationship may
have stemmed from “other factors,” and it is always dif-
ficult to measure the effects of “other factors.”

Another methodological difficulty arises by nature of
taxes. Both at local and national level, taxes are paid in
return for all public goods or services. Public goods and
services have a positive contribution to national or local
economic growth. However, studies on effect of enterprise
zones and tax incentives on local economic development
do not take into account the possible negative effect to be
caused by an increase in incentives on value of public ser-
vices provided in this region. In fact, this problem is more
unsolvable at the regional level. This is because, it is re-
quired to determine whether companies in the enterprise
zones are “net taxpayers” (whether additional benefits
provided through the increase in incentives meet losses of
benefit caused by decrease in public services) in the case
of tax incentives.

Studies examining effects of taxes are built on the
“concept of elasticity. ” For example, it is possible to calcu-
late how a change of 1% in taxes affects the other variable.
However, although this kind of a calculation has a statis-
tical meaning, there are deep suspicions about its actual
economic meaning (Buss, 2001: 95).

Businesses do not make investment decisions only ac-
cording to tax incentives. These decisions may be affected
by many factors such as access to sale markets, costs, and
saving opportunities. According to many researchers, it
is quite difficult to capture this complex structure among
econometric equations (Peters & Fisher, 2002: 167).

Econometric models measure local economic growth
only on the basis of “investment decisions” (establishment
of new businesses in that region) in general. However, lo-
cal economic growth in a region may occur in ways other
than foundation of factories there (Peters & Fisher, 2002:
167). Other main variables that can affect local economic
growth are public services provided for these businesses,
average wage rate in the region, taxes, national and local
regulations, and non-tax incentives.

As mentioned above, data set used in the econometric
analysis is very important in measuring the effect of enter-
prise zones and tax incentives on local economic growth.
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This is because; during analyses, enterprise zones should
be evaluated independently from country and city where
they are established. However, data set about tax-related
advantages is published on the basis of country or city in
many countries. This brings about misleading results in the
analysis. Dataset should be provided on the basis of enter-
prise zone or company (at establishment level).

If multiple enterprise zones are being analyzed, all
of the enterprise zones should have same characteristics.
However, enterprise zones are usually formed for different
purposes and in different structures. While main establish-
ment purpose of an enterprise zone is to encourage tech-
nological investments, main purpose of another enterprise
zone may be to support manufacturing industry or to in-
crease employment. They cannot be evaluated together. In
such a case, researcher should conduct his work covering
just one enterprise zone.

4. Employed Models

Different models have been used up to now depending
on characteristics of data set that could be reached in order
to measure the effect of enterprise zones and tax incentives
implemented in these regions on local economic develop-
ment.

Among these models, the first one is Constant Coef-
ficients Model (Sayrs, 1989: 19-26). The most important
weakness of this model is the difficulty of assuming coef-
ficients as constant in a study examining the relationship
between tax and growth.

Therefore, in general, Covariance Model is used in
tax-growth literature. Effects that result from central gov-
ernment or local conditions, change depending on the time,
and cannot be included in panel data analysis can be cap-
tured by this means. Covariance Model is also known as
Least Squares Dummy Variables - LSDV Model or Fixed
Effects Model (Peters & Fisher, 2002: 177). The difficulty
of this model is that increasing the number of dummy vari-
ables decreases degree of freedom, accordingly statistical
power of the model. To overcome this problem, temporal
fixed effects are ignored, and model can be defined to in-
clude cross-sectional fixed effects alone (Pindyck & Ru-
binfeld, 1997: 253).

Another model that can be used in analysis of tax-
growth relationship is Random Effects Model. This model
employs time and cross-section dummy variables. Error
term of a cross-section model is divided into three compo-
nents: cross sectional error, time error and combined error.
By this means, lack of knowledge is identified in the first
two components of error term, and lower degree of free-
dom, and higher statistical significance are ensured. In this
regard, Random Effects Model is superior to Covariance
Model in analysis of tax-growth relationship. However, er-
ror term components must be uncorrelated with explana-
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tory variables in the model. If this assumption is not met,
estimations may become invalid. The use of Fixed Effects
Model may be required if this assumption cannot be ful-
filled due to reasons deriving from available data (Peters &
Fisher, 2002: 177).

5. Enterprise Zone Practices

Up to this point, the topic has been covered within
the scope of methodology concern, and mostly techni-
cal explanations have been made by expressing difficul-
ties encountered, and models used in measuring the effect
of enterprise zones on local economic development. The
motivation behind this approach is that there are serious
mistakes and deficiencies even in developed countries con-
cerning determination of whether enterprise zones are re-
ally beneficial, and regarding measurements made in this
respect in terms of methods, data and models, in particular.

Now, enterprise zone practices widely implemented
in developed countries in the world will be introduced
through examples. Reasons for achievement and failure of
these practices will be touched upon. It will be discussed
how correct policies may serve the purpose of increasing
regional competitive power by distinguishing these rea-
sons.

5.1. Enterprise Zones in United Kingdom

The United Kingdom (UK) is the first country where
enterprise zone practice was launched in the 1980s. Enter-
prise zones were established in the UK initially for increas-
ing employment by forming work areas designated with
special status in underdeveloped regions (mostly squatter
settlements) of cities, and for economically developing
these regions. In general, areas under public possession
were chosen as a place of establishment. Those established
in the first stage were planned in such a way that maximum
81 companies could operate there. However, those estab-
lished later on were planned to include 12 companies. Not
only tax incentives but also bureaucratic incentives were
used in these zones (Bennett, 1990: 387).

Incentives granted for enterprise zones in the UK were
limited to a period of 10 years following establishment of
the enterprise zones. This restriction made additional con-
tributions of enterprise zones to local economic develop-
ment controversial in the following years. However, al-
though incentives lost their validity in the course of time,
existence of businesses in these areas mostly continued
through redesign of these areas (Potter & Moore, 2000:
1279-1280).

Incentives applied to businesses in enterprise zones
in the UK are collected under eight titles (Bennett, 1990:
388):
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1) Exemption from local property tax for all indus-
trial, commercial and business goods. This exemp-
tion is valid for a period of 10 years as of the es-
tablishment. Revenue loss to be suffered by local
government later on is fulfilled by central adminis-
tration.

2) Exemption from development land tax. This tax
is collected through taxation of the difference be-
tween purchasing price and sale price of a land. The
first 75 thousand pound of the profit is exempted
from tax.

3) %100 discount from income tax and corporate tax
imposed on capital expenditures to be made on in-
dustrial and commercial buildings in these zones,

4) Priority in certain customs transactions for com-
panies established in enterprise zones, reducing
certain customs obligations for these companies,

5) Advantage of not paying information and com-
pulsory education fee to industrial training institu-
tion (this advantage was effective until 1989),

6) Simplified local planning: Plans and projects in
accordance with general purposes of the enterprise
zone could be put into practice without receiving
approval of the higher authority.

7) Auditing concerning planning of the zone, and

8) Reduction of the amount of statistical information
required to be sent to central administration.

Small- and medium-sized businesses making produc-
tion, mostly for domestic market took place in enterprise
zones in the UK. Accordingly, contribution of these zones
to local employment remained limited (Potter & Moore,
2000: 1286).

It was figured out that just a small part of created em-
ployment consisted of full-time jobs, and cost of generat-
ing employment was very high (Gunther & Leathers, 1987:
889).

It was argued that enterprise zones in the UK did not
encourage free enterprise, but tax incentives implemented
in these regions could contribute to urban regeneration
(Jones, 2006: 109). In parallel with that, it is thought that
enterprise zones do not increase inward investments, but
probably enable investments to become dense in particular
areas (Jones, 2006: 123)

5.2. Enterprise Zones in the USA

Enterprise zone practice in the USA started shortly af-
ter the UK. Unlike the UK, the Congress had initially a sus-
picious approach towards enterprise zones in the USA, and
relevant legislature was not legitimized in the beginning
(Rubin & Richards, 1992: 433). However, lack of legal
regulations was made up in 1993, and the number of enter-
prise zones increased in the USA (Snow, 2000: 17-18). In
2000, this number was found to be 3 thousand in the entire
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country (Potter & Moore, 2000: 1280).

Incentives in enterprise zones in the USA were limited
to 10 years in 1994. However, unlike the UK, the USA laid
down local labor employment as a condition. Companies in
the USA enjoyed greater incentives and advantages. 20%
of tax obligation to be paid by these companies was re-
garded as tax—exempt amount (Cowden, 1995: 8). Still, in-
centives implemented in the USA enterprise zones vary by
states and regions. For example, while investment allow-
ances and property tax abatements are used in some cases,
exemption from all the state and local taxes is adopted in
some other cases (Snow, 2000: 17). A special importance
was attached to the employment increase goal in employ-
ment zone practice in the USA. Incentives were specially
regulated for an employment increase.

Nevertheless, main criticisms addressing to enterprise
zone practice in the USA indicate that incentives and other
advantages are not regarded by businesses in many areas,
and that businesses attach more value on components such
as infrastructure, logistics, easy access to market, and pro-
duction and labor costs. Enterprise zones in the UK are
considered to be unsuccessful in accomplishing their pur-
pose while those in the USA are regarded to be partially
successful as they could generate more employment (Ru-
bin & Richards, 1992: 433).

5.3. Enterprise Zones in Other Countries

Apart from the USA and the UK, countries such as
France, Italy, Russia, Poland, India, China and Vietnam
have enterprise zones. In addition, different development
programs concerning development of underdeveloped re-
gions are carried out in almost every country. Enterprise
zone practices and these development programs are not
alternatives to one another; they support one another. The
difference of enterprise zones is that it is built upon realiza-
tion of local economic development through private sector,
but not public resources.

Enterprise zones do not operate in a particular sector or
particular sectors in the above-mentioned countries, either.
They are common in almost all sectors.

Enterprise zone practices in these countries are criti-
cized in a similar way to those in the USA and the UK. It is
stated that enterprise zones remain incapable of generating
additional employment, just cause inter-regional mobiliza-
tion of employment, and fail to fulfill their roles concern-
ing development of underdeveloped areas.

Conclusion and Recommendations

Today, it is one of the priorities of almost every country
to support economic development and reduce regional im-
balances. For this purpose, large public resources are used.
Enterprise zones, which are defined as special geographical
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areas created by state in order to encourage local economic
development, are one of the important instruments used as
they are thought to support economic development through
use of fewer public resources. Businesses located in the en-
terprise zones enjoy various tax and investment incentives
and financial advantages. It is theoretically thought that,
thanks to these advantages, a contribution is made to eco-
nomic growth through lower-cost production, provision of
competitive advantage, encouragement of desire to invest,
and expansion of employment opportunities.

On the other hand, there are certain doubts concerning
whether enterprise zones and incentives implemented in
these zones accelerate economic growth, as set forth in the-
ory. This report was prepared in order to point to this issue,
in particular. It also examined enterprise zone practices and
how effects of enterprise zones and investment incentives
on local economic development would be measured.

Firstly, the concept of enterprise zones and its relation-
ship with economic development were explained, and the
scientific literature related to topic was reviewed. Upon re-
viewing scientific studies, it was determined that the num-
ber of scientific studies focusing on taxes and incentives
in the enterprise zones was high, but the number of stud-
ies examining the relationship of taxes and incentives in
these regions with economic growth was low. Inconsisten-
cies between findings of econometric studies on this matter
starting in the 1980s were clearly seen in the present report.
This situation was understood to result from the data sets
employed, the periods covered and the variables included.

Secondly, some information was given about technical
and methodological difficulties encountered in measure-
ment of effects of enterprise zones and investment incen-
tives on local economic development. Obtained results can
be summarized as follows:

In many countries, tax incentives are not implemented
only at the “enterprise zone level”. Therefore, it is quite
difficult to reach a dataset that includes only tax incentives
implemented at enterprise zone level. In fact, it is neces-
sary to separate enterprise zone tax incentives and regional
tax incentives in empirical analyses.

Enterprise zones and incentives may have two kinds of
effects on growth. This effect may occur at a national level
or local level. It is necessary to make this distinction in
econometric analyses, too. That is to say, economic growth
should be separately taken as national economic growth
and local economic growth.

If tax incentives are not implemented only in enter-
prise zones in a country, a company which receives the
same incentive also outside the enterprise zone does not
operate in the enterprise zone just because it is granted an
incentive there. There are also other factors affecting in-
vestment decisions of companies. Among such factors are
conveniences in the provision of raw materials — interme-
diate goods, access to sale markets, production and labor
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costs and cost saving opportunities, average local wage
rate, physical and technological infrastructure facilities,
easy access to market, public services provided for compa-
nies, non-tax incentives, deregulations implemented at en-
terprise zone level, and bureaucratic conveniences. When
making investment decisions, companies take into consid-
eration these factors, as well. In this sense, econometric
models should include these factors, too.

When evaluating tax incentives and public services
provided for companies together, it may be necessary to
consider whether additional benefits obtained by compa-
nies through the incentive increase meet losses of benefit
caused by decrease occurring in public services to be pro-
vided in the enterprise zone due to increase in incentives.

Local economic growth should not be measured only
looking at “investment decisions (establishment of new
businesses in that region).” Since purposes of establish-
ment of enterprise zones show a variety, we may encounter
local economic growth as “local employment increase” in
labor-intensive sector, and as “production and added-value
increase” in the technology-intensive sector.

Dataset to be used in an econometric study examining
the effect of enterprise zones on local economic growth
should be at enterprise zone or company level (establish-
ment level), which mostly requires examination of just one
enterprise zone, or for all enterprise zones to have same
characteristics.

Thirdly, main models used for measuring the effect of
enterprise zones and tax incentives implemented in these
zones on local economic growth were introduced. Among
these econometric models are Constant Coefficients
Model, Covariance Model and Random Effects Model.
Covariance Model is also known as Fixed Effects Model.
Especially weaknesses of the said models were examined.
Accordingly, the last two models are the most suitable ones
for use.

The following chapter of paper presented enterprise
zone practices in the world through examples. Details of
this practice, which is widely implemented in the USA and
the UK, were evaluated. Enterprise zone practice is used as
a complementary element of development programs aimed
at development of underdeveloped regions of developing
countries. Lessons derived from country experiences for
succeeding in the said practice are as follows:

It is necessary to set a reasonable time limit (e.g. 10
years) for tax incentives implemented in enterprise zones.
Following completion of this time limit, governments ob-
tain an opportunity to re-arrange these zones, and busi-
nesses located in these zones generally do not terminate
their existence there.

It is very important that an enterprise zone is designed
in accordance with its purpose of establishment. Enterprise
zones should not be formed just for political concerns. The
ways in which an enterprise zone would affect economic
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growth should be determined at the stage of establishment.
In parallel with that, taxes and other incentives and privi-
leges should be independently stipulated for each enter-
prise zone.

For instance, if the purpose is to achieve local em-
ployment increase, “local labor employment requirement”
should be set along with incentives, and incorporation of
big companies making labor-intensive production into the
enterprise zone should be encouraged. If enterprise zones
are to be designed in the form of technological zones, com-
panies should enjoy incentives as much as they provide
“production and added-value increase.”

Other factors affecting entrance of companies into en-
terprise zones and investment decisions should be taken
into consideration by governments in detail. Among these
factors, those which can be controlled independently from
the geographical area (e.g. physical and technological in-
frastructure facility, public services provided for compa-
nies, non-tax incentives, deregulations implemented at en-
terprise zone level, bureaucratic conveniences) should be
arranged in favor of companies.

Finally, reliable company (establishment) level numer-
ical data are needed in each country to enable measurement
of the effect of enterprise zones and tax incentives imple-
mented in these zones on local economic growth. Large
gap between theory and practice can be prevented only in
this way.
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Aggregate Order Release Planning through Supply Chain
and Loss Compensation
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Abstract

In recent times, the competition exists among supply chains but not enterprises. Therefore collaboration, information sharing and
aggregate planning through supply chain are very important. Aggregate order release planning through supply chain is essential because
it reduces total supply chain inventory costs. In this planning, enterprise doesn’t release own optimum order quantity. Instead of this,
enterprise cares about supply chain costs and releases chain optimum order quantity. With reducing total supply chain inventory costs
through chain, some enterprises take advantage of aggregation whilst some enterprises may lose. For the long term and permanent coop-
eration purposes vantage enterprises should compensate the enterprises which are in disadvantage position.

In this study, a supply chain coordination model with multi-stage and multi product condition has been developed. Model has been
tested with supply chain data and the supply chain costs in local optimum decision through supply chain condition have been calculated.
At the same time, supply chain costs in condition of aggregate planning through total supply chain have been calculated. Suffered loss
calculation method is proposed to compensate for the losses of enterprises working in coordination with the supply chain as a result of
reductions in the supply chain from the SCC (Supply Chain Cost).

Keywords: Supply chain, inventory, loss compensation
JEL Classification: M11

Introduction

Supply Chain Management includes and aggregates
all of the enterprises’ supply and demand management.
Traditionally, companies focus on their businesses, they
do not see themselves as part of the supply chain. How-
ever, one of the most important points needed to focus on
is aggregate planning of the supply chain. Supply chain
knowledge and participation are important issues for effec-
tive aggregate planning.

The conversion of an aggregate demand into produc-
tion units is relatively straightforward for a company who
produces just one product, closely allied products, prod-
ucts that are reasonably homogeneous, or products that use
few component parts. However, for facilities that produce
a diverse set of products, the development of an aggregate
plan is more complex (Waller, 2003:365).

Recent advances in information technology enable
firms to manage effectively and inexpensively the coordi-
nation of not only the physical flow of materials but also
the flow of different types of information such as demand,
capacity, inventory, and scheduling, through a supply chain
(Barut, Faisst, & Kanet, 2002:161-171).

After Goyal’s (Goyal, 1976: 107-111) study in coor-
dinatation through supply chain inventory cost, several
researchers stayed on this issue and expanded this con-
cept (Monahan, 1984: 720-726, Joglekar, 1988:1391-139,
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Banerjee, Kim&Burton, 2007: 271-280, Jaber & Goyal,
2008,95-103).

Goyal developed inventory cost optimization methods
for a definite product for manufacturers and suppliers. Ac-
cording to him, aggregate planning, deterministic demand
and zero lead time are assumed (Goyal, 1976: 107-111).

Monahan expanded and added discount rate for aggre-
gate buyer and supplier inventory planning for a definite
product (Monahan, 1984: 720-726). Later model was im-
proved by Joglekar (Joglekar, 1988:1391-139).

Banerjee and collegues developed a mathematical
model, with the objective of cost minimization, for coor-
dinating the replenishment decisions for procurement, pro-
duction and distribution inventories, associated with a sin-
gle product, in a deterministic, multiechelon supply chain
environment. Such coordination is achieved by linking the
inventories at the different echelons of the chain through
integrated decision making. They also suggested a heuris-
tic two-phase solution algorithm (Banerjee, Kim&Burton,
2007: 271-280).

Jaber and Goyal’s paper investigates the coordination
of order quantities amongst the players in a three-level sup-
ply chain with a centralized decision process. This paper
assumes that savings generated from coordination would
be distributed among the players of the chain (Jaber &
Goyal, 2008,95-103).
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1. Multi Product and multi level supply chain

It is assumed that the supply chain consists of one
manufacturer, multi supplier and multi wholesaler. The
product is evaluated with two parts in manufacturer: En-
trance warehouse with raw materials or components and
exit warehouse with finished products.

Product is manufactured with a combination of multi-
ple components (Figure 1). These components come from
suppliers to entrance warehouse after that pass through
production line and enter to exit warchouse as a finished
good in manufacturer. Afterwards, finished goods are dis-
tributed to wholesalers.

1.1 Asuumtions and Notations
Assumptions are as follows:

a. deterministic demand

b. zero lead time

c. the product consists of many components or raw
materials

d. one more product available

e. manufacturer production batch is coefficient of
wholesalers ordrer quantity

f. manufacturer splits the production batch and then
orders to suppliers

g. supplier production batch is coefficient of suppliers
ordrer quantity

h. shortages are not allowed

i. time horizon is infinity

The input parameters and decision variables for
wholesaler, manufacturer and suppliers are denoted by the
subscripts r, p and s, respectively.

Notations are as follows:

D total annual demand rate for wholesaler
D, annual demand rate for r wholesaler

Manufacturer

Suppliers

total monetary order quantity of wholesalers in
monetary order quantity of r wholesaler
manufacturer production coefficient

suppliers production coefficient

number of delivery lot splitting for manufacturer
manufacturer production coefficient for r whole-

o= =

AOARLCLO

T

saler

7~

.. Supplier production coefficient which beginning
from r warehouse

L. number of delivery lot splitting for manufacturer
which beginning from r warehouse

O, total ordering cost for wholesalers

O, ordering cost for r wholesaler

O, total ordering cost for wholesalers

O, total ordering cost for suppliers

S, s suppliers setup cost for product p

h, total holding cost rate for wholesalers

h ~ total holding cost rate for manufacturer

h,  total holding cost rate for suppliers

S manufacturer total setup cost

S, manufacturer fixed setup cost

S, manufacturer variable setup cost for p product

P annual monetary production rate for manufacturer
B, add-on cost rate to product when products flow

from manufacturer to wholesaler
B, add-on cost rate to production line
B, add-on cost rate to product when products flow
from supplier to manufacturer
P annual monetary production rate for supplier
p. suppliers procurement rate for total raw material
C_ product cost of p in r wholesaler
Q, ordering quantity cost of p in r wholesaler
D annual demand quantity of p in r wholesaler
)
)
D
Q

2

»

discount rate for wholesalers
discount rate for suppliers
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Figure 1. Structure of multi-product and multi-level supply chain
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2. Total supply chain inventory cost

Total supply chain inventory cost is considered in two
aspects: without coordination and with coordination.

2.1 Without coordination

Without coordination every participant of supply
chain cares about local inventory cost optimization. Every
wholesaler gives own order separately and therefore man-
ufacturer receives every order and also puts into produc-
tion separately. At the same time ordering activity for pro-
curement prepared separately. Manufacturer and supplier
multiply every order by production coefficient and put
into production (Banerjee, Kim&Burton, 2007: 271-280,
Sultanov, 2010). Total supply chain inventory cost (TSCC)
would be equal to

TSCC(Qy, Kip, Ly, Kars)
Qr
02" Z—h +Z
Z 2" Kl

Qr ((2 Klr) P + Klr - 1) DrLr
+ b+ Y =0
231 m m KlrQr v

T

K.
+ Z 1rQr2r m + Z Z
2L.PB{*B, QrKHKer

D,
N Z QrKIr ((2 - Ker) m + Kzrs - 1) N
2L,B,B,B; s
S r

1
2.2 With coordination

With coordination every participant of supply chain
cares about supply chain inventory cost optimization. Eve-
ry wholesaler releases aggregate order and therefore manu-
facturer receives every order at a specific time and puts
into production together. At the same time ordering activ-
ity for procurement prepared compound (Sultanov, 2010).
TSCC* with coordination would be equal to

TSCC™(Q, K1, L, K>)

D

Q K.Q Q 2By
+£0 p_fed o DL,
K.Q " " 2LPB?B, ™ QK\K, °

D
ok ((2 ~IpEEE e 1)

2LB,B,B;

hpy

+

hy

@)
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3. Loss compensation through supply chain

With reducing total supply chain inventory costs
through chain, some enterprises take advantage of aggre-
gation whilst some enterprises may lose. For the long term
and permanent cooperation purposes vantage enterprises
should compensate the enterprises which are in disadvan-
tage position (Jaber & Goyal, 2008,95-103).

If wholesalers are end up a loser after that the main
manufacturer will perform a discount rate by 6. Discount
rate for whglesaler ngggestel:)d as 0 )

r r T T
5, _( 0,4 hy L0 = hr)Dr
3)

After receiving the discount from the manufacturer,
wholesaler adjusted annual inventory cost would be equal
to

D, .
TSCC(Q77) = =0 + QTrhr — D6,

4)

Other disadvantaged players may be the manufacturer

suppliers. If after aggregate order releases planning, sup-

plier will be in disadvantage position, manufacturer will be

compensated and discount rate 8_suggested as

O o Dy v
5 - DL 0 +Q5 Ky ((Z—Kz )—PssBleBs+Kz —1>h
s Qs K Ky, S 2L**B,B,B; s

D,
QrKyy <(2 —Kars) PSSTEZB3 + Kaps — 1)

2L, BB, B,

hs

Z QrKIrKer

)

If 6 <0 this means supplier is not in disadvantage po-

sition and 6 s=0. After receiving the discount from the

manufacturer, suppliers adjusted annual inventory cost
would be equal to

TSCCs(Qs™, Ky™, L™, Kz™)

P . D. .

_ e . +Qs Ky ((2—1(2 )m*'l(z —1)h
Q7KK Y 2L*B,B,B3 s
DS
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After compensation of wholesalers and suppliers, man-
ufacturer adjusted annual inventory cost would be equal to

TSCCu(Q™, K™, L)

" iy D -
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=St T hm+ZD,5,
T
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4. Numerical example The values of parameters have taken from Sultanov’s (Sul-

tanov, 2010) study (Table 1, Table 2, Table 3). The whole-

Consider four-level supply chain with three whole- salers, manufacturers and suppliers have following input
salers, three suppliers and two different warehouses in parameters.

manufacturing (entrance warehouse and exit warehouse).

Table 1. Wholesalers input

Wholesalers Lokbatan Binegedi Regions
CRT14 LCD32 CRT14 LCD32 CRT14 LCD32
Annual demand (unity) 6000 3000 2400 1200 3600 600
Cost($) 90 562.5 90 562.5 90 562.5
Ordering cost 45 45 45
Holding cost %20 %20 %20
Cost percentage(B;) 1.25(%25) 1.25(%25) 1.25(%25)

Table 2. Manufacturer inputs

CRT14 LCD32
Setup cost ($) 132 132
Holding cost %18
Production rate(unity/year) 18.000 7.200
Cost percentage(B,) 1.2(%20) 1.2(%20)
.. Front cabin
Azerbaijan Rear cabin 20
. Styrofoam
Ordering cost X country Parcel 60
Screen
Y country Main board 120
Table 3. Suppliers inputs
Suppliers Azerbaijan X country Y country
Front cabin Rear cabin Styrofoam Package Screen Main Board
Companents CTR LCD | CRT | LCD | CRT | LCD | CRT | LCD | CRT | LCD | CRT | LCD
Prodgction E % E % é g E % E % E %
rate(unity/year)| = ) = ° = =) = ) ~ ) ~
Component - -
Cost($) (In | e Q g & o e k- g cn 5 = A
manufacturer)
Setup cost 30 40 30 40 200 80
Holding cost %20 %20 %20
Cost o 0 o
percentage(Bs) 1.3(%30) 1.3(%30) 1.3(%30)
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When through the supply chain used aggregate order
release planning TSCC reduced by 18793.22% and only
wholesaler becomes a loser (Table 5). Manufacturer and
supplier become an advantage position and putdown the
annual inventory costs (AIC).

After using equation 3 wholesalers discount rate is cal-
culated for each wholesaler respectively 8= 0.0037%, 6,=
0.0199%, 6,=0.0199%. If in question discount rate is used
(equation 4) TSCC for each wholesaler will be reduced re-
spectively to 6332.06, 4004.75 and 3450.65.

There is no loss for suppliers and discount rate is
8 =0 . Therefore with AIC of suppliers there is no change
and it remains as 12761.93664$. After compensation of
wholesalers is lost AIC of manufacturer will increase to
13370.45% (12761.94 + 608.51).

Equation 1 and 2 are used to get TSCC. If there is no
coordination (Equation 1) and every enterprise through
supply chain level cares about local stage cost wholesal-
ers order quantities are Q,"=31660.31, Q,’=20023.74,
Q,"=17253.26, manufacturer production coefficient is
K,"=4 for every wholesaler, supplier delivered number to
exit warehouse is L'=1 and suppliers’ production coeffi-
cient K" vary between 1 and 3 for every different ordering
(Table 4).

If there is a coordination (Equation 2) and every sup-
ply chain level cares about total supply chain cost whole-
salers total order quantity is Q"=63142.71 , manufacturer
production coefficient is K *=4 , supplier delivered num-
ber to exit warehouse is L™=2 and suppliers production
coefficient is K,"=2.

Table 4. TSCC without coordination

AIC of AIC of
AIC of entrance exit AIC of
Qr wholesaler s warehous Linr warehous Kars suppliers ISEG;
e e
K311 = | 1507.7800
2 97 TSCC; =33104.690
Q7 =31660. | 6332.0612 |K{; = | 10628.063 |Ly,; = |6876.0657 |K;,, = | 880.75244 44
31 76 4 21 1 28 3 74
K315 = | 6879.9676
1 82
K751 = | 862.16303
2 20 TSCC, =23204.629
Q; =20023. | 4004.7471 |K;, = | 7486.3981 |L;,, = |3074.4377 |K;,, = | 571.90295 17
74 83 4 31 1 74 2 65
K3,5 = | 3609.3910
1 18
K531 = | 723.33083
1 19 _
Q3 =17253. | 3450.6521 | Kiy = | 6538.8899 |Lips = 2460.5067 K3y, = | 489.56474 | T5CCa 21006489
26 12 4 62 1 04 2 21
Kj33 = | 3001.9542
1 78
13787.46 24653.35 12411.01 185%%807 69378.62916
Table 5. Annual inventory costs with independent and aggregate approaches
AIC of AIC of entrance AIC of exit AIC of suppliers TSCC
wholesaler warehouse warehouse
Independent SCM | 13787.46100 24653.3513 12411.01020 18526.80708 69378.62916
Aggregate SCM 14395.96404 11758.22509 11669.28319 12761.93664 50585.40896
Cost enhancing 4% 110% 6% 45% 37%
percentage
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Table 6. Compensation discount rate for each wholesaler

D, - Q: T QrQ Loss 8
+ 7 h, - 7 h,
1 (Lokbatan) 2227500 37209.1 31660.31 6414.81 6332.06 82.75 0.0037%
2 (Binegedi) 891000 14883.6 20023.74 4182.26 4004.75 177.52 0.0199%
3 (Regions) 661500 11050 17253.26 3798.90 3450.65 348.24 0.0526%

Conclusion

Aggregate order release planning is crucial through
supply chain for being competitive and reducing total sup-
ply chain inventory cost. Local inventory optimization
approaches will increase the total supply cost. As a team
play in supply chain every enterprise should care about to-
tal supply chain cost. Coordination through supply chain
would yield the synergy effect and TSCC would affect
positively. However, some enterprises may lose this coor-
dination. For this reason after coordination supply chain
participants should compensate the enterprises loss which
in the disadvantage position.

In this article the supply chain inventory cost model
was established. This model considered coordination and
no coordination condition through supply chain. Compen-
sation for disadvantage position, participants discount rate
and AIC after discount rate were suggested. The model
checked and supported with real supply chain parameters.
The paper puts emphasis on loss composition aspect nev-
ertheless further researches may head towards total supply
chain acquisition share out suggestions.
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This paper aims to investigate the empirically the impact of FDI on economic growth of Georgia over the period of 1997-2010. The
Engle-Granger cointegration and Granger causality tests are used in order to analyse the causal relationship between FDI and economic
growth. It is crucial to see the directions of causality between two variables for the policy makers to encourage private sectors. It is found
that these two variables are cointegrated. Our empirical findings suggest that it is FDI that causes GDP in the case of Georgia.
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Introduction

It’s a well-known fact that Foreign Direct Investment
(FDI) has recently become more crucial, and this statement
most of all applies to the developing countries which strive
for modernization of their industries and support their so-
cio-economic developments. By definition, made by many
international organizations such as the international Mon-
etary Fund (IMF), The Organization for Economic Coop-
eration and Development (OECD), and the United Nations
Conference on Trade and Development (UNCTAD), FDI
can be understood as the long term financial participation
by an investor from one particular country in an enterprise
to another country, thereby having a significant degree of
influence on management of the enterprise (at least a 10 %
share of capital). It can take in the form of acquisition of
already existing host firms or establishment of new compa-
nies in the host country, usually referred to as Greenfield
investments.

Many policy makers and academicians agree on the
issue that FDI can have a long-term beneficial impact on a
country’s development since it is generally directly linked
to productive investments. Many of the empirical studies
regarding the role of FDI in the host countries suggest that
FDI may also assist developing countries through the provi-
sion of capital with creating new job opportunities, through
the inflow of technology, through the inflow of managerial
know-how and marketing skills, and through its impact on
the development of efficient markets'. Beside the positive
effects of FDI to the host countries, some firm-level stud-
ies do not support the idea that FDI promotes the economic
growth?,

Since 1970, there have been only five major downturns
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in FDI inflow trend. In 1976 FDI inflows fell by 21%, in
1982-1983 the decline was 14% a year on average, in 1991
FDI inflow was down 24%, in 2001-2002 the bust in FDI
registered 31% a year on average (UNCTAD, 2003), and
finally, after a 16 % decline in 2008, global FDI inflow fell
a further 37% in 2009 (UNCTAD, 2010).

FDI remains the biggest component of net resource
flows to developing countries, and since 1990 it has been
a growing part of total investment in these countries. The
amount of FDI flowing to developing countries increased
remarkably in the 1990s and now account for about 25%
of global FDI (Erdal and Tatoglu, 2002). From only $15
billion in 1985 and $23.7 billion in 1990, FDI inflow to
developing countries rose up to $162 billion in 2002 (Far-
rell, Remes, & Schulz, 2004) which is significant. Devel-
oping countries which proved to be relatively immune to
the global turmoil in 2008 were not spared in 2009 but did
better than developed countries. After six years of uninter-
rupted growth, reaching the historical record in 2008, 658
billion, FDI flows to developing countries decline by 24%
in 2009 (UNCTAD, 2010).

Georgia is a newly independent country after the col-
lapse of the Soviet Union. The country has attracted inter-
est and attention of foreign investors since the early 1991s,
and has started to become the subject of FDI inflow. Geor-
gia has relatively small markets and do not have rich natural
resources (e.g. oil, natural gas and rich minerals) compared
to other countries in the region, such as Azerbaijan, Turk-
menistan, Kazakhstan and Uzbekistan. A majority of the
foreign investment flows toward the region is in the form
of FDI. After obtaining independence in 1991, Georgia en-
countered problems such as ethnic conflicts and civil war.
During the 1992-1995 periods, Georgian economy was in
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a very poor situation. Severe economic problems coupled
with increased criminal condition hindered FDI inflows to
the country (Economist, 1993). The cumulative decline in
real GDP is estimated to have been more that 70% between
1990 and 1994, and by the end of 1996, Georgian economy
had shrunk to around one-third of its size in 1989.

Starting from 1995, Georgian economy began to show
the signs of improvement and development with the mac-
ro-economic stabilization programs carried out with the
assistance of the IMF and the World Bank. But the remark-
able increases in the economy occurred after the Rose Rev-
olution of 2003 with the Saakashvili’s new government,
mostly due to the introduction of political and economic
stabilization programs, which involved the strengthening
of central authority, decline of crime rates, fighting effec-
tively against corruption, competitive trade regime, low
taxes and acceleration of privatization. These efforts had
a positive impact on the economy and led to an increase
in the value of FDI. As mentioned by Gursoy and Kursun
(2008) in their survey study that the issues such as gov-
ernment regulations (regulatory burden), infrastructure,
or safety do not act as major deterrents of FDI inflows,
especially after the successful reforms of the Saakashvili
government. In 2007, the inflow of FDI more than doubled,
reaching 1.75 billion, which was 17% of GDP. However,
the global financial crisis coupled with the August war in
2008 and their aftermath had impeded growth. FDI nose-
dived to $1.56 billion in 2008 and fell further to $658 mil-
lion in 2009 and $814million in 2010. This is just 7 % of
GDP, not only well below the pre-crisis level but also at a
record low level since 2004 (Edilashvili, 2011).

The present paper is organized as follows. Section II
includes literature review. Section III describes the meth-
odology employed and the sources of data collected. Sec-
tion IV reports the estimated results. Last section is the
conclusion.

1. Literature Review

According to the general growth theories, the two ma-
jor factors driving economic growth are the capital accu-
mulation and the technological advances. Naturally, this
has drawn the attention of the scholars’ researches on the
relationship between FDI and economic growth. As men-
tioned by Ozturk and Kalyoncu (2007), the consensus view
seems to be that there is a positive relationship between
FDI inflow and growth provided receiving countries have
reached a minimum level of educational, technological
and/or infrastructure development. However, there is no
universal agreement about the positive association be-
tween FDI inflow and economic growth. Research that fo-
cuses on data from only less developed countries (LDC's)
has tended to find a clear positive relationship, while stud-
ies that have focused on data from only developed coun-
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tries (DC’s), have found no growth benefit for the recipient
country.

For example, Mullen and Williams (2005) and Choe
(2003) have found that FDI has a positive effect on eco-
nomic growth. But Borensztein et al. (1998), Alfaro et al.
(2008), conclude that FDI will promote economic growth
only when certain economic conditions are met in the host
country, like a threshold level of human capital. Also,
Hansen and Rand (2006) argue that FDI promotes eco-
nomic growth, but the extent at which a country can benefit
by FDI depends on its trade policies, labor force skills and
absorptive capabilities. Agrawal and Khan (2011) in their
study suggest that economic development depends on con-
ductiveness of economic climate. In the absence of such
a climate FDI may be counterproductive; it may thwart
rather than promote growth.

As contrary to this, Carkovic and Levine (2005) pro-
vide the evidence that FDI does not have any significant
impact on economic growth in the host country. Herzer
et al. (2007) has argued that with 28 developing countries
data there exists neither a long-term nor a short-term ef-
fect of FDI on growth; in fact, there is not a single country
where a positive unidirectional long-term effect from FDI
to GDP is found.

As for developing countries, consensus has been
reached among academia and practitioners that - subject
to economic climate- FDI tends to have positive effect on
overall economic development.

2. Model Specification and Data

In order to investigate the impact of FDI on economic
growth, the following following empirical model was used:

GDP = o + B * FDI (1)

The empirical analysis employs annual data on GDP
and FDI for Georgia over the period of 1997-2010. The da-
tas for Georgia are obtained from the database of the World
Bank. Figure 1 shows the total amount of FDI as a percent-
age of GDP for Georgia. All the variables considered in the
model are expressed in natural logarithms. Figure 1 shows
the FDI as a percantage of GDP in Georgia.
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Figure 1. FDI in Georgia (% of GDP)

3. Empirical Results

The present section analyzes the time-series properties
of the data obtained. The Augmented Dickey-Fuller (ADF)
unit root test was conducted. The unit-root tests were per-
formed on both levels and first differences of all variables.

As can be seen, Table I reports the results of non-
stationary tests for FDI and GDP series using Augmented
Dickey-Fuller (ADF) test. We reported a constant but no
time trend result of ADF tests. Test results indicate that the
hypothesis of a unit root in FDI and GDP cannot be re-
jected as a level. The hypothesis of a unit root in FDI and
GDP is rejected as a first difference at the 5 percent level of
confidence for FDI and 10 percent level of confidence for
GDP. These results indicate that all the variables in ques-
tion are integrated of order one I(1).

Table I: ADF unit roots test results

First
Level | AIC(lag) Difference AlIC(lag)
- _ *
FDI 0.927 0.278 (0) 3.303 0.457 (0)
-2.275 -2.245
GDP | 0,188 -2.725 **
0 0

Note: * ** denote significiantly at the 5% , 10% level respectively.

Having established that all variables are integrated at
the same order, the Engle-Granger’s (EG) residual-based
ADF test was conducted by us. As the first step of the EG
cointegration test, we estimated Equation (1) using the
OLS method. The second step of the EG procedure con-
sidered to check the stationarity of residuals by using the
ADF test. Table II presents the results from Engle-Granger
(EG) cointegration test. These results indicate that long-
run equilibrium exists between GDP and FDI for Georgia.

- Thilisi - Batumi, GEORGIA
= May 24, 2012 — May 26, 2012

Table I1: Results for EG Cointegration Tests
Model ADF

Country
Georgia

GDP = 5.265 + 0.520%*
FDI

Note: * ** denote significiantly at the 5% , 10% level respectively.

-1,758 0**

After finding cointegration, the causality among vari-
ables was investigated. As Granger (1988) points out, if
there exists a cointegration vector between GDP and FDI,
there is causality among these variables at least in one di-
rection. Thus, Granger causality test are employed to deter-
mine the causal relationships between GDP and FDI. There
are four possible outcomes regarding causal relationships
between GDP and FDI: unidirectional causality from GDP
and FDI or vice versa; bidirectional causality between the
two variables; and, lack of any causal relationship.

In table III the causality test results between GDP and
FDI is reported. Lag length is selected by using the SC
criterion. The probability values for F statistics are given
on the right side of Table II1. If these probability values are
less than any O level, then the hypothesis would be rejected
at that level. We found uni-directional causality running
from FDI to GDP for Georgia. The content of policy im-
plications has been determined according to the direction
of causality between these two variables.

Table I11: Results for Granger CausalityTests

Null Hypothesis: Lag F-Statistic _ Prob. Result

FDI does not Granger Cause GDP 1 0.49454 0.49795 FDI = GDP
GDP does not Granger Cause FDI 0.30922 0.59038
Conclusion

The paper examines the causal relationship between

FDI and GDP by using Engle-Granger cointegration and
Granger causality tests for Georgia over the period 1997-
2010. It is very importand to understand the directions
of causality between two above mentioned variables, in
order to establish the policies that will encourage private
investors, specially in developing countries. We found
that it is FDI that causes GDP in the case of Georgia.

Notes

1. See Mello (1997, 1999) for a comprehensive survey of the nexus between
FDI and growth as well as for further evidence on the FDI-growth rela-
tionship, Mody and Murshid (2002) for an assessment of the relationship
between domestic investment and FDI, Neuhaus (2006) shows theoretically
FDI not only raises the level of physical capital but also improves the qual-
ity of physical capital.

2. See Carkovic and Levine (2005) and the references therein. Hanson
(2001) has found weak evidence that FDI generates positive spillovers for
host countries. For a recent, comprehensive discussion at the firm level
see also Grog and Greenaway (2004).
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Abstract

The development of the insurance sector is one of the main premises of the population economic security and country’s economic

development.

Despite the achievements, there are a number of problems on the insurance market of Georgia, which need solve, improve and regu-
late. Low insurance culture, which is expressed in a number of criminal and fraudulent in nature as from the insurers side and also from
the side of the insurance companies brings the serious damages not only the population, also thoroughly the insurance market.

Keywords: Criminal in the insurance, Swindle in the insurance, Insurance sector, Problem in the insurance sector, Insurance culture
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Introduction

The psychology and the nature of humanity are distin-
guished with great variety. Among them is noteworthy that
unconscious and conscious steps which treads the human-
ity in different cases. Especially should be mentioned dif-
ferent kinds of risks, natural, technical and technological,
criminal, financial and others, which always stand in front
of human. As the risk represents the great discomfort for
human, he maximally tries to make a stand against it by
any means. If not the only way struggling with risk, one of
the basic and approved mechanism for centuries is the in-
surance, as risk prevention with the principle of afterwards
transferring to other and distribute in a group, itself risk
reduce method.

The development of the insurance sector is one of the
main premises of the population economic security and
country’s economic development. The insurance market
is exerting and among them the insurance companies,
which offers to the customers the wide option of insurance
products. The insurance market of Georgia has achieved
the certain success in the last two decades, but despite the
achievements, there are a number of problems on the insur-
ance market of Georgia, which need solve, improve and
regulate. Low insurance culture, which is expressed in a
number of criminal and fraudulent in nature as from the
insurers side and also from the side of the insurance com-
panies brings the serious damages not only the population,
also thoroughly the insurance market.

The Motivation of Insurance Swindlers

Due to international insurance statistics, which is very
limited and incomplete the insurance companies of various
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countries are losing quite a lot money by the noted prob-
lem. By the data of European insurance trade association,
for European insurance companies the damage by only in-
surance swindle is about 9.9 billion USD annually, which
approximately is 2% of total insurance premium. Appropri-
ation and embezzlement cases of insurance premiums are
much higher (approximately 30% of insurance premiums),
which are committed by insurance agents, financial man-
agers, also department head workers, which is expressed
by issue of large number fee payment amount in the form
of bonuses. With similar cases USA insurance companies
are losing about the same amount and with incomplete data
Russian insurance companies are losing the amount about
0.5 billion USD annually. According to world statistics,
14% of declared insurance cases are victims of swindle
and 35% of swindle is at auto-motto vehicle insurance.
Also the cheating is typical for cargo transportation insur-
ers, consequent the object of insurance belongs to displace
value material and the control is complicated due to the
specificity of the insurance object.

For insurance relations in the interests of insurance
companies are as traditional insurance products also new,
well approved in developed countries and sufficiently
smarten, non-traditional risks for the insurance market of
Georgia, which is a great precondition of insurance com-
panies commercial successes progress. At the same time,
the known risks and the insurance of non-traditional risks
often become the cause of conducting criminal, as from in-
surer and insured as insurance company’s side. (If we con-
sider the fact that the insurance fund and the insurance pay-
ment is not taxed, the noted fact often becomes the cause
of criminal deal between insurer and insurance company).

Though, the insurance market of Georgia is not in front
of big swindle danger, although such cases are recorded.
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Based on statistics (which is quite small and incomplete)
criminal cases and frauds in insurance sector was main-
ly at property insurance. Namely at robbery by means of
fraud and with unspecified information the certain number
of damages payments by insurance companies was used
for regulating that damages. It was quite frequent to insure
means of transportation, hereinafter by the perspective of
receiving the compensation, as well as fire safety insurance
and health insurance.

A classical example of insurance swindle is a double
insure. That insure takes place when the insurer insured
the property in two or several insurance companies and to-
tal insurance amount exceeds the insurance value of the
insure object. According to the Law of Georgia “About
Insurance” the double insure cases should be known for
all insurance companies involved in this process, but total
sum should not be exceeded the real damage. If the insurer
has drawn up a double insure with the goal of unlawful
income, then each contract should be consider void. But
in many cases the mentioned information is known for in-
surance company only the time of insurance occurrence.
The law provides the obligation of insurer to supply the
information to the following insurance company about ex-
isted insure, but the insurer did not consciously give the
information to the companies participant in insure and at
the time of insurance occurrence requires from them the
damage payment within the sum of insurance and tries to
blame insurance company in giving vague information.

From the motivation of swindlers we can separate: get-
ting more compensate than insurance amount; getting un-
lawful compensates by falsification of the insurance occur-
rence; increasing the size of insurance payment by illegal
means and hiding information in case of risk enlargement.

It is noted the certain cases of fraud from the side of
insurance agents and other staff involved in insurance pro-
cess, which greatly damages to insurance market and so
unformed insurance culture.

It should be especially noted the criminal and swindle
occurrences from the side of insurance companies. The in-
surance companies often avoid the insurance responsibil-
ity, which is expressed in that insurance liability, that the
insurance company timely pay the insurance amount or in-
surance compensation at the time of insurance occurrence.
In certain cases this does not happen so. The non-existence
of liberal and operative politics of damages payment is
often; the less inform of insurer and insured from the in-
surance companies, which in itself represents professional
indifference and gives reverse result with the term of insur-
ance relations development. The clear example of this is
that criminal fact, which was showed in February, 2011 by
the team-work result of chamber of control and ministry
of finance investigation department (The combine conclu-
sion of chamber of control and ministry of finance inves-
tigation department, February 2011). From the insurance
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companies involved in state health insurance programme
implemented conscious non-distribute of insurance poli-
cies for certain period, and as a result besides the timely
paid amount by state, about 5 781 797 GEL can not reach
to the customer. Thousands of people visited the medical
institutions, but they could not receive the medical service
due to non-existence of insurance policy and in accord-
ance insurance service. Besides, there were variety of uni-
dentified persons in the lists of insurance companies with
the purpose of lists inflate. After the mentioned fact, law
enforcers arrested and arraigned 9 workers of insurance
companies and 7 workers of ministry of health and social
affairs. Consequent from current reality such cases on the
insurance market of Georgia are reduced significantly, but
despite this for studying of insurance companies rating and
citizens’ dependence to insurance products by IPL, the so-
ciological group and the centre of sociological and mar-
keting of journal “Banks and Finance” clearly showed the
following trends: at the question — are you using or not
by insurance services, the 55% of inquired answered nega-
tively and the reason of this named distrust to insurance
companies the 27% of the same inquired (The research
results of insurance companies rating and citizens’ depend-
ence to insurance products by IPL, the sociological group
and the centre of sociological and marketing of journal
“Banks and Finance”. December 27-29, 2011).

Conclusion

It is difficult to prove which stemmed earlier - swindle
from insurers side or to avoid own liability fulfilment from
insurance company. If it will be maximal effort from insur-
ance companies’ side at the fulfilment of oblige liabilities
by law and contract, the probability of reducing criminal
cases and the number of swindle will be quite large. The
society should acknowledge in necessity of insurance se-
curity and in requirement of reciprocal liabilities fulfilment
according to the contract. This will minimize the swindle
at the competitive insurance market from the side of in-
surance companies, but the wide range of swindle from
insurers’ side represents serious danger for insurance com-
panies. Any form committed fraud for company should
be deemed as a risk of getting financial loses. Therefore
according to the theory of risk the damage from risk reali-
zation and expense from security should be compared to
each other. Getting positive result means that the insurance
companies should take measures for reducing such risks.

And finally, as a conclusion we should mention that
further development of insurance sector is unimaginable
without duly exploring of noted criminal and swindle cases
and taking effective and qualified legal measures against
them, which is possible by means of complex and effec-
tive work of state enforcement departments and insurance
companies (and their special investigation departments) to
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reduce the mentioned risks.
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This study examines the nature and direction of the relationship between financial development and economic growth using both
time-series and Grange Causality test in Georgian Economy for the period of the annual data period 1999-2011.Causality tests were
conducted by co-integration testing. The empirical results strongly support the view that financial development and economic growth are

mutually causal, that is, causality is bidirectional.
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Introduction

In the history of development economics, the relation-
ship between financial development and economic growth
is becoming an important area among economists. A large
and growing body of literature, both theoretical and em-
pirical, has investigated direction of causality between the
two variables, and the channels of transmission between
them. The first serious discussions and analyses of rela-
tion emerged during the 1930s and 1070s with Shumpeter
(1932) and Goldsmith (1969), most recently examined by
McKinnon (1973) and Shaw (1973).In 1932, Schumpeter
showed that it is possible to explain economic change by
previous economic conditions alone. Economist demon-
strated that changes in economic growth are caused by
changes in financial system of countries. Goldsmith (1969)
performed a work from different perspective and found that
the effect of financial development on economic growth is
the most important problems in the field of finance. There
is increasing studies by economist to examine the relation-
ship between financial development and economic growth.

An extensive volume of literature and research work
has risen attempting to highlight the role of the financial
market in growth. The importance of financial sector de-
velopment for economic growth has long been established
in the literature in developing and developed countries.
However, there are limited researches done to date for
transition countries, due to largely lack of available data
and literature.

Previous and recent papers on developing and devel-
oped countries have emphasized that the causality between
financial development and economic growth may follow
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one of two ways: supply-leading phenomena (e.g., King
and Levine 1993; Levine and Zervos 1998) or demand
following case (e.g., Robinson 1952). In the first case,
financial intermediation contributes to economic growth
through two main channels: (1) by raising the efficiency of
capital accumulation and allocation to sector (Goldsmith,
1969) and (2) by raising the savings rate and thus the in-
vestment rate (McKinnon, 1973; Shaw, 1973). In another
saying , by increasing the size of savings and improving
the efficiency of investment, financial development leads
to higher economic growth. This first view took a consider-
able support from recent empirical studies (see, for exam-
ple, Bencivenga & Smith, 1991; Greenwood & Jovanovic,
1990; Thakor, 1996).

In contrast, demand-following case, growth creates
additional demand for financial resources, its demand
for financial services increases, leading to the growth of
these services and the financial system grows to accom-
modate it.,. Empirical support for this second view can also
be found in some recent studies (Demetrides & Hussein,
1996; Ireland, 1994).

A third case of the relationship between financial de-
velopment and economic growth indicate that the two vari-
ables are mutually causal, that is, they have bidirectional
causality (Demetrides & Hussein, 1996; Greenwood &
Smith, 1997).

Finally, a fourth case, which was originally put for-
ward by Lucas (1988), argues that financial development
and economic growth are not causally related. He says that
“economists heavily emphasize over the role of financial
factors in economic growth”

Although relationship between financial development
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and economic growth that the literature is mixed and in-
conclusive. There are a plenty of studies like Levine (1997,
2002) provided a comprehensive survey about the subject.
In his theoretical study, Singh (1997) examined the im-
portance of stock market development for the economic
growth of developing countries. In her major studies, such
as King and Levine (1993a, b); Levine and Zervos (1996,
1998); and Liang and Reichert (2007) identifies hat stock
market improvements promote growth dramatically, espe-
cially in developed countries. Levine and Zervos (1996)
also indicate a distinction between the financial services
offered by credit and equity markets and suggested that
they may complement each other.

Loayza and Ranciere (2005) investigatedthe relation-
ship between financial development, financial fragility,
and growthand used the data of 75 countries. They got that
while there is a positive long-runrelationship between fi-
nancial intermediation and output growth, this relationship
canbe a negative in the short-run.

Much of the available literature uses cross-section data
in developing and developed countries which do not re-
solve the issue of causality. Present paper is the first paper
in this manner and examining the finance-growth nexus in
Georgia using both time-series, employing Granger-cau-
sality tests within an error-correction (EC) framework.

The rest of the paper is organized as follows. Section 2
gives methodology and data used in the research, section-
3reports the empirical results from unit root tests and dis-
cusses the results from the Johansen test of co-integration.
Sections 4 gives conclusion..

1. Methodology and Data

In investigating the relationship between financial
development and economic growth appropriate econo-
metric method should be chosen based on the stationary
properties of the series. In order to determine the stationary
properties of the series in this study we apply Augmented
Dickey-Fuller (ADF) (Dickey and Fuller, 1979), Phillips-
Perron (PP) (Phillips, 1987 and Phillips- Perron, 1988) and
Kwiatkowski, Phillips, Schmidt, and Shin (KPSS) (1992)
tests.

Applying the ADF unit root tests for the intercept
model requires estimating the following regression.

P

Ay =1+ Boye-1 + Z Pidy—i + &

t=1

Where A is the first difference operator; yt shows series
used in the study i.e. loggdp, cap and bc; t=1,...., T is an
index of time; p represents the number of lags, determined
by the Akaike Information Criterion (AIC); €t is a station-
ary random error. For trend and intercept model, it is neces-
sary to include trend variable in the ADF equation. The PP
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method estimates the ADF equation in the non-augmented
form (Ay,, i=1,2,... are not included in the ADF equation).
While applying ADF and PP tests if the calculated statistics
is smaller than the critical values it means that a unit root
does not exist in the series. In the event that it is considered
that ADF and PP tests have lower power to test the station-
ary of series, the KPSS test is to be applied. If the calculat-
ed test statistics exceeds the critical values, the stationary
of series is rejected against the non-stationary alternative.

After examining the stationary properties for variables
for the unit root, i.e. I(1), the co-integration test is applied
which is used to specify any long-run relationship between
variables. The co-integration test has a crucial role in de-
ciding the model used in detecting the relationship between
financial development and economic growth. To that end,
we employ the Johansen (1988) efficient maximum likeli-
hood approach.

After obtaining co-integration test results, a Granger
causality test is performed. Granger (1987) and Granger
(1988) point out that if two time-series variables are co-
integrated, then at least one-directional Granger-causation
exists. Therefore, the existence of a stable long-run rela-
tionship among economic growth, banking sector devel-
opment, and stock market development implies that the
three variables are causally related at least in one direc-
tion. Hence, there are two possible sources of causality:
error correction term, which shows long-run causality, and
lagged explanatory variables, revealing short-run causality.

According to Granger (1988), when there is co-inte-
gration between I(1) variables, Granger causality testing
requires using the error correction term from co-integra-
tion. It means that in case the variables are in long-run rela-
tionship the causality analysis is applied by using VECM.

1.1. Data and Measurement

Paper focused on Georgian’s economy spanning a pe-
riod of 12 years. Study covers annual data for the period
1999 to 2011. The reason for choosing an annual data was
the unavailability of quarterly or monthly data for GDP,
stock market development and banking system develop-
ment for a sequent long time frame. The variables that
were used are as follows: Economic development: meas-
ured by growth rate of nominal GDP (Y). Stock market
development: measured by the market capitalization ratio
(size proxy) defined by the ratio of market capitalization to
GDP (MCY). Banking system development was measured
by the ratio of domestic bank credit to nominal GDP (BY).
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3. Empirical Results

The first step of this study was subjecting the data to
diagnostic tests; such as unit root tests and Johansen co-
integration test. The empirical results reported for Georgia
were based on annual observations for the period 1999 to
2011. All the data were expressed in logarithms.

Table 1 reports the augmented Dickey-Fuller and Phil-
lips-Perron test statistics for the levels and first difference
of all variables in this paper. Table 1 indicate that the ADF
and PP tests for unit roots suggested that the variables con-
sidered in this study are all non-stationary in their levels
but stationary in first difference.

Table 1. The ADF and PP tests for Unit Roots

integrating vectors can be rejected at the 1% and 5% levels.
It recommends the presence of three co-integrating vec-
tors between annual growths of GDP (Y), annual change of
market capitalization ratio (MCY) annual change of bank
credit ratio (BY).

Max-eigen value test indicated the existence of 3 co-
integrating equations at both 1% and 5% levels, and 2 co-
integrating equations at 1% level. Consequently, Georgian
growth rate of output, market capitalization ratio, bank
credit ratio were co-integrated. Results show the existence
of a long-run relationship between Y, MCY and BY in the
paper over the entire period 1999 to 2011.

Table 2. Cointegration using Johansen Method

Test Statistic | GDP | BY I MCY
Level *=1999-2011
ADF 3.22(1) -1.44(1) -1.17(1)
PP 4.89(3) -1.74(3) -1.583)
First Difference *
ADF [ 2.83(1)* I 2.24(1)*** | 4.38(1)
PP [ 3.34(3) [ -5.21(3)** [ -4783)***

Model : Y=(MCY, BY) sample period ( 1999-2011 )
Lag Lenth:3"
Test statistics =0 r<l r<2 r<3
Trace test 185.5%* 117.8%* 84.5%*
\ max test 93.8* 54.5% 32.6%*

* the lag length is calculated by using AIC (Akaik In-
formation Criterion)

Note: ADF stands for Augmented Dickey-Fuller; PP for Phillips-
Perrone.

Numbers in brackets are number of lags used in the
ADF test in order to remove serial correlation in the residu-
als, these lag lengths are chosen based on Akaike’s Infor-
mation Criterion (AIC)

*k* kE * denote significance at the 1%, 5%, and 10%
levels respectively.

*with intercept

In the second step is to test for co-integration among
the variables using the Johansen’s (1988) methodology,
that is, the trace (A trace) and the maximum Eigen value
(Amax) statistics. In general, if two series are found to be
co-integrated, then the inference of a long-run equilibrium
relation between them is sufficiently robust, except for a
stationary disturbance with finite variance.

Table 2 shows results of co-integration rank tests for
the model are presented in. The value of the trace test
(Mrace) indicated that the null hypothesis of three (r <3) co-

b is the number of co-integration vectors.
wE* xE * denotes significance at 1%, 5 % and 10 %

3.1. Granger Causality test

The Causality test results are summarized between
output growth, banking system development, and stock
market development as shown in Table 3. Table 3 shows
that the banking system development is a vehicle of eco-
nomic growth, through the bi-directional causality, which
runs both sides between bank credit ratio (BY) and GDP
growth (Y), which runs from lending interest rate to GDP
growth. The banking system development affects the stock
market development. There is a bi-directional causality
runs from BY to MCY (market capitalization ratio), and a
uni-directional causality runs from lending interest rate to
MCY. The results showed that the only effect of the stock
market on the economy was through bank credits. The re-
sults showed the existence of a bi-directional causality runs
between bank credit ratio and market capitalization ratio.

Table 3. Causality Test between GDP Growth, Banking system and Stock market Growth

Output development Private bank credit Stock market development
Y<BY BY—-Y MCY—BY
Y->MCY BY-MCY MCY—BY
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\\Conclusions

This paper was to provide empirical evidence for the
relationship between the economic development and finan-
cial sector developments. Study did the causal relationships
between the GDP growth, banking sector development, and
stock market development. The results indicated evidence
of a stable long-run relationship between the banking sec-
tor and economic growth, and between the banking sector
and the stock market. The paper reported a bi-directional
causality between banking sector development and eco-
nomic growth in the long run, and a bi-directional causality
between the banking sector and stock market.
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Abstract

The aim of this article is to show the importance of Research and Development in the economy. In our modern life, the enterprises
are indicated as the source of economic development and innovation. To forecast the demand of the market beforehand and to meet this
demand with new and innovative products have become the reason for existence of enterprises in our modern world. When we look at
leading enterprises of the market, we may witness that the main features of these enterprises are to develop new product or production
methods. In other words, the enterprises will be successful if they move toward Research and Development and innovation activities in

tough competition condition.

Keywords: R&D, competition, innovation, enterprise, market.
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1. Research and Development Notion
1.1. R&D

Based on chances for a long time, the humanity could
reach today’s cultural level from the near past by means
of systematic work. Today we cannot refer the national
economy and even the development of enterprises to sim-
ple chances. That is why, taking into consideration the
financial opportunities the countries and enterprises must
pay attention to the research and development function
(Ertugrul, 2004:85).

R&D is systematic and creative activity aimed at
forming new products or production process. At the same
time, R&D is the mean of getting new knowledge for the
development of science and technology, forming new sys-
tems, processes and services (Turkiye Odalar ve Borsalar
Birligi, 2004:10).

R&D is closely related with other activities which
have scientific and technological foundation. R&D com-
proses systematic R&D activities in R&D departments
and non- systematic R&D activities in other departments (
OECD; Frascati Kilavuzu, 2002:18).

1.2. R&D Types

There are three different types of R&D activities in con-
nection with their quality and content (Eseryel,1999:56):

» Basic research,
» Applied research,
* Basic and applied research.

- Thilisi - Batumi, GEORGIA
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1.3. The Importance of R&D

In a technically and economically fast changing dy-
namic environment the enterprises have to pace with those
changes in order to exist and realize their goals. In this con-
tent, the enterprises can change by means of planned and
systematic research and development activites which are
the source of all innovations. If we take into consideration
the need of finding new production methods and products,
developing the existing products and production methods
together with finding solutions to the current problems it
will be very easy to understand the importance of R&D
function for the enterprises.

To develop and apply new technologies in order to
meet the needs and demands of consumers are the duty of
R&D which is in close connection with technology. Tech-
nological knowledge is the result of R&D activities, and it
is spread and shared in the economy which leads to eco-
nomic development (Ekren, 2000:1-2). R&D activities are
the means of strugle for survival in tough competition.

1.4. The Goals of R&D

The basic goal of R&D function is to provide the en-
terprises operating in continuous changing environment to
fall in step with those changes, help those enterprises to
develop and grow, consequently to help attain sustainabil-
ity. Based on those basic goals, there are some other goals
of R&D given below:

* To develop new product and process,

Page | 151



CHAPTER 11, Economic Policies and Business Development, Theory and Cases

e To find new use area for current products and
equipments,

* To find new production techniques or develop cur-
rent production techniques,

* To protect the competitiveness in falling in step
with competitors,

* To increase efficiency in enterprises,

* To provide cuts in production costs,

 To provide bonification of employer-employee re-
lationships,

* To provide establishment of new management in-
formation systems that will enhance information
flow towards the management.

1.5. Types of Research

The research is divided into two groups; basic research
and applied research. The main goal of basic research is
add new to the existing knowledge (Kara, 2002:98). The
basic research can be defined as bringing objective bases
for science and technology and developing the borders of
science rather than being used for commercial purposes
(Devrez, 1970:146). In some cases the results of basic re-
search can be used for designing new product (Barutcugil,
2003:131).

The applied research is used to solve specific problems
of scientific knowledge and principles. To put it different,
the applied research is mainly used for commercial purpos-
es.The most important thing in this research is contribute to
the development of existing applications (Eren, 2003:56).
In industry the applied research is more competitive and
useful rather than basic research (Tekin, 1996:112).

1.6. Types of Development

The development function of enterprises use the results
of basic and applied research in creating products, systems
and production methods or developing the existing ones.
The development provides the opportunity for use of ba-
sic and applied research results and as the consequence,
it takes the bridge role between research and production
(Tuncer, 1974:148). The basic characteristic of develop-
ment milestone is intense experiments in this level. The
development is based on activities which economically
provide the development of methods for situations emerg-
ing as the result of research (Barutcugil, 2003:133).

1.7. The Reasons for R&D and Followed Strategies
The reasons why the enterprises in nowadays pay
much more attention to the research and development are

given below (Barutgugil, 2003:20-21):

* Market reasons: To develop products in order to
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become pioneer enterprise in the market, protect
this position and compete with rivals in the market.

 Organization reasons: To make a name of innova-
tion in the industry, and maintain it, possess alterna-
tive products.

* Social reasons: To satisfy the consumers who ex-
pect changes, to prove the public and government
the benefits of the firm to the community.

« Staff reasons: to attract skilled researchers, to keep
them in the enterprise and add taste and meaning to
the activities.

The strategy that the enterprises should follow in re-
search and development is to make continuous innova-
tions for maintaining sustainable growth. That is why
when forming strategies, there is a great need for industry
growth forecasts, information about strategies, and enter-
prise opportunity analysis. Forecasts for industry growth
provide the opportunities to determine opportunities and
threats in future, to avoid abrupt technological and eco-
nomical suprises, to know new activity areas and competi-
tive development. At the same time, to know the reactions
of rivals to the changes in the environment plays great role.
The current situation analyse also plays an important role
in formulating innovative strategy.

The R&D and innovative strategies are as follows:

* Innovative strategy which provides designing new
product and new production process and introduce
them to the market before the competitors and be-
come the leader in market.

* Innovative strategy which provides defense.

* Innovative strategy which provides imitation.

* Traditional and opportunitist innovative strategy.

First strategy is highly aggressive with high risk and
high profit. Second one is mainly aimed at being first in
world markets and technology but wishing not to stay ahed
of technological developments. The enterprises who fol-
low this strategy aims at developing the existing technolo-
gy rather than to make technological innovation. The third
one is to follow the leaders in technology with licensing.
Last one is opportunitist. It is not eager to make innova-
tions in changes and competition expect emergency situ-
ations.

2. The Current Situation of R&D Activities in the
World

R&D activities which comprise of scientific — tech-
nological innovations, needs skilled personnel, resources
and capital, and well organized enterprise. That is why the
developed countries are successful in R&D activities, in
contrast the developing countries are staying behind.
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There is a need for separate budget of resources for scale the R&D resources are evaluated by dividing the
R&D. As a rule, it is not acceptable to have the budget R&D expenditure with GDP rate. In connection with this,
limit for R&D resources. Because it is obvious that expen- 27 European countries are given in table 1. (Tuncer, 20006).
ditures for R&D are never enough. According to world When comes to R&D expenditures it reachs great amounts.

For example, the Federal Germany spent $58 billion for and England spent $32 billion in 2005.
R&D in 2006, in the same year France spent $38 billion,

Table 1. The R&D expenditures in GDP in percentages (%)

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria 1.7 1.78 1.9 194 207 214 226 226 248 246 252 267 275 275
Canada 1.66 1.76 1.8 191 209 2.04 204 207 204 2 196 1.87 192 1.8
Czech Republic 1.08 1.15 1.14 121 1.2 1.2 125 125 141 155 154 147 153
Denmark 192 2.04 218 . 239 251 258 248 246 248 258 | 287 3.02
Estonia . 057 0.68 0.6 07 072 077 085 093 1.13 1.1 129 142 144
Finland 271 288 3.17 335 332 337 344 345 348 348 347 372 396 384
France 219 | 2.14 216 215 22 223 217 215 | 2.1 21 207 211 221
Germany 224 227 24 245 246 249 252 249 249 253 253 268 278
Hungary 0.7  0.66 067 079 092 1 093 087 | 0.95 1 097 1 115
Iceland 1.83 2 23 267 295 295 282 . 277 299 268 2.64

Ireland 127 124 118 1.12 1.1 1.1 117 123 125 125 129 145 1.79

Israel 297 3.08 352 427 455 456 428 428 441 443 476 4.68 428 425
Italy 1.03 | 1.05 1.02 1.05 1.09 113 1.11 .1 1.09 113 118 123 127

Japan 2.87 3 3.02 3.04 312 3.17 32 3.17 332 34 344 344 | 3.33

Korea 241 226 217 23 247 24 249 268 279 3.01 321 | 3.36

Netherlands 1.99 19 198 | 194 193 188 192 193 19 188 181 176 1.82
Norway 1.63 . lo4 . 159 166 171 159 152 152 162 161 1.76
Slovenia 128 134 137 139 1.5 147 127 14 144 156 145 1.65 | 1.86
Sweden 3.47 . 358 . 413 . 38 3.58 356 | 3.68 3.4 37  3.62
Switzerland . . . 253 . . . 29 . . . 3

Turkey 037 037 047 048 054 053 048 052 059 058 072 073 0385

United Kingdom .77 176 182 181 179 179 175 168 1.73 175 178 1.77 185 1.82

United States 2.57 26 | 264 271 272 262 261 254 257 261 267 279
EU27 total 166 167 172 174 176 177 176 173 174 1.77 177 1.84 1.9
OECD total 21 212 216 22 224 221 221 218 221 224 227 233
China 064 0.65 0.76 091 095 107 113 123 132 139 1.4 147 1.7
Russian Federation ~ 1.04  0.95 1 105 118 125 129 1.15 1.07 107 1.12 1.04 124

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics
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The 1990s are the years that R&D intensity is very
low, in contrast the 2000s are the years that the R&D inten-
sity approached its previous level. In European Union the
R&D intensity lost ground till 1997, and after 1997 could
not reach its previous position. Turkiye showed the biggest
bounce between 1990-2002. The R&D intensity was 0.32
in the beginning of the term but till the end of 2002 the rate

doubled to 0.66 and in 2005 the rate was 0.76. Hence, the
R&D intensity of Turkiye constitutes to only the one sec-
ond of average R&D intensity of EU (2,52), and one third
of average R&D intensity of OECD (3,19). When we look
at the table 1, we may see that the biggest increase belongs
to Israel.

Table 2. The foreign trade of countries (Export — billion dollars §$)

2001 2002 2003 2004

Austria 64.7 71.3 89.2 1108
Belgium 190.3 2158 2555 3064
Canada 261.1 2526 2721 3172
Czech Republic 334 38.5 48.7 65.8
Denmark 50.1 55.7 64.6 74.7
Finland 42.8 447 52.5 60.9
France 289.6 3049 358.1 413.7
Germany 572 6156 7485 9118
Iceland 2 2.2 2.4 2.8
Ireland 77.4 88.3 929 1043
Israel 29.1 29.5 31.8 38.6
Italy 2443 2542 2995 3535
Japan 402.6  416.7 472 565.7
Korea 1504  162.5 193.8 2538
Netherlands 175.5 1753 2273 2905
Norway 59 59.6 67.9 82.5
Slovenia 9.3 10.4 12.8 15.9
Spain 116.1 1259 1563 1827
Sweden 76.3 829 1024 1232
Switzerland 82.1 879 100.7 116.8
Turkey 313 35.8 473 63.1
United Kingdom 272.6  280.6 307.7 349
United States 731 6932 7237 817.9
EU27 total

OECD total 4342 4500.9 5179.7 61749
China 266.1 3256 4382 5933
India 439 50.1 59.4 759
Russian Federation =~ 99.9 106.7 133.7 181.6

2005 2006 2007 2008 2009 2010
117.7 1342 1567 172.8 131.4
334 369.1 4309 4772 370 411.1
360.6 3882 4199 4556 3153  386.7
78.2 95.1 1209 1426  110.7
83.3 91.6  109.2 115.6 92.5 96.8
65.2 77.3 90.1 96.9 62.9 69.4
434.4 479 5394 5949  464.1 511.7
977.1 1122 1328.8 1466.1 1127.5 1271.1
3.1 3.5 4.8 54 4.1 4.6
110 108.8 122 1271 1169 1183
42.8 46.8 54.1 61.3 479
373 4172 500.2  539.6  406.7 4475
5949  646.7 7143 7814  580.7  769.8
2844 3255 3715 422 363.5
320.1 3702  476.8 506  402.6
103.8 1222 1364 1727 1147 1314
17.9 21 26.6 293 223 242
192.8 2141 2538 2792 2231
130.3 147.4  169.1 183.9 131 158.1
130.9 1479 172.1 2008 1725 195.6
73.5 85.5 107.3 132 102.1 114
3844 4484 440  461.6 3524 4047
904.3 1037 1162.5 12999 1056.7 1277.1
1307.3  1441.8 1703.1 19293 15274
6758.6 76649 8807.1 9759.8 75983
762 968.9 1220.1 1430.7 1201.6 1577.8
100.4 121.2 1459 1819 176.8
2415 3012 3523 468  301.8  373.1

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics
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Table 3. The foreign trade of countries (Import Ithalat- billion dollars $)
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria 69 71.4 91.5 111.3 120 1343 156.1 175.4  136.4
Canada 221.6 2224 2402 273.8 3144 3503  380.6 408.8 321 392
Czech Republic 36.5 40.7 51.2 66.7 76.5 934 116.8 140.3 102.9
Denmark 443 493 56.2 66.8 75 853 104.3 109.8 82 84.5
Finland 322 33.6 41.6 50.7 58.5 69.4 81.8 92.2 60.9 68.2
France 2939 303.8 3625 4342 476 5299  6l11.1 695.5 540.5 599.2
Germany 486.3  490.1 601.8 7182  779.8 9222 1059.3 1204.2 938  1066.8
Ireland 51.1 523 54.2 62.3 70.3 76.6 86.7 85 62.6 60.5
Israel 333 33.1 342 41 45 47.8 56.6 65.2 474
Italy 236.1  246.6 2974 3553 3848 4426 5119 5532 4147  486.6
Japan 348.6  337.6 3835 4552 5159 579.1 6222 762.5 552 694.1
Korea 141.1 152.1 1788 2245 2612 3094  356.8 4353  323.1
Netherlands 169.9 163.4 209 2577 2832 3315 4213 4582  352.6
Norway 33 349 39.9 48.5 55.5 64.3 80.3 90.6 69 77.3
Slovenia 10.1 10.9 13.9 17.6 19.6 23 29.5 34 23.8 26.4
Sweden 63.5 67.1 84.2 100.5 1114  127.1 152.8 167.3 1202 1484
Switzerland 84.2 83.7 96.4 110 1266 1414 161.2 183.6 1554 1763
Turkey 41.4 513 69.3 97.5 1168 139.6 170.1 202 1409 1855
United Kingdom 338 3594 3935 4681 5158 5984 6247 638.6 4847  558.6
United States 1180.1 1202.3 1305.1 15253 17323 1919 2017.1  2164.8 1601.9 1966.5
EU27 total . . . . 1465.1 16719 1966.6  2287.7 1670.9
OECD total 4688.2 4840.2 5594.6 6690.7 7496.2 85359 96394 10766.6 8075.4
China 243.6 2952 4128 5612 660  791.5  956.1 1132.6  1005.6 1396
India 50.7 57.5 72.4 99 1409 1782  218.6 3157 266.4

Russian Federation 41.9 46.2 57.3 75.6 98.7 137.8 199.7 267.1 170.8 217.4

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics

Not enough R&D investment will make the countries vision of the same products produced in the country from
dependent on foreign environment. Foreign dependency foreign countries at the best quality or at the best price.
will result in foreign trade deficiency. Disregarding the The reason is the foreign countries produce those products
other conditions (low level of exchange rates, custom poli- with advanced technologies and at very low price.

cies and etc.), the most important reason we face is the pro-
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Table 4. The foreign trade of countries (Gross foreign trade - billion dollars 3)
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria -4.4 -0.1 2.3 -0.4 -2.2 -0.2 0.5 -2.6 -5.1
Canada 39.4 30.2 31.8 434 46.1 37.9 39.2 46.9 -5.8 -5.3
Chile 2.6 2 3.6 9.4 104 22.5 23.5 8 13.7
Czech Republic -3.1 -2.2 -2.5 -0.9 1.7 1.7 4.1 23 7.8
Denmark 5.8 6.4 8.4 7.9 8.3 6.3 4.9 59 10.5 12.3
Finland 10.7 11 10.9 10.2 6.8 7.8 8.3 4.7 2 1.2
France -4.3 1.1 -44  -205 416 -509 -71.8 -100.6 -764 -87.5
Germany 85.7 1256 1468 1936 1973 199.7 269.5 2619 1894 2043
Ireland 26.4 36 38.7 42 39.7 322 353 422 54.3 57.8
Israel -4.2 -3.6 2.4 -2.3 -2.3 -1 -2.5 -3.8 0.6
Italy 8.1 7.6 2.1 -1.7 0 -119 254  -11.6 -13.6 -8 -39.1
Japan 54 79.1 88.5 1105 79.1 67.7 92.1 18.9 28.7 75.7
Korea 9.3 10.4 15 29.4 232 16.1 14.6 -13.3 40.4
Netherlands 5.6 11.9 18.3 32.8 36.9 38.7 55.6 47.8 50
New Zealand 0.4 -0.7 ) -2.8 -4.5 -4 -3.9 -3.8 -0.6 0.8
Norway 26 24.7 28.1 34 48.3 579 56.1 822 45.7 54.1
Slovenia -0.9 -0.6 -1.1 -1.7 -1.7 ) -2.9 -4.7 -1.6 -2.2
Spain -38.8 -40  -534  -765 -96.8 -1159 -137.5 -1395  -64.4
Sweden 12.8 15.9 18.2 22.8 18.9 20.3 16.2 16.5 10.7 9.7
Switzerland -2.1 4.2 4.2 6.8 4.4 6.5 10.9 17.2 17.1 193
Turkey -10.1  -155 221 -344  -433 -54  -62.8 =70  -38.8  -71.6
United Kingdom -654  -78.8 -858 -119.1 -1314 -150.1 -184.7 -177  -132.2 -153.9
United States -449.1  -509.1 -581.4 -707.4 -828 -882 -854.6 -864.9 -5452 -689.4
EU27 total y y . . -157.8  -230.1 -263.5 -3584 -1435
OECD total -346.2 -339.3 -414.8 -515.8 -737.5 -871 -832.3 -1006.7 -477.1
China 22.5 30.4 25.5 32.1 102 177.5 2639 298.1  196.1 181.8
India -6.8 74 -13.1 -23.1 -40.5 -57 0 -72.7 0 -1339 -89.6
Russian Federation 58 60.5 76.3 106 1427 1634 1525 200.9 131 1556

Source: OECD Factbook 2011: Economic, Environmental and Social StatistiCS
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Conclusion

R&D, as one of the important issues of export incen-
tives, is indispensable issue for increasing the competition
and production power of the countries. Together with high
expenditure, R&D is a such kind of investment that the
returns are very high. Not enough R&D investment will
make the countries dependant on external countries.

The other issue in determining the importance of R&D
investments for countires is taking into consideration the
R&D expenditures as the base of countries’ development
level. There is a tough contest in R&D among the west-
ern countries. But in comparison with developed countries
the developing countries are falling behind developed ones
because of lack of resourcecs and not understanding the
importance of R&D activities.

In innovative countires the 50% of national competi-
tion power lyes on R&D capacity. The quality of public in-
stitutions take up 25% of competition power and the other
25% belongs to macroeconomic stability. In innovative
economies that are close to technological borders the the
only source technological development is innovation ca-
pacity based on R&D, the countries that are very far from
technological boders the source of technological develop-
ment is either the innovation based on R&D or technologi-
cal transfer.

In a globalized economy, the countries that want to
national competition power must turn into dynamic com-
petition advantage based on R&D, high innovation capac-
ity, high competition power, high added value production.
To attain these the governments must create and develop
stable political and macroeconomic environment, invest
in human resources for gaining skilled employees, foster
the informational and technological infrastructure of the
economy by directly or indirectly supporting R&D expen-
ditures, protect the investment climate.
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The Role and Importance of R&D Activities in Economy
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Abstract

The aim of this article is to show the importance of Research and Development in the economy. In our modern life, the enterprises
are indicated as the source of economic development and innovation. To forecast the demand of the market beforehand and to meet this
demand with new and innovative products have become the reason for existence of enterprises in our modern world. When we look at
leading enterprises of the market, we may witness that the main features of these enterprises are to develop new product or production
methods. In other words, the enterprises will be successful if they move toward Research and Development and innovation activities in

tough competition condition.

Keywords: R&D, competition, innovation, enterprise, market.
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1. Research and Development Notion
1.1. R&D

Based on chances for a long time, the humanity could
reach today’s cultural level from the near past by means
of systematic work. Today we cannot refer the national
economy and even the development of enterprises to sim-
ple chances. That is why, taking into consideration the
financial opportunities the countries and enterprises must
pay attention to the research and development function
(Ertugrul, 2004:85).

R&D is systematic and creative activity aimed at
forming new products or production process. At the same
time, R&D is the mean of getting new knowledge for the
development of science and technology, forming new sys-
tems, processes and services (Turkiye Odalar ve Borsalar
Birligi, 2004:10).

R&D is closely related with other activities which
have scientific and technological foundation. R&D com-
proses systematic R&D activities in R&D departments
and non- systematic R&D activities in other departments (
OECD; Frascati Kilavuzu, 2002:18).

1.2. R&D Types

There are three different types of R&D activities in con-
nection with their quality and content (Eseryel,1999:56):

» Basic research,
» Applied research,
* Basic and applied research.

- Thilisi - Batumi, GEORGIA
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1.3. The Importance of R&D

In a technically and economically fast changing dy-
namic environment the enterprises have to pace with those
changes in order to exist and realize their goals. In this con-
tent, the enterprises can change by means of planned and
systematic research and development activites which are
the source of all innovations. If we take into consideration
the need of finding new production methods and products,
developing the existing products and production methods
together with finding solutions to the current problems it
will be very easy to understand the importance of R&D
function for the enterprises.

To develop and apply new technologies in order to
meet the needs and demands of consumers are the duty of
R&D which is in close connection with technology. Tech-
nological knowledge is the result of R&D activities, and it
is spread and shared in the economy which leads to eco-
nomic development (Ekren, 2000:1-2). R&D activities are
the means of strugle for survival in tough competition.

1.4. The Goals of R&D

The basic goal of R&D function is to provide the en-
terprises operating in continuous changing environment to
fall in step with those changes, help those enterprises to
develop and grow, consequently to help attain sustainabil-
ity. Based on those basic goals, there are some other goals
of R&D given below:

* To develop new product and process,
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e To find new use area for current products and
equipments,

* To find new production techniques or develop cur-
rent production techniques,

* To protect the competitiveness in falling in step
with competitors,

* To increase efficiency in enterprises,

* To provide cuts in production costs,

 To provide bonification of employer-employee re-
lationships,

* To provide establishment of new management in-
formation systems that will enhance information
flow towards the management.

1.5. Types of Research

The research is divided into two groups; basic research
and applied research. The main goal of basic research is
add new to the existing knowledge (Kara, 2002:98). The
basic research can be defined as bringing objective bases
for science and technology and developing the borders of
science rather than being used for commercial purposes
(Devrez, 1970:146). In some cases the results of basic re-
search can be used for designing new product (Barutcugil,
2003:131).

The applied research is used to solve specific problems
of scientific knowledge and principles. To put it different,
the applied research is mainly used for commercial purpos-
es.The most important thing in this research is contribute to
the development of existing applications (Eren, 2003:56).
In industry the applied research is more competitive and
useful rather than basic research (Tekin, 1996:112).

1.6. Types of Development

The development function of enterprises use the results
of basic and applied research in creating products, systems
and production methods or developing the existing ones.
The development provides the opportunity for use of ba-
sic and applied research results and as the consequence,
it takes the bridge role between research and production
(Tuncer, 1974:148). The basic characteristic of develop-
ment milestone is intense experiments in this level. The
development is based on activities which economically
provide the development of methods for situations emerg-
ing as the result of research (Barutcugil, 2003:133).

1.7. The Reasons for R&D and Followed Strategies
The reasons why the enterprises in nowadays pay
much more attention to the research and development are

given below (Barutgugil, 2003:20-21):

* Market reasons: To develop products in order to
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become pioneer enterprise in the market, protect
this position and compete with rivals in the market.

 Organization reasons: To make a name of innova-
tion in the industry, and maintain it, possess alterna-
tive products.

* Social reasons: To satisfy the consumers who ex-
pect changes, to prove the public and government
the benefits of the firm to the community.

« Staff reasons: to attract skilled researchers, to keep
them in the enterprise and add taste and meaning to
the activities.

The strategy that the enterprises should follow in re-
search and development is to make continuous innova-
tions for maintaining sustainable growth. That is why
when forming strategies, there is a great need for industry
growth forecasts, information about strategies, and enter-
prise opportunity analysis. Forecasts for industry growth
provide the opportunities to determine opportunities and
threats in future, to avoid abrupt technological and eco-
nomical suprises, to know new activity areas and competi-
tive development. At the same time, to know the reactions
of rivals to the changes in the environment plays great role.
The current situation analyse also plays an important role
in formulating innovative strategy.

The R&D and innovative strategies are as follows:

* Innovative strategy which provides designing new
product and new production process and introduce
them to the market before the competitors and be-
come the leader in market.

* Innovative strategy which provides defense.

* Innovative strategy which provides imitation.

* Traditional and opportunitist innovative strategy.

First strategy is highly aggressive with high risk and
high profit. Second one is mainly aimed at being first in
world markets and technology but wishing not to stay ahed
of technological developments. The enterprises who fol-
low this strategy aims at developing the existing technolo-
gy rather than to make technological innovation. The third
one is to follow the leaders in technology with licensing.
Last one is opportunitist. It is not eager to make innova-
tions in changes and competition expect emergency situ-
ations.

2. The Current Situation of R&D Activities in the
World

R&D activities which comprise of scientific — tech-
nological innovations, needs skilled personnel, resources
and capital, and well organized enterprise. That is why the
developed countries are successful in R&D activities, in
contrast the developing countries are staying behind.
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There is a need for separate budget of resources for scale the R&D resources are evaluated by dividing the
R&D. As a rule, it is not acceptable to have the budget R&D expenditure with GDP rate. In connection with this,
limit for R&D resources. Because it is obvious that expen- 27 European countries are given in table 1. (Tuncer, 20006).
ditures for R&D are never enough. According to world When comes to R&D expenditures it reachs great amounts.

For example, the Federal Germany spent $58 billion for and England spent $32 billion in 2005.
R&D in 2006, in the same year France spent $38 billion,

Table 1. The R&D expenditures in GDP in percentages (%)

1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria 1.7 1.78 1.9 194 207 214 226 226 248 246 252 267 275 275
Canada 1.66 1.76 1.8 191 209 2.04 204 207 204 2 196 1.87 192 1.8
Czech Republic 1.08 1.15 1.14 121 1.2 1.2 125 125 141 155 154 147 153
Denmark 192 2.04 218 . 239 251 258 248 246 248 258 | 287 3.02
Estonia . 057 0.68 0.6 07 072 077 085 093 1.13 1.1 129 142 144
Finland 271 288 3.17 335 332 337 344 345 348 348 347 372 396 384
France 219 | 2.14 216 215 22 223 217 215 | 2.1 21 207 211 221
Germany 224 227 24 245 246 249 252 249 249 253 253 268 278
Hungary 0.7  0.66 067 079 092 1 093 087 | 0.95 1 097 1 115
Iceland 1.83 2 23 267 295 295 282 . 277 299 268 2.64

Ireland 127 124 118 1.12 1.1 1.1 117 123 125 125 129 145 1.79

Israel 297 3.08 352 427 455 456 428 428 441 443 476 4.68 428 425
Italy 1.03 | 1.05 1.02 1.05 1.09 113 1.11 .1 1.09 113 118 123 127

Japan 2.87 3 3.02 3.04 312 3.17 32 3.17 332 34 344 344 | 3.33

Korea 241 226 217 23 247 24 249 268 279 3.01 321 | 3.36

Netherlands 1.99 19 198 | 194 193 188 192 193 19 188 181 176 1.82
Norway 1.63 . lo4 . 159 166 171 159 152 152 162 161 1.76
Slovenia 128 134 137 139 1.5 147 127 14 144 156 145 1.65 | 1.86
Sweden 3.47 . 358 . 413 . 38 3.58 356 | 3.68 3.4 37  3.62
Switzerland . . . 253 . . . 29 . . . 3

Turkey 037 037 047 048 054 053 048 052 059 058 072 073 0385

United Kingdom .77 176 182 181 179 179 175 168 1.73 175 178 1.77 185 1.82

United States 2.57 26 | 264 271 272 262 261 254 257 261 267 279
EU27 total 166 167 172 174 176 177 176 173 174 1.77 177 1.84 1.9
OECD total 21 212 216 22 224 221 221 218 221 224 227 233
China 064 0.65 0.76 091 095 107 113 123 132 139 1.4 147 1.7
Russian Federation ~ 1.04  0.95 1 105 118 125 129 1.15 1.07 107 1.12 1.04 124

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics
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The 1990s are the years that R&D intensity is very
low, in contrast the 2000s are the years that the R&D inten-
sity approached its previous level. In European Union the
R&D intensity lost ground till 1997, and after 1997 could
not reach its previous position. Turkiye showed the biggest
bounce between 1990-2002. The R&D intensity was 0.32
in the beginning of the term but till the end of 2002 the rate

doubled to 0.66 and in 2005 the rate was 0.76. Hence, the
R&D intensity of Turkiye constitutes to only the one sec-
ond of average R&D intensity of EU (2,52), and one third
of average R&D intensity of OECD (3,19). When we look
at the table 1, we may see that the biggest increase belongs
to Israel.

Table 2. The foreign trade of countries (Export — billion dollars §$)

2001 2002 2003 2004

Austria 64.7 71.3 89.2 1108
Belgium 190.3 2158 2555 3064
Canada 261.1 2526 2721 3172
Czech Republic 334 38.5 48.7 65.8
Denmark 50.1 55.7 64.6 74.7
Finland 42.8 447 52.5 60.9
France 289.6 3049 358.1 413.7
Germany 572 6156 7485 9118
Iceland 2 2.2 2.4 2.8
Ireland 77.4 88.3 929 1043
Israel 29.1 29.5 31.8 38.6
Italy 2443 2542 2995 3535
Japan 402.6  416.7 472 565.7
Korea 1504  162.5 193.8 2538
Netherlands 175.5 1753 2273 2905
Norway 59 59.6 67.9 82.5
Slovenia 9.3 10.4 12.8 15.9
Spain 116.1 1259 1563 1827
Sweden 76.3 829 1024 1232
Switzerland 82.1 879 100.7 116.8
Turkey 313 35.8 473 63.1
United Kingdom 272.6  280.6 307.7 349
United States 731 6932 7237 817.9
EU27 total

OECD total 4342 4500.9 5179.7 61749
China 266.1 3256 4382 5933
India 439 50.1 59.4 759
Russian Federation =~ 99.9 106.7 133.7 181.6

2005 2006 2007 2008 2009 2010
117.7 1342 1567 172.8 131.4
334 369.1 4309 4772 370 411.1
360.6 3882 4199 4556 3153  386.7
78.2 95.1 1209 1426  110.7
83.3 91.6  109.2 115.6 92.5 96.8
65.2 77.3 90.1 96.9 62.9 69.4
434.4 479 5394 5949  464.1 511.7
977.1 1122 1328.8 1466.1 1127.5 1271.1
3.1 3.5 4.8 54 4.1 4.6
110 108.8 122 1271 1169 1183
42.8 46.8 54.1 61.3 479
373 4172 500.2  539.6  406.7 4475
5949  646.7 7143 7814  580.7  769.8
2844 3255 3715 422 363.5
320.1 3702  476.8 506  402.6
103.8 1222 1364 1727 1147 1314
17.9 21 26.6 293 223 242
192.8 2141 2538 2792 2231
130.3 147.4  169.1 183.9 131 158.1
130.9 1479 172.1 2008 1725 195.6
73.5 85.5 107.3 132 102.1 114
3844 4484 440  461.6 3524 4047
904.3 1037 1162.5 12999 1056.7 1277.1
1307.3  1441.8 1703.1 19293 15274
6758.6 76649 8807.1 9759.8 75983
762 968.9 1220.1 1430.7 1201.6 1577.8
100.4 121.2 1459 1819 176.8
2415 3012 3523 468  301.8  373.1

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics
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Table 3. The foreign trade of countries (Import Ithalat- billion dollars $)
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria 69 71.4 91.5 111.3 120 1343 156.1 175.4  136.4
Canada 221.6 2224 2402 273.8 3144 3503  380.6 408.8 321 392
Czech Republic 36.5 40.7 51.2 66.7 76.5 934 116.8 140.3 102.9
Denmark 443 493 56.2 66.8 75 853 104.3 109.8 82 84.5
Finland 322 33.6 41.6 50.7 58.5 69.4 81.8 92.2 60.9 68.2
France 2939 303.8 3625 4342 476 5299  6l11.1 695.5 540.5 599.2
Germany 486.3  490.1 601.8 7182  779.8 9222 1059.3 1204.2 938  1066.8
Ireland 51.1 523 54.2 62.3 70.3 76.6 86.7 85 62.6 60.5
Israel 333 33.1 342 41 45 47.8 56.6 65.2 474
Italy 236.1  246.6 2974 3553 3848 4426 5119 5532 4147  486.6
Japan 348.6  337.6 3835 4552 5159 579.1 6222 762.5 552 694.1
Korea 141.1 152.1 1788 2245 2612 3094  356.8 4353  323.1
Netherlands 169.9 163.4 209 2577 2832 3315 4213 4582  352.6
Norway 33 349 39.9 48.5 55.5 64.3 80.3 90.6 69 77.3
Slovenia 10.1 10.9 13.9 17.6 19.6 23 29.5 34 23.8 26.4
Sweden 63.5 67.1 84.2 100.5 1114  127.1 152.8 167.3 1202 1484
Switzerland 84.2 83.7 96.4 110 1266 1414 161.2 183.6 1554 1763
Turkey 41.4 513 69.3 97.5 1168 139.6 170.1 202 1409 1855
United Kingdom 338 3594 3935 4681 5158 5984 6247 638.6 4847  558.6
United States 1180.1 1202.3 1305.1 15253 17323 1919 2017.1  2164.8 1601.9 1966.5
EU27 total . . . . 1465.1 16719 1966.6  2287.7 1670.9
OECD total 4688.2 4840.2 5594.6 6690.7 7496.2 85359 96394 10766.6 8075.4
China 243.6 2952 4128 5612 660  791.5  956.1 1132.6  1005.6 1396
India 50.7 57.5 72.4 99 1409 1782  218.6 3157 266.4

Russian Federation 41.9 46.2 57.3 75.6 98.7 137.8 199.7 267.1 170.8 217.4

Source: OECD Factbook 2011: Economic, Environmental and Social Statistics

Not enough R&D investment will make the countries vision of the same products produced in the country from
dependent on foreign environment. Foreign dependency foreign countries at the best quality or at the best price.
will result in foreign trade deficiency. Disregarding the The reason is the foreign countries produce those products
other conditions (low level of exchange rates, custom poli- with advanced technologies and at very low price.

cies and etc.), the most important reason we face is the pro-
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Table 4. The foreign trade of countries (Gross foreign trade - billion dollars 3)
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Austria -4.4 -0.1 2.3 -0.4 -2.2 -0.2 0.5 -2.6 -5.1
Canada 39.4 30.2 31.8 434 46.1 37.9 39.2 46.9 -5.8 -5.3
Chile 2.6 2 3.6 9.4 104 22.5 23.5 8 13.7
Czech Republic -3.1 -2.2 -2.5 -0.9 1.7 1.7 4.1 23 7.8
Denmark 5.8 6.4 8.4 7.9 8.3 6.3 4.9 59 10.5 12.3
Finland 10.7 11 10.9 10.2 6.8 7.8 8.3 4.7 2 1.2
France -4.3 1.1 -44  -205 416 -509 -71.8 -100.6 -764 -87.5
Germany 85.7 1256 1468 1936 1973 199.7 269.5 2619 1894 2043
Ireland 26.4 36 38.7 42 39.7 322 353 422 54.3 57.8
Israel -4.2 -3.6 2.4 -2.3 -2.3 -1 -2.5 -3.8 0.6
Italy 8.1 7.6 2.1 -1.7 0 -119 254  -11.6 -13.6 -8 -39.1
Japan 54 79.1 88.5 1105 79.1 67.7 92.1 18.9 28.7 75.7
Korea 9.3 10.4 15 29.4 232 16.1 14.6 -13.3 40.4
Netherlands 5.6 11.9 18.3 32.8 36.9 38.7 55.6 47.8 50
New Zealand 0.4 -0.7 ) -2.8 -4.5 -4 -3.9 -3.8 -0.6 0.8
Norway 26 24.7 28.1 34 48.3 579 56.1 822 45.7 54.1
Slovenia -0.9 -0.6 -1.1 -1.7 -1.7 ) -2.9 -4.7 -1.6 -2.2
Spain -38.8 -40  -534  -765 -96.8 -1159 -137.5 -1395  -64.4
Sweden 12.8 15.9 18.2 22.8 18.9 20.3 16.2 16.5 10.7 9.7
Switzerland -2.1 4.2 4.2 6.8 4.4 6.5 10.9 17.2 17.1 193
Turkey -10.1  -155 221 -344  -433 -54  -62.8 =70  -38.8  -71.6
United Kingdom -654  -78.8 -858 -119.1 -1314 -150.1 -184.7 -177  -132.2 -153.9
United States -449.1  -509.1 -581.4 -707.4 -828 -882 -854.6 -864.9 -5452 -689.4
EU27 total y y . . -157.8  -230.1 -263.5 -3584 -1435
OECD total -346.2 -339.3 -414.8 -515.8 -737.5 -871 -832.3 -1006.7 -477.1
China 22.5 30.4 25.5 32.1 102 177.5 2639 298.1  196.1 181.8
India -6.8 74 -13.1 -23.1 -40.5 -57 0 -72.7 0 -1339 -89.6
Russian Federation 58 60.5 76.3 106 1427 1634 1525 200.9 131 1556

Source: OECD Factbook 2011: Economic, Environmental and Social StatistiCS
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Conclusion

R&D, as one of the important issues of export incen-
tives, is indispensable issue for increasing the competition
and production power of the countries. Together with high
expenditure, R&D is a such kind of investment that the
returns are very high. Not enough R&D investment will
make the countries dependant on external countries.

The other issue in determining the importance of R&D
investments for countires is taking into consideration the
R&D expenditures as the base of countries’ development
level. There is a tough contest in R&D among the west-
ern countries. But in comparison with developed countries
the developing countries are falling behind developed ones
because of lack of resourcecs and not understanding the
importance of R&D activities.

In innovative countires the 50% of national competi-
tion power lyes on R&D capacity. The quality of public in-
stitutions take up 25% of competition power and the other
25% belongs to macroeconomic stability. In innovative
economies that are close to technological borders the the
only source technological development is innovation ca-
pacity based on R&D, the countries that are very far from
technological boders the source of technological develop-
ment is either the innovation based on R&D or technologi-
cal transfer.

In a globalized economy, the countries that want to
national competition power must turn into dynamic com-
petition advantage based on R&D, high innovation capac-
ity, high competition power, high added value production.
To attain these the governments must create and develop
stable political and macroeconomic environment, invest
in human resources for gaining skilled employees, foster
the informational and technological infrastructure of the
economy by directly or indirectly supporting R&D expen-
ditures, protect the investment climate.
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This article seeks to contribute to the debate about the role of small and medium enterprises (SMEs) in innovation which is con-
sidering as the only way to increase their efficiency, their share in the value added and GDP. The brief statistical analysis and conducted
survey reveal the real picture and key challenges in Georgia. Recommendation to reorient policy towards small innovative business was

developed.
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Introduction

In Economics innovation has been recognized as an
engine of high profitability from the beginning of 20th
century by Schumpeter (1934) who underlined that an in-
novative new product tends to face low competition at the
point of introduction and therefore earns relatively high
profits.

Nowadays the rapidly growing importance of knowl-
edge for welfare puts increasing focus on firms’ and coun-
tries’ ability to innovate as the only way for competitive-
ness, economic development, and economic growth.

There is a consensus among economists that small and
medium-sized enterprises (SMEs) are important both for
job creation and GDP growth. But the question — how in-
novative small businesses are — is still disputable.

This article seeks to contribute to the debate about the
role of Georgian small and medium enterprises (SMEs) in
innovation which is considering as the only way to increase
their efficiency, their share in the value added and GDP.

1. Innovation in Theory and Practice

What constitutes innovation is a complex matter, and
measuring and comparing innovation is a subject area still
very much under development. Two types of innovation
models might be considered as basic: traditional (conven-
tional) linear model of innovation and evolutionary-inno-
vation models. Traditional theory has viewed innovation
as closely related to science and technology. In this linear
model, innovation begins with research, followed by de-
velopment, which in turn leads to production, and finally
to marketing (Figure 1).
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Figure 1. The traditional linear model of innovation
Sources: Marjolein, et al; 2006; p. 429

The model has been criticized on several directions.
In particular, there are no feedback loops in this system;
as practice shows innovation is inevitably an iterative pro-
cess of trial and error and incremental adaptation at every
step, etc. (Marjolein, et al; 2006; p. 429). As a result, evolu-
tionary view of innovation was developed, denoted as the
coupling model and the chain-linked model. A particularly
important feature of evolutionary-innovation models is the
recognition that active involvement by end-users through-
out the process is crucial for success. In other words, a cen-
tral claim of innovation theory states that making users ac-
tive partners leads to a greater uptake of new products and
services, because users’ needs are better satisfied.

Besides the model approach, innovation is analyzed as
a comprehensive system that includes “sub elements - uni-
versities, enterprises, politics, capital and labour market”(
Small firms, 2006; p.3) or innovation arises from complex
interactions between individuals, organizations and their
operating environment.

The European Commission defines innovation very
broadly as “the renewal and enlargement of the range
of products and services and the associated markets; the
establishment of new methods of production, supply and
distribution; the introduction of changes in management,
work organization, and the working conditions and skills
of the workforce” (European Commission; 1995; p.1).

Thus, summarizing it might be said that in practice in-
novation can take many diversified forms, including com-
mercialization of science and technology as well as the
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development and implementation of new ideas more gen-
erally, as in the form of organizational change or inventing
new ways of doing things. (Napier, Serger, Hansson, 2004;
p-28).

In this article innovation is defined generally and
broadly — as the design of a new product or service (or a
greatly improved product or service) as well as the success-
ful bringing of the new product or service to the market.

2. Innovation and Firm Size

So, which firms, large companies or SMEs, are more
innovative? Literature reveals a number of factors that af-
fect firms’ innovative capabilities (Napier, Serger, Hans-
son, 2004; p. 29-31). They include:

e access to knowledge,

e the ability to transform knowledge into competi-
tive products and services,

e the willingness to innovate (in terms of products,
processes and organizational changes).

In more detail, access to knowledge might be meas-
ured by using indicators of national science base, private
sector R&D, expenditure on R&D, number of scientific
publications, number of researchers, human development
indicators, etc.

The ability to transform knowledge into products and
services is characterized by human capital, competitive
private sector, access to capital, education statistics, pat-
enting activity, venture capital supply, FDI, etc. , as well as
growth and development of SMEs in the country - the in-
dicator that has a special importance for our investigation.

The willingness to innovate depends on political and
macroeconomic framework conditions (GDP growth, in-
flation, corruption, informal economy, etc.), entrepreneur-
ship, incentive structures, collaboration between private
sector and academia, clustering and international network-
ing activities, the like.

There is a no consensus among economists regarding
the role of SMEs in innovation. The theory that connected
firms’ ability to innovate to their size was firstly devel-
oped by Schumpeter (1950). Initially he stated that small
companies were in better position due to their flexibility in
comparison to the large companies with their bureaucratic
structure. Some year later he changed his view and argued
that large firms were responsible for a disproportionate
share of innovative output because they had better resourc-
es and more market power. Similar conclusion was made
later based on the analysis of wide range of innovation
indicators and rates in the United States (Acs, Audretsch,
1988), (Acs , Audretsch, 1990). In Turkey the proportion
of innovative companies also increases with firm sizes.
Particular, while the propensity of undertaking technologi-
cal innovation activity is around 20% for SMEs (firms with
10-49 employees), it doubles to 40% for the firms with
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250-999 employees and 59% for the firms with 1000 or
more employees (Napier, Serger, Hansson, 2004; p. p.64).
One possible explanation could be that larger firms have
the required resources to perform and develop innovative
activities, whereas smaller firms don’t. SMEs tend to lack
the financial resources, the technological or management
know-how, investment in organizational change, so forth.

But smaller firms may to be more conducive for imple-
menting changes due to their smaller size and more flexible
organization. Moreover, it has been recognized that GDP
composition by sectors is a matter. In particular, while large
firms tend to have innovative advantage in some industries,
such as pharmaceuticals and aircraft, small enterprises are
more innovative in other industries, like computers and
process control instruments. In Turkey, for example, most
innovation is found within computer and electrical machin-
ery with more than 60% of the firm carrying out innovative
activity, whereas only around 10% of firms in textile, fur-
niture and leather industries where SMEs are prevailed are
characterized as innovative. In 1991 in the United States,
small firms produced 55 % of innovations and provided 25
per cent of the jobs in high-technology industries (Senturk
, et al; 2008).

Considered in terms of innovations per employee,
small firms are found to contribute about as many inno-
vations as their larger counterparts in the United States in
manufacturing, and the innovative activity of U.S. small
manufacturing firms far exceeded that of large firms (Acs,
Audretsch, 1990). These findings emerged not just for the
United States but for the Netherlands, the United King-
dom, and Italy (Thurik, 1999; p.176).

Another interesting fact is that while private R&D
expenditures contribute more to the innovative activity of
large firms and SMEs have limited opportunities of R&D
that require additional expenses and specialized staff, the
spillovers from university research are more important for
small-firm innovation. These effects might also include
re-engineering products or services, exploring innovative
distribution or sales techniques, or developing new and un-
tapped markets. Spillover effects were found in American
studies as well as in the European cases (Ibid).

Therefore, now it is internationally agreed that SMEs”
represent an important source of innovation. They tend to
occupy specialized market “niches” and follow competi-
tive strategies that set them apart from other companies.”
(Promoting, 2007; p.2). Small enterprises and large com-
panies play somewhat different roles in innovation. SMEs
are more market oriented and less research-driven, quicker
to respond to new opportunities and more oriented to small
incremental advances. They play a vital role in pioneering
and developing new markets and providing product diver-
sity and innovation in existing markets, characterized by
high risk/reward ratios.

To assess the situation in Georgia, we have to start
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with a brief description of country’s SME sector profile.
3. Georgia: SME Sector Profile

Since statistical information on Georgian SME sector
is relatively fragmentary, it is difficult to analyze trends
over time. However, some data provide a snapshot of its
relative place in the national economy. In particular, since
2008 the share of SMEs in the total number of businesses
has been about the same and counted 95-96 percent of total
business enterprises (GeoStat)'. In 2011 according to the
number of operating enterprises, SMEs prevailed in most
fields of economic activity, especially they were leading in
hotel and restaurant sector (98,5%); real estate (98%); ag-
riculture, hunting, foresting (98,7%); wholesale and retail
trade (96%); transport and communication (92,5%); con-
struction (96%); education (96%), etc., and even in manu-
facturing (96%). Large enterprises were concentrated, just
in some industries, for example, in electricity, gas and wa-
ter supply (37%) (GeoStat).

Since 2008 the share of SMEs in total turnover was
about 16-17 percent or, in other words, large enterprises
contributed around 83 percent and more of total turnover.
In 2011 SMEs prevailed just in some kinds of economic
activities, for example, in real estate and renting (53%), in
fishing (60%), and in education (56%) (GeoStat).

The similar situation exists in output creation. While
in 2004-2005 medium and small enterprises produced
around 1/5 of country’s output, in the following years in-
cluding 2011 their share declined to 14-18% (GeoStat).
In other words, most part of output, 82 percent and more,
has been produced by large enterprises. As for output by
kinds of economic activities, in 2011 large enterprises pro-
duced most part of output of leading sectors of Georgian
economy, for example, 72% of output in agriculture, 89 %
in manufacturing, 73% in construction, 68% in hotel and
restaurants business, while small and medium enterprises
produce most part of output in fishing (74%), real estate
and renting (53%), education (55%), etc.

Another important indicator of economic activity is
value added. Since 2006 most part of value added (80%
and more) has been produced by large firms (GeoStat).
Specifically, in 2010 small and medium enterprises pro-
duced 46,6% of value added in agriculture, 15,1% in man-
ufacturing, 29,5% in construction, etc.

An important measure of economic efficiency is labor
productivity per employed person. In 2008-2011 produc-
tivity of labor of employed person of large enterprises was
higher than that on average in the country, while produc-
tivity of labor of employed person of small and medium
enterprises was significantly lower. For instance, in 2010
in medium enterprises it was more than two times lower
and in small enterprises about three times lower than that
on average in the country (GeoStat).
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Analysis of employment by the size of enterprises
shows that in 2003-2008 SMEs employed about half of
total labor force, dividing approximately equally be-
tween small and medium enterprises. In 2008 employment
shrank significantly in large as well as small and medium
enterprises (by 6.4, 15.6 and 11.8 percent, respectively)
and from 2009 the economic situation has improved and
in 2010 the number of employed increased in large enter-
prises (by 4,5%) as well as in medium and small ones by
17,3% and 29,5%, respectively (Quarterly bulletin, 2010.
II; p.33). In 2011 SMEs employed around 40% of labor
force (GeoStat).

4. Survey

We applied reduced form evidence or the survey tend-
ed to measure output rather than activities and input. The
survey was conducted in January-February 2012 among 60
small firms in Tbilisi. Respondents were selected through
convenience sampling. 60 questionnaires were distributed
and 39 of them returned; response rate is 65 percent. Re-
sponse rate is quite reasonable.

The survey stars from the question - how innovation is
important to a firm. The vast majority of the respondents
(94.3%) believe that it is important.

Despite this optimistic consensus, practical results are
very modest. In particular, new products/services were de-
veloped about by every third firm (37.1%) while 40% of
respondents are indifferent to this type of innovation; only
31.4% of surveyed firms implemented new technology
(40% were indifferent) despite most part of the respond-
ents (62.9%) agrees that there was significant increase in
technology used in Georgia last ten years; only 28.6% of
surveyed firms developed new business processes (25.7%
were indifferent). Moreover, the survey highlights a re-
markable fact that just 17.1% of respondents cooperate
with universities in terms of innovation and most majority
(74.3%) does not. Figure 2 summaries the results.

company achieves sale growth - 343

cooparation with universities - 17.1

company has developed new business - 28.6
process :

company has implemented new
technology

there is significant increase in
technology in Georgia

innvation is important for the company

0 20 40 60 80 100

Figure 2. Survey questions and the share of positive answers (in percent
to total)
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Now it is not surprising that only about one third of sur-
veyed firms increased sales (34.3%) and most part of firms
could not achieve sales growth (42.9%). Overall, Georgian
SMEs remain in a challenged position with regard to inno-
vation and long-term competitiveness indicators.

5. Promoting Innovation in Georgian SMEs

It goes without doubt that SMEs innovation promotion
policy is an integrated part of the government policy. Some
countries have accumulative experience on SME promo-
tion policy and innovation policies design which goal is to
facilitate the commercialization of scientific and techno-
logical advances. For instance, in Turkey they were first
initiated in the 1960s with the creation of the Scientific
and Technical Research Council of Turkey (TUBITAK),
the purpose of which was to prepare and co-ordinate im-
plementation of science and technology policies in Turkey.
From 1997 the emphasis has been put on original innova-
tion systems, their dissemination, stimulation of innova-
tion activities and supplying support for the innovation ac-
tivities of SMEs (see, for example, (Small; 2004), (Napier,
Serger, Hansson, 2004).

Georgian government policy towards small business is
aspecial issue and partly we have discussed it (Papiashvili,
Ciloglu, 2012). Now just core directions will be outlined.
First of all, it should be special emphasized that in Georgia
there is no special policy towards small business because
there is a belief that successful macroeconomic policy cre-
ates favorable environment for making any business in
the country no matter the size of enterprises (Strategic;
2011). At the same time, the policy is oriented on foreign
direct investments (FDI) that means GDP growth. But as
we have shown (Papiashvili, Ciloglu, 2012), poverty and
unemployment are still the most painful issues for most
Georgians and GDP growth not always contributes to their
solving Particularly,

* Last decade unemployment rate has been stably
high. Specifically, it was 16.5% in 2008, 16.9% in
2009, 16.3% in 2010 (GeoStat).

« At first sight, Georgia’s unemployment rate is at
around the mid-level for emerging countries. But
in reality it understates the labor picture as many
people who are considered to be ‘employed’ for
statistical purposes are also underemployed — that
is, they are hindered by insufficient pay, irregular
or seasonal employment, and have few options for
increasing their economic mobility.

* As the surveys show, for example, International
Republican Institute poll, the most important issue
for the Georgian citizens is still unemployment (59
percent of the respondents) (Poll: Georgia’s, 2009).

* Briefanalysis of economic growth of Georgia finds
out that, despite the successful FDI policy and im-
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pressive GDP growth in 2005-2007 (GeoStat), and
the 2010 recovery of growth, there is still a limited
pool of job opportunities available.

* Moreover, Georgian policymakers have realized
that unemployment is not only economic but politi-
cal problem as well (Snip, 2011).

Under these circumstances, we do believe that Geor-
gian government has to reorient the policy focusing on the
unemployment as the most serious country’s contemporary
issue. Due to the fact that SMEs is world widely recog-
nized as an engine of employment, Georgia needs special
SMEs promotion policy. Generally, Georgian government
role must begin with providing meaningful tools for financ-
ing, marketing, and technological support of SMEs but the
top priory is the development of human capital.

Based on the listed above factors that affect firms’ in-
novative capabilities, we see several areas for improve-
ment and for Georgian government initiatives:

» Access to knowledge might be improved though
the development a system of education/trainings for oper-
ating individual entrepreneurs.

» Ability to transform knowledge into new prod-
ucts, services, processes or ideas depends on the link be-
tween business advisory services, on one side, and SMEs’
owners and managers, on another. Business incubators are
excellent tool of assistance of SME sector development
and SMEs innovation.

Indeed, marketing a new product or service requires
planning, finance, advertising and market research, pro-
duction and control capabilities, and knowledge of whole-
saling, retailing and pricing. These activities require spe-
cial skills that each successful business owner has to have
or has to learn. In most cases they should be taught, and the
government can provide advice on how and where to learn
more about them. Clustering new business development
close to universities or to large businesses may be suffi-
cient to generate innovative thinking. Only government
can coordinate co-operation among SMEs, large-scale
enterprises, universities, professional organizations and
public institutions. Only government can identify the best
technology and best practice, and organize the sharing this
information through trainings, seminars, and conferences.

Conclusion

In knowledge-based economy innovation is recog-
nized as one of the crucial component of firms’ and coun-
tries’ competitiveness, economic development, and eco-
nomic growth.

Now it is internationally agreed that not only large
companies but small businesses as well represent an im-
portant source of innovation. Turning from “gross” innova-
tion indicators, such as private sector R&D, expenditure
on R&D, number of scientific publications, number of re-
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searchers, human development indicators, etc. to more spe-
cific, for example, innovations per employee and/or inno-
vation in different sector of economy, small firms are found
to contribute about as many innovations as their larger
counterparts in many countries (for instance, in the United
States , the Netherlands, the United Kingdom, Italy, Tur-
key, etc.). SMEs have their market “niches” more orienting
on market development and less on research, on providing
product diversity and innovation in existing markets.

In Georgia the SME sector potential in terms of job
creation, value added, productivity of labor is used partly.
According to the most recent 2011 statistical estimates,
the SME sector accounted: 96% of the total number of en-
terprises, 40% of total employment, 20% of value added,
roughly 18% country’s output and 17% of turnover. There-
fore, while SMEs dominate the economy in terms of num-
ber of enterprises, they evidently operate with compara-
tively little capital equipment generating relatively low
levels of output, turnover, and value added.

The conducted survey shows as well low innovative
potential of Georgian SMEs in terms of new products/ser-
vices developed, implementation of new technology, de-
velopment of new business processes, etc. Overall, Geor-
gian SMEs remain in a challenged position with regards
to innovation and long-term competitiveness indicators.
These facts we can interpret as unused hidden reserves of
the development of Georgian economy.

We believe that Georgian government SMEs oriented
policy would change the situation. SME policies should be
aimed at enabling a critical mass of SMEs to be innova-
tive, to compete internationally and to grow, rather than
at necessarily preserving existing firms. Since the techno-
logical requirements for a new product or service may be
complex, unique and costly to each individual innovation,
the second part of the innovation process, i.e. bringing the
new concept successfully to the market, with government
support may be efficient. The crucial point of the policy
must be the orientation on the development of human capi-
tal that will result in improvement of access to knowledge
though the development a system of education/trainings
for operating individual entrepreneurs, on one hand. On
another, an ability to transform knowledge into new prod-
ucts, services, processes or ideas will be increased. In this
case business incubators are excellent tool of assistance of
SME sector development and SMEs innovation.

Notes

1. To obtain this information we officially addressed National Statistics
Office of Georgia (GeoStat)
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Abstract

Since the implementation of deposit insurance system economists have been arguing about its efficiency. Those who support the
idea of stabilizing impact of the system over banking environment tend to demonstrate its benefits for banking institutions, while the
criticizers of DIS reveal the facts to affirm the negative consequences of the system faced by commercial banks. This paper is to consider
the primary objective of DIS or its goal of social protection. Deposit insurance system was not designed to safeguard banking institutions
but the depositors of banking institutions. Therefore, the key determinant of efficiency of DIS must be the facts demonstrating protection
of depositors by the system. The best model of DIS definitely must be developed by the scholars to make it most effective for banking
environment, but still if depositors feel protected under the system, it must be settled that DIS justified the expectations. The paper is to
demonstrate the elements of DIS making depositors feel safe. Specifically, the behavior of Georgian depositors through coverage limit is
examined to check their expectations under this element. Requirements of Georgian depositors concerning reimbursement procedures are

also examined to determine what makes them feel protected.

Keywords: Banking system, deposit insurance, social protection, coverage limit, reimbursement procedures, Georgia
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Introduction

Deposit guarantee schemes provide explicit deposit
protection and ensure that if a bank fails, depositors will be
able to recover at least portion of their deposits (Cariboni,
Branden, Campolongo, & Cesare, 2008). The principal
objective of designing deposit insurance system was pro-
tection of depositors from probable loss by compensating
their deposits in an event of bank failures and bankrupt-
cies. Although protection of depositors by DIS is principle
objective of developing the system, promoting the banking
stability by deposit guarantee schemes should also be con-
sidered. However, these two objectives of the system have
very strong positive connection; banking stability can be
achieved under DIS only if depositors will have positive
expectations toward the system and feel safe about their
savings.

Some key elements of DIS ensuring positive expecta-
tions of depositors toward the system are coverage limit,
reimbursement procedures and the cases of compensation
observed after the bank failures. Therefore, careful consid-
eration of these elements and their institutionalization in
a way to enhance public confidence is of a central impor-
tance.

Although DIS is not implemented in Georgia yet, I still
think that it is only the matter of time and the system is go-
ing to be put in practice, as the process is indispensable part
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of economic development. Moreover, the project was al-
ready developed by the Financial Committee of the Parlia-
ment of Georgia and the National Bank of Georgia in 2005.
The project has been rejected by the Georgian Parliament,
however I assume that Georgian banking environment,
because of its current stability, is now ready than ever to
implement the system. Before the process of implementa-
tion it is critically important to carefully examine Georgian
depositors’ attitude toward the system and their require-
ments concerning different essential elements of DIS that
make the process of implementation successful. The article
is to examine behavior of Georgian depositors under DIS
through coverage limit and their requirements concerning
reimbursement procedures. Taking into account these re-
quirements will develop Georgian depositors’ positive ex-
pectations toward the system and therefore will make the
process of implementation effective in the country.

1. Literature Review on Social Protection by Deposit
Insurance System

Core Principles for Effective Deposit Insurance Sys-
tems, issued by the Basel Committee on Banking Super-
vision and International Association of Deposit Insur-
ers (IADI) in 2009, states that the first step in adopting a
deposit insurance system is to specify appropriate public
policy objectives that it is expected to achieve. The princi-
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pal objectives for deposit insurance systems are to protect
depositors and hence to contribute to the stability of the
financial system (Basel Committee on Banking Supervi-
sion; TADI, 2009).

According to Financial Stability Forum (FSF) deposit
insurance protects insured depositors against the conse-
quences associated with the failure of a bank but it is not
designed to protect banks from failing. Still well-designed
and well-understood deposit insurance system contributes
to the stability of a country’s financial system by reduc-
ing the incentives for depositors to withdraw their insured
deposits from banks. Public attitude and expectations play
a particularly important role in reinforcing the credibility
and the effectiveness of DIS. Thus, policymakers should
ensure that the public view all components of the deposit
insurance system as credible. The level and the scope of
coverage, the speed with which insured deposits are repaid
will affect the ability of DIS to strengthen public confi-
dence and thus to enhance stability of the financial system
(FSF, 2001).

Principle 17 of Core Principles for Effective Deposit
Insurance Systems, covering reimbursement and recover-
ies, indicates that depositors should be given prompt ac-
cess to their insured funds by the DIS. Therefore, deposi-
tors should have a legal right to reimbursement up to the
coverage limit and should know when and under what con-
ditions the deposit insurer will start the payment process,
the time frame over which payments will take place, as
well as the applicable coverage limit (Basel Committee on
Banking Supervision; IADI, 2009).

To let depositors know the applicable coverage limit in
advance is a critical point for ensuring high level of con-
fidence among population (Coutu, 2008). However, it is
also the subject of intensive discussions whether insurance
coverage should be established at all or not. The reason
of disputes is undermined positive effect of DIS through
this limitation. If depositors are not fully reimbursed there
might be the risk that positive expectations of population
toward DIS will decrease. However, imposition of insur-
ance coverage serves the purpose of strengthening mar-
ket discipline. Depositors are motivated to observe bank
performances when part of their saving is still exposed to
risk. Consequently, bank management knows that they are
watched by depositors and undertaking excessive risks
may cause deposit outflows. This forces commercial banks
to restrict themselves from following risky strategies.

Coverage limit has another positive function of im-
proving competition in the banking environment — de-
positors are not restricted to keep their savings in different
banking institutions when they exceed the limit of cover-
age at one bank account. As a result they are fully compen-
sated when deposits are distributed among several com-
mercial banks. This helps to evade concentration of funds
in one and the same relatively famous and large banking
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institutions.

Therefore, coverage limit is among those important
elements of the system that ensure positive impact of DIS
over the state of the banking environment and is recom-
mended to be imposed. Schich (2008) & Velikova (2006)
state that it is critical to establish coverage limit for insured
instruments. The essential point is to choose the optimal
level of coverage. Coverage must be sufficient to pre-
vent destabilizing banking runs, but not so extensive as to
eliminate all effective market discipline on the bank’s risk-
taking (Schich, 2008; Velikova, 2006). Vast international
experience says that optimal insurance coverage correlates
with the GDP per capita with a coefficient from 1 to 2
(Tourbanov, 2005). Sometimes the coverage ratio is recom-
mended to be higher for developing countries (Demirgiic-
Kunt, Karacaovali, & Laeven, 2005). International Mon-
etary Fund also uses one or two times per capita GDP as
the general rule in advising countries on appropriate limits
for deposit insurance coverage (Blinder & Wescott, 2001).

To follow recommendations, GEL 10 000 should be
imposed as coverage limit of deposit insurance in Georgia
to get favorable effects. This assumption is based on the of-
ficial statistical data of 2011 that Georgia has GEL 5421.4
of GDP per capita (National Statistics Office of Georgia,
2011).

Based on the literature review the questions concern-
ing the behavior of Georgian depositors and their expecta-
tions toward DIS especially through coverage limit in case
of the implementation of the system have emerged:

1. Will imposition of coverage limit of GEL 10 000
undermine positive expectations of Georgian depositors
toward DIS?

2. What reimbursement procedures are required by
Georgian depositors to ensure their positive expectations
toward the system?

The answers to the questions above will help to foresee
probable effect of DIS over the behavior of Georgian de-
positors, to anticipate their expectations toward the system
and therefore, to estimate the perspective of DIS in Geor-
gia to meet its primary objective of protecting depositors.

2. The Effect of Coverage Limit over Expectations of
Georgian Depositors toward DIS

The effect of insurance coverage limit over positive
expectations of Georgian depositors toward DIS was ex-
amined by questioning depositors about their behaviors
through coverage limit and without it. Namely, the number
of depositors running to the banking institutions under cov-
erage limit and under full coverage was measured. 500 of
the Georgian population from different regions of Georgia
were questioned. The questionnaires were randomly dis-
tributed among the population. Georgian depositors were
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asked about their behaviors under two conditions: trough
coverage limit of GEL 10 000 and full coverage. The ques-
tions were formulated as below: 1. would you withdraw
your savings from bank account in times of crises if DIS
operated in Georgia through GEL 10 000 coverage lim-
it? 2. Would you run to your banking institution for early
withdrawal in times of crises if DIS operated in Georgia
through full insurance coverage?

According to the responses of the population un-
der the study about half of the respondents, around 0.54 %
or 272 people, would immediately run to banks to with-
draw their savings in case of any political or economic
instability if deposits up to GEL 10 000 is compensated.
The rest of respondents prefer to wait just a little to see
further developments on the market. Situation has slightly
changed under full coverage. The number of depositors
running to commercial banks for early withdrawal has de-
creased by 31, or 241 respondents replied that they would
withdraw their savings in case of uncertainty under full
coverage.

The data from the survey about the effect of cover-
age limit was tested through z test for differences in two
proportions, also called confirmatory data analysis. The
purpose of testing was to see whether imposition of cov-
erage limit undermines positive expectations of Georgian
depositors to DIS or not by increasing the number of runs
to banking institutions.

To conduct testing, sample population 1 is assumed
to be 272 people and sample population 2 refers to 241
people. The proportion of sample population 1 in the total
sample size of 500 equals to 0.544 (p1=0.544) and the pro-
portion of sample population 2 — 0.482 (p2=0. 482) when
total sample size is 500 people again.

z testing for differences in two proportions was con-
ducted to test the hypothesis below:

HO: p1 —p2>0
Ha: pl —p2<0

The null hypothesis states that GEL 10 000 coverage
limit increases the number of Georgian depositors running
to the banks for early withdrawal in times of crises (cov-
erage limit undermines positive expectations of Georgian
depositors). Alternative hypothesis is that impositions of
coverage limit does not have any negative effect over ex-
pectations of Georgian depositors toward the system or
does not increase the number of depositors’ runs to bank-
ing institutions. Not to reject the null in favor of alternative
hypotheses the difference between two sample proportions
must be positive or more than zero.

Hypothesis testing was conducted at the 5 % of signifi-
cance level, or @ (alpha) is assumed to be 0.05(& = 0.05),
which means that testing results are true at 95 % of confi-
dence.
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Z Test for the Differences in Two Proportions

Testing HO: imposition of coverage limit in Georgia
increases panic runs to banking institution.
Proportion 1: 0.544  Sample size 1: 500

Proportion 2: 0.482  Sample size 2: 500

Hypothesized difference (D): 0.12
Significance level (%): 5

z-test for two proportions / Two-tailed test:

Difference 0.062
z (Observed value) -1.838
7 (Critical value) 1.960
p-value (Two-tailed) 0.066
alpha 0.05

Test interpretation:

HO: The difference between the proportions is equal to
0.12.

Ha: The difference between the proportions is different
from 0.12.

p-value is greater than the significance level ¢ =0.05,
one cannot reject the null hypothesis.

The risk to reject the null hypothesis HO while it is true
is 6.60%.

According to the testing results p-value is greater than
the level of significance & (p-value >& or 0.066 >0.05),
thus, null hypothesis fails to be rejected. It means that there
is more than 5 % risk (6.60% in this case) of type I error
or chance that null will be rejected when actually it is true.
Null hypothesis can be rejected only when there is less than
5 % risk of rejecting null by mistake.

Observed value of z falls below the lower critical value
of'z (z observed value < z lower critical value) that increas-
es the risk of rejecting the null by mistake up to 6.60%.

Hypothesized difference equals to 0.12, which means
that testing results at 95% of confidence allow number of
Georgian depositors running to the banking institutions
for early withdrawals to increase by 12% if GEL 10 000
coverage limit is imposed under DIS in Georgia. When hy-
pothesized difference becomes 13% null can be rejected in
favor of alternative one, or testing results at again 95% of
confidence do not allow the number of Georgian depositors
runs to commercial banks to increase by 13% through GEL
10 000 of insurance coverage limit. Therefore, significant
increase in the number of Georgian depositors’ runs to
commercial banks under coverage limit is not supported
by testing results.
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Such a minor increase in the number of Georgian de-
positors running to the commercial banks for early with-
drawal may be caused by the scope of the coverage limit
offered (GEL 10 000). The savings of only few deposi-
tors may exceed that limited amount of coverage limit in
Georgia. Moreover they are to be allowed to divide their
deposits among different banks not to exceed the limit of
insurance coverage.

12% of depositors running to the banking institutions
for early withdrawal of their savings after imposition of
coverage limit are also important to observe under the
study. This category of depositors does not give up the pro-
cess of observations and force commercial bank manage-
ment to think before undertaking excessive risks.

3. Requirements of Georgian Depositors Concerning
Reimbursement Procedures

Georgian depositors highlighted some essential points
which they named to be critically important to gain their
positive attitude toward the system. The points apply to the
process of reimbursement.

Georgian depositors require to be informed about the
time frame over which payments will take place. The issue
was named to be even more essential if DIA does not plan
to make immediate payments and the loss of depositor is to
be compensated gradually.

The role of DIA during the process of liquidation of
banking institution is another critical issue required by
Georgian depositors to be clearly defined by the project.
Depositors prefer the process of reimbursement by DIA to
take a start immediately after commercial bank is declared
insolvent. The process of liquidation of banking institution
usually lasts long. Therefore, not to make depositors wait
the compensation can be carried out using the Agency in-
surance funds. Expenses faced by DIA in the process of
compensation will be repaid after all assets of banking in-
stitutions are liquidated by NBG agents.

The process of reimbursement after bank failure is re-
quired to be described in details by the project of DIS. De-
tailed description of the process largely supports promotion
of public confidence and helps to assure depositors about
compensation. Requirements concerning the description of
the process of reimbursement include the following: 1) de-
positors require to know precisely the steps of the process
of reimbursement which they will have to undertake in or-
der to be compensated. Namely, when to claim for com-
pensation and how to apply to DIA for reimbursement; 2)
In the process of reimbursement DIA is required to provide
full information about delays of compensation or when ex-
actly depositors are to be compensated.
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Conclusion

Testing results enable to conclude that coverage limit
of GEL 10 000 is less expected to significantly undermine
positive effect of DIS if it is implemented in Georgia. Al-
though the null hypothesis of increasing the number of
Georgian depositors running to the banking institutions for
early withdrawal under GEL 10 000 coverage limit could
not be rejected, the above conclusion still can be assumed
to be objective. The assumption is based on the same result
of testing which showed that null hypothesis could not be
rejected at 95% of confidence only if 12% of increase in
the number of runs is allowed. Testing results do not al-
low increase in the number of Georgian depositors’ runs
by 13% and in this case null hypothesis could be rejected
in favor of alternative one at the same 95% of confidence.

12% is not a considerable figure compared to the re-
sults of testing carried out before. According to it null
hypothesis of increasing the number of Georgian deposi-
tors after implementation of DIS could not be rejected at
95% of confidence. Testing results allowed the number of
Georgian depositors to increase under DIS by 50% (Khun-
dadze, 2010). Considerable number of respondents under
the study not trusting banks before DIS expressed their
positive expectations toward DIS through demonstrating
willingness to deposit their savings. These positive expec-
tations are essential to preserve as it is the most important
factor making the system effective. Therefore, the system
should be carefully designed and implemented not to dis-
appoint depositors and not to be distracted from the pri-
mary objective of social protection.

As coverage limit is believed to be the element essen-
tial for successful implementation of DIS through strength-
ening market discipline and reducing the problem of moral
hazard, its imposition should be recommended in case if
DIS is implemented in Georgia. Moreover, testing results
did not prove coverage limit of GEL 10 000 to significantly
undermine positive expectations of Georgian depositors
toward DIS.

GEL 10 000 is an optimal amount of insurance cover-
age limit for Georgia, as through this amount of coverage
limit only minor increase in the number of depositors’ runs
were observed under the study. It means that positive ex-
pectations of Georgian depositors will not be significantly
undermined by this amount of coverage limit. At the same
time not all depositors gave up the process of observation
through GEL 10 000 coverage limit and this category of
depositors keep up the market discipline after implementa-
tion of DIS through forcing commercial banks to reserve
themselves from following too risky strategies.

The only requirement of depositors in Georgia con-
cerning coverage limit apply to being clearly informed
about the limit of the compensation in advance. Otherwise
they did not show any inconvenience due to the limitations.
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To enhance their positive attitude toward DIS Geor-
gian depositors also demanded full information about the
process of reimbursement in advance. Particularly, the
time frame of compensation, delays of compensation, the
steps to undertake to be compensated and the parties taking
responsibility to reimburse. Knowing these details in ad-
vance showed to promote confidence of Georgian deposi-
tors. Thus, it is recommended to meet these requirements
when DIS is designed for Georgian context.

Before implementation of DIS in Georgia it is essen-
tial to consider all those elements of the system that ensure
positive attitude of depositors toward the system. There-
fore, taking into account all above conclusions and rec-
ommendations are critically important to make Georgian
depositors feel protected when the system is implemented
in Georgia and consequently to ensure efficiency of the
system.
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Abstract

In order to be competitive in the market any institutions needs to adapt to contemporary demands of the customers and the market
itself. A change at every stage of development is essential for any organization, which aims to succeed in reaching the goal it serves. With
the changing environment around one needs to adapt to new waves of changes and innovations especially when they are directed from
some regulating government bodies to stay functioning in the system. To be an appropriate player of a unit system an organization needs
to follow the rhythm of mostly unpredictable or unclear changes. To do so, an organization personnel needs to be flexible for changes and
this is a major problem when we deal with organizations that have a long history living with “good old” rules. The paper discusses the
difficulties of meeting the change and taking the challenge of transformation. It discusses the common processes and the characteristics
of the winners of the change based on change analysis directed by a management.

Keywords: Change management, change agent, change leader, frame of change, organizational values, change actions, employee

motivation.
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Introduction

In order to be competitive in the market any institu-
tions needs to adapt to contemporary demands of the cus-
tomers and the market itself. A change at every stage of
development is essential for any organization, which aims
to succeed in reaching the goal it serves. With the changing
environment around one needs to adapt to new waves of
changes and innovations especially when they are directed
from some regulating government bodies to stay function-
ing in the system. To be an appropriate player of a unit sys-
tem an organization needs to follow the rhythm of mostly
unpredictable or unclear changes. To do so, an organiza-
tion personnel needs to be flexible for changes and this is a
major problem when we deal with organizations that have
a long history living with “good old” rules. The paper dis-
cusses the difficulties of meeting the change and taking the
challenge of transformation. It discusses the common pro-
cesses and the characteristics of the winners of the change
based on change analysis directed by a management.

Main Arguments

Changes in an organization may include variety of as-
pects starting from globalization, innovative technology,
automatization or revolution in information and commu-
nication technologies. In our case the change process was
initiated by the management to meet the industry norms,
namely to receive the accreditation from the Ministry of
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Science and Education of Georgia. The personnel readi-
ness and their attitudes did play a major role in the process.
We divided the results received from the series of surveys
into recommendations for each stage of management,
namely the planning, the organizing, the implementing and
the controlling stages.

Here we concentrated on the shift from tactical to stra-
tegic management, when each individual member was to
think globally. (Susanto, 2008) The readiness of the per-
sonnel to think globally was a defining factor from the
start and we believe that this gave the course to the whole
change process. For employees change is always related
to resistance and it is more a psychological aspect than the
material. An organization has to deal with old methods and
employees resisting to change their style of work for new
one, regardless how easy and simple the new styles may
seem.

Essentially, we discuss the following steps that need to
be taken at the planning process of the change, which were
divided into three most important stages. We believe that
without a well planned process, it will not be possible to
visualize the change and if the planners fail to do so, they
will not be able to assess the real process and therefore the
change will be doomed to the failure, causing the disap-
pointment and the mistrust of the employees to other pos-
sible changes. (Austin, 2009)

Firstly, Management, while planning the change,
needs to reconceptualize what is possible by creating a new
frame of analyzed needs. If we fail to do so, the employees
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will have difficulties in perceiving the reason of change.
(Mathews, 2009) Assessing the capabilities and the skills
of the employees together with the material potential of an
organization help create a visual concept of the company
and makes it easier to match it to desired shape, helping
to plan the changes. After completing the new frame, the
second target of the organization should be the change of
actions and not the values. Usually what happens when
values are changed instead of the actions is that members
of the organization feel alienated from an organization
even though they have worked there for several years. This
usually results in high turnover and failure in change pro-
cess. Even if management sets the best frame and actions
to reach the change goals, still it needs to communicate the
new frame by linking it with accepted stakeholder goals,
especially the goals of the employees.

Secondly, evaluating the potential to change is as im-
portant as the planning itself. Without understanding the
real potential of the workforce at the organization, it is very
hard to make any projections for the future change. In our
case the employees believe that the change process itself
was underestimated and thus the skills and the expertise
of the employees were the scarce resources that lead to the
difficult days of change process. (Peus, 2008) One addi-
tional quality manager was not enough for the process to
have the guaranteed success and the heads of the depart-
ments had to work days and nights to complete the given
tasks within the time. Resource allocation was an error that
led to the most problems, because the time period was not
enough together with the usual process going on and scarce
supplementary resources like computers and other printing
facilities.

Thirdly, the hardest part of a change process is its im-
plementation. Our employee survey showed that among
the many factors affecting the change process the most
important were: profound understanding, objective ap-
praisal of resources (in our case the human resources) and
simple-agreed objectives. Here we stress once again the
importance of correct communication in helping the em-
ployees understand the process better, providing them the
feedback and the motivation to try harder in the process
itself. Employees did admit that they did not feel them-
selves as a part of a process that would benefit them as
the first stakeholders, but they felt that they were just the
implementers of the ministry-director balance of power,
so the lack of the profound understanding made them lose
time in going along the change actions. (Warrick, 2009)
The skills of the employees to implement the change were
not thoroughly measured, namely the computer skills of
every teacher, so that at the end the heads of department
and the quality manager had to spend hours doing the task
that was supposed to be done by the employees individu-
ally. Most of the time the employees had difficulties visual-
izing the goals for some of the change actions and it took
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the personal characteristics of the leaders to convince and
make the employees visualize the actions of change and
the process itself.

At last, controlling mechanism of change in our case
was a defining factor in raising the motivation of the em-
ployees towards change. The fear of failing in the process
of change was high because it would be reflected on the de-
cision of the contract renewal. Instead of being motivated,
the employees were somehow scared of losing the jobs and
that is what kept them going. We believe that periodical
control mechanisms would help the employees better meet
the deadlines of the change actions and thus would make it
less difficult for the heads of the department and the quality
manager to lead the employees towards the change.

Before giving the recommendations w would like to
point out the leadership aspect of change and point out
some features of the leaders that led the team to the suc-
cess. We believe that without a great effort on the side of
these people, the organization would have failed the pro-
cess of change due to not being ready to change, the incor-
rect evaluation of the potential of the employees and the
incorrect visualization of the change and its objectives. The
following characteristics of the leaders were considered to
be vital in the change process according to the employee
surveys: high commitment of leaders, trust in leaders and
courage to take the first steps.

Commitment of leaders was arising mostly from the
high sense of responsibility that they had in front of the
management as a whole. The effort that was given by the
leaders, in our case the heads of the departments most of
the time encouraged the team members and gave them
motivation to follow the leaders. Trust in the leaders was
strengthened by the trust in the knowledge and the com-
petence of the leaders. Choosing the leaders according to
their competences was the right step from the management
side and we believe that the confidence in the professional-
ism of the superior kept the employees motivated. The last
but not the least, or even the most important was the third
factor, which was the courage to take first steps. In every
organization, the employees lack the courage to make first
steps into development or improving their working styles,
and especially when we talk about changes and the chang-
es related to the industry norms and standards, not many
employees are willing to take chances and try to initiate
something new. The risks of failure here include not only
the financial loses, but also the image and the license of the
whole organization. In our case, we believe that the leaders
had the courage to try new things and come up with better
solutions that were recommended from the above, mean-
ing the ministry. Having seen the leaders take steps, the
employees too were motivated to do so and as a result the
organization received an outstanding outcome.
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Conclusion

After having analyzed the data received from the em-
ployee surveys and the interviews with the leaders of the
change, the following recommendations for change man-
agement were outlined. We have set the series of recom-
mendations for step by step management and believe that
they are basic for all kinds of change and will need a little
modification for a concrete purpose.

On the planning stage the following needs to be done:

1. the new desired frame should be created by bottom
up approach, when each individual employee contributes
to the formation of the frame, this way the level of par-
ticipation increases and employees feel themselves more
committed to the organization change;

2. the new frame will need the change of actions not
the values, so we recommend that the action be based on
the old values. Justifying new actions in a new way in in-
terpreting the old is the best solution not have the employ-
ees alienated from the core values of the organization;

3. understanding is the halfway to success so each
change agent together with the change leaders should com-
municate the new frame successfully. When having left
some questions unanswered, the employees tend to post-
pone the task because not being able to perform it associ-
ated with the lack of skills and they prefer not to stress on
themselves being not capable to do the task. Better com-
munication within the departments may save a lot of time
of leader subordinate individual consultations.

On the organizing stage the following needs to be
done:

1. when organizing a major change involving the
transformation of the employees with well defined core
values and styles of actions, one needs to evaluate the po-
tential of the workforce, their skills and expertise needed
for the change process. Simple skills that lack within the
employees may lead to failure in change, so we recom-
mend the management to assess the competences of its em-
ployees objectively and include the training and consulta-
tion within the planning stage of the change;

2. Failure to evaluate the potential of the employees
may lead to the incorrect resource allocation, which to-
gether with the time limit may cause the failure to meet
the projected deadlines. In our case the computer and other
printing resources became scarce together with the time
available to use them, so the departments had to work extra
hours on the weekends and evenings to reduce the traffic
while using the resources.

On the implementing stage the following needs to be
done:

1. It is hard to influence an employee to take major
steps when there is a lack of understanding of the process
as a whole and its importance to the organization, as well
as each individual in the organization. We recommend that
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the talks about the ongoing process continue while the
tasks are being performed and the progress show to the
employees, believing that this is a very motivating tools
for employees;

2. In the difficult times like change, we believe that
a good appraisal of employees will be an extra motivator
for the employees. The employees that find the courage to
change and make the steps towards something that is not
familiar and clear are already the champions so they need
to be appraised time to time along with the implementation
process to feel more motivated.

3. Objective based performance is the best direction
when making changes. The routine work of the employees
is easy and they tend to follow the old routine again and
again, refusing to any action changes. So simple-agreed
objectives are the best solution to prompt each employee
on every stage not to deviate from the course taken.

On the controlling stage the following needs to be
done:

1. The fear of the failure resulting in losing the job
was a strong factor that kept the workers going, but we
believe that the second the employees will react to this kind
of control negatively, and the change process next time will
make the organization lose its employees, especially the
key employees who once were successful in the change
process. We recommend that more positive and regular
control mechanisms be included in the controlling process.
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Abstract

In this study, general admission criteria of United States colleges and universities are reviewed based on the required specifications
and priority levels.

In general, US colleges look at academic record, e.g. presence of core curriculum and challenging courses in high school such as
Advanced Placement (AP), G/T (Gifted and Talented), Dual-credit or Honors courses, etc. so there is no need to enroll in remedial courses
when admitted; consistent high class rank and grades (GPA-Grade Point Average) in high school; standardized test scores such as SAT
(Scholastic Aptitude Test) Reasoning, ACT (American College Testing), SAT subject, PSAT/NMSQT (Preliminary Scholastic Aptitude
Test/National Merit Scholarship Qualifying Test), and state mandated standardized tests, etc.; interviews; counselor and teacher recom-
mendations; out-of-class activities in terms of depth of involvement, taking initiatives such as leadership, creativity, service or work;
personal essays; demonstrated interest; work experience and internships, ability to pay, race/ethnicity, alumni relations, residence.

Based on these admission criteria students can apply to public or private colleges via different types of admissions, e.g. early, regu-

lar, rolling, open or deferred admission.

Keywords: Admission criteria, core curriculum, testing, US colleges and Universities.

JEL Classification: A21, A22

Introduction

The National Association for College Admission
Counseling conducted a survey of their members in 2005
to find out what factors affected their admission decisions
(As cited in NACAC’s Research to Practice Brief, 2007);

1. Grades in College Prep Courses (AP, Pre-AP, Dual-
Credit, etc.) - 74%
2. Admission Tests (SAT, ACT) - 59%
3. Grades in All Courses / Grade Point Average (GPA)
/ High School Transcript - 54%
4. Class Rank - 31%
Personal Essays - 23%
Counselor Recommendation - 17%
Teacher Recommendation - 17%
Demonstrated Interest - 15%
9. Interviews - 9%
10. Work Experience / Activity Involvements - 8%
11. State Exams (Regents scores) - 7%
12. Subject Exams - 7%
13. Ability to Pay - 2%
14. Race/Ethnicity - 2%
15. Alumni Relations - 2%
16. Residence - 1%

PN
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1. College Admission Criteria in Detail

In this section, college admission criteria are exam-
ined in more detail in the order of priority as revealed by
NACAC s survey (As cited in NACAC’s Research to Prac-
tice Brief, 2007).

1.1. Grades in College Prep Courses

Grades in college core courses such as AP and Dual-
Credit and other challenging courses such as Pre-AP, G&T
and Honors courses ranked the first affecting college ad-
missions (As cited in NACAC’s Research to Practice Brief,
2007). College core courses, which are also called remedi-
al courses if they are not enrolled and passed in high school
and enrolled at the college level, are a group of courses in
a variety of areas, such as arts and sciences, which make
up the general education requirements for all students at an
institution regardless of their major (Ignash, 1997:20). Stu-
dents enroll in and pass these courses in high school avoid
remedial courses when they are admitted to college gaining
from time and finances. 63 percent of college freshman
students are placed in remedial and developmental classes.
Remedial classes do not count towards college graduation
requirements; however cost money (Andruss, 2012). These
courses usually are (as cited in Texas General Education
Core Curriculum, 2012);
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A) English (four years or more)
I. One English year credit each for English 9,
English 10, English 11, English 12 for 4 years in
high school.

B) Mathematics (three years or more)
I. One year credit each for Algebra I, Algebra II
and geometry
II. One-halfyear credit each for trigonometry, cal-
culus (not pre-calculus),
III. Other math courses beyond Algebra I

C) Social Sciences (three years or more)
I. One year credit each for American history,
world history and American government
II. One-halfyear credit each for economics, geog-
raphy, psychology or other history courses

D) Natural Sciences (three years or more)
I. One year credit each for earth sciences, biology,
chemistry and physics

E) Foreign Language (two years of the same language)

F) Many colleges may also require additional courses in
1. Mathematics,
II. Fine and Performing Arts
III. Computer Science

1.2. Admission Tests (SAT, ACT)

As a method of comparison, colleges require standard-
ized tests such as the Scholastic Aptitude Test (SAT) and
American College Testing (ACT) (Nicholson, 1982:24-
25). Scores of these tests ranked the second among the
college admission criteria in NACAC’s survey (As cited
in NACAC’s Research to Practice Brief, 2007). Colleges
evaluate admission test scores in terms of ranges that the
scores are within. Besides the SAT and ACT, some schools
also require the SAT Subject Tests in subjects of the stu-
dent’s choice. Any of these tests can be taken more than
once (Conley, 1987:37-38).

1.3. Grades in All Courses / Grade Point Average
(GPA) / High School Transcript

GPA is the average of grades of the classes taken in
high school. An indicator of the student’s overall scholastic
performance, the GPA is computed by totaling the number
of grade points earned in each course, e.g. A=4, B=3, etc.
and dividing the sum by the total number of credits that
are taken. Grades in high school courses as displayed in
high school transcript or Grade Point Average (GPA) were
found to be the third most important factor affecting college
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admissions in NACAC’s survey. Colleges evaluate grades
in terms of consistency or improvement; thus a high GPA
maintained throughout high school as well as an improving
GPA as the student nears university level are both positive
factors affecting student admissions. Besides, many col-
leges recalculate GPA based on AP or Honors courses, core
versus elective courses, and other factors (Wu, 2012).

Additionally, in some cases, GPA can be the most im-
portant factor affecting student’s college admission. Texas
public colleges or universities for instance must automati-
cally admit the student if the student’s GPA at the end of
junior year place him/her in the top 10 percent of senior
graduating class. University of Houston for example gives
automatic admission to top 20% even in a practice began
in fall semester of 2006. Although, GPA is calculated at
the end of the junior year, it is still important to improve
grades in the senior year since colleges are impressed by
an upward trend (Admissions for the Top 10%: Everything
you need to know, 2012).

1.4. Class Rank

Class rank is the student’s place in the class followed
by the total number of students in the class (Latham,
1987:38), e.g. 8th out of 59. Class rank is the fourth most
important admission criteria for colleges and is even more
important when applying for scholarships (As cited in
NACAC'’s Research to Practice Brief, 2007).

1.5. Personal Essays

Most colleges require one or more essays on specific
topics. More and more universities ask for a “personal
statement” where background, interests, and objectives
are stated. Essay plays especially a very important role
when applying for a selective college, since through essay
student can himself or herself apart from other applicants
demonstrating individuality and excitement (Undergradu-
ate admissions by U.C., 2012).

Personal essays are the fifth most important admis-
sion criteria for colleges (As cited in NACAC’s Research
to Practice Brief, 2007). Good organization, coherent sen-
tence structure, correct spelling and grammar, and careful
proofreading are necessary to write a successful essay. Es-
says must be authentic and shall answer the application
question describing the true self without narrating the tran-
script or résumé.

1.6. Counselor and Teacher Recommendations

Some colleges require at least one letter of recom-
mendation from a high school teacher, counselor, or other
adult who knows the student well. Some schools prefer
academic teachers, while other schools accept coaches’
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or advisors’ recommendations. Usually the person writ-
ing the letter sends it directly to the college and sometimes
school counselor sends them with the transcript (Johnston
& Shanley, 2001:18-26).

Weight of both counselor recommendations and teach-
er recommendations in college admissions were found as
17% each ranking them as the 6th and 7th most impor-
tant factors in college admissions (As cited in NACAC’s
Research to Practice Brief, 2007). Together, recommen-
dations appeared as the fourth important factor after GPA
and before class rank. Nearly all colleges require a letter
of recommendation from high school guidance counselor.

On the other hand, students obtain teacher recommen-
dations, however unlike high school guidance counselors
since there is more than one teacher that the students are
in contact with, they may approach the teachers of their
choice to ask for recommendations based on how well
the teacher knows the teacher; whether the teacher taught
the student for more than one course; whether the teacher
sponsored an extracurricular activity in which the student
was involved with; whether the student gets along with the
teacher; whether the recommendation is required/recom-
mended from a specific subject-area instructor for instance
if the student declared an intended major.

Students should request a recommendation from the
high school guidance counselor and teacher(s) at least 2
weeks in advance providing them the recommendation
form and information on the college, a copy of the applica-
tion, a copy of academic resume and an envelope that is
addressed and stamped (Williamson, 1994:14-16).

Academic resumes commonly include GPA; college
prep courses, e.g. Honors, AP, dual-credit, etc. that are
both completed and in progress; scores of standardized
tests (SAT, ACT, PSAT, state standardized tests, etc.); out-
of-school activities in terms of length and contribution;
awards, honors and recognition; special talents, e.g. sports,
arts, music; part time jobs; educational and career goals;
and family background (Preparing Your Child For College:
A Resource Book for Parents, 2000).

1.7. College Interviews

College interviews ranked ninth among the college ad-
mission criteria (As cited in NACAC’s Research to Prac-
tice Brief, 2007). Not every applied college will offer in-
terviews but it is a requirement especially for competitive
colleges. Even if it is not required, it is still a good idea to
set up an interview because it gives the student a chance to
stand out in a large pool of applicants by demonstrating in-
terest and make a personal connection with someone who
will have a voice in deciding whether or not the student
will be offered admission (Cochran & Cochran, 1997).
Considering that demonstrating interest is the eighth most
important factor among college admission criteria, a suc-
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cessful interview may place the student well ahead of oth-
ers competing to be admitted to the respective college.
Both factors combined make up the fourth important crite-
ria even before class rank, thus very important.

College interviews can be either evaluative or informa-
tive. Interviewer may be an admissions officer, alumnus or
a professional interviewer. Some schools may offer alumni
interviews in the area, where student lives, thus may be
more convenient. Interviews should be scheduled early in
your senior year, otherwise getting an appointment before
application due date may not be possible. Students should
prepare for an interview by doing basic research about the
college. During the interview, the theme is usually stu-
dent’s interests, extracurricular activities, books read, and
meaningful reasons for applying for that college (Wolf-
erman, 1993: 3-4). Interview workshops are commonly
available in the spring and fall semesters in the college &
career center of high schools provided by the high school
guidance counselor to students (Johnston & Shanley, 2001:
18-26).

1.8. Work Experience / Activity Involvements

Commonly students are asked to list their part-time
jobs, community and school activities such as clubs, athlet-
ics, school organizations, community work, etc. Colleges
mostly look for the contribution to school and community,
rather than large numbers of activities (Chimes, 1987:19-
21). Colleges evaluate out of class activities such as work
experience and volunteer services in terms of the following
aspects;

a) Depth of involvement — variety and how long
b) Initiative — leadership
c¢) Creativity, service or work

1.9. Ability to Pay

Ability to pay the college tuition ranked thirteenth
among the college admission criteria (As cited in NACAC’s
Research to Practice Brief, 2007). This usually refers to
the scholarships that the students are awarded. Any student
awarded with any sort of financial aid has advantages over
his/her peers that is in the form of financial help, scholar-
ships, grants, student loans, work-study or their combina-
tion. While student loans for instance have to be paid back
by the student after graduation, scholarships do not. Schol-
arships are typically given to students who demonstrate or
show promise of high achievement in areas such as aca-
demics, athletics, music, art, or other disciplines (McClure,
2001: 28-29).

Free Application for Federal Student Aid (FAFSA) is
the common financial aid application used by all colleg-
es and universities and usually is the first step for grants,
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scholarships, and awards other than FAFSA as well. Once
filed, the Department of Education processes it and the
information is sent in the form of a Student Aid Report
(SAR) to the student’s home as well as up to ten colleges
that the student listed on the form. There is no charge to
students for completing the FAFSA. The SAR provides the
EFC (Expected Family Contribution), which is the amount
that the government states a family can contribute to edu-
cational expenses and figured by a congressionally deter-
mined formula. A college or university will use the EFC to
determine financial need and what federal, state, and insti-
tutional aid the student is eligible to receive. Another key
term determining student’s eligibility for financial aid is
the Cost of Attendance (COA), which is the total cost of at-
tending a postsecondary institution for one academic year,
including tuition and fees, housing and food for the period
of enrollment, books and supplies for education, travel
costs directly related to attendance, child care expenses,
and costs related to a disability (Dalton, 1999:18-30).

Meeting the deadlines is important to receive financial
aid. Priority admission deadlines apply for major financial
aid programs such as Free Application for Federal Student
Aid (FAFSA) and Scholars Excellence Program, while
for all others there is a regular admission deadline. Also,
students participating in the free and reduced Iunch have
access to four application fee waivers that they can take
advantage of when they apply up to four colleges. Students
participating in the free and reduced lunch have also access
to fee waivers regarding the fees of college core curricu-
lum courses tests, such as Advanced Placement (AP) test
fees and admission test fees including PSAT/NMSQT (Pre-
liminary Scholastic Aptitude Test/National Merit Scholar-
ship Qualifying Test).

2. Types of Colleges

There are more than 3,850 colleges, universities, and
trade schools in the United States (As cited in Types of
Colleges and Universities in the U.S., 2012). To be able to
find the right college, students should determine what type
of college they are mostly interested in. Basic types of col-
leges are as follows (As cited in Types of Colleges: Your
Options after High School, 2012);

2.1. Two-Year Colleges

These colleges are also known as community colleges
and they offer programs that can be completed in a year or
two. Unlike universities, community colleges do not have
on-campus housing. However, there are some advantages
of attending to a community college such as lower costs,
convenient locations and open admission. There are two
types of these programs:
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2.1.1. “Transfer” programs

Transfer programs help the student to transfer to a
four-year college and eventually to get a bachelor’s degree.
Also, ‘Associate in Arts’ degree may be obtained from the
community college when about 60 hours are completed
and the requirements are met.

2.1.2. “Terminal” programs

Terminal programs are mostly in professional tech-
nical programs such as nursing that result in a certificate
(one-year program) or an associate in applied sciences de-
gree (two-year programs).

2.2. Four-Year Colleges

Four year colleges offer more comprehensive educa-
tion. They have extensive resources, technical facilities, a
distinguished faculty and on-campus housing-also known
as dormitories or residence halls. A Bachelor’s Degree,
also known as undergraduate or baccalaureate degree can
be earned at four-year colleges. Four-year Colleges are di-
vided into colleges and schools, e.g. College of Education,
School of Visual Arts, and are called ‘Universities’.

2.3. Public/Private Colleges

On the one hand, public colleges receive most of their
funding from the state or local government. Therefore,
they are less expensive than private colleges. However,
higher tuition is charged to out-of-state students since they
do not contribute to the tax pool. On the other hand, private
colleges require more fees and tuition because they are not
publicly funded.

2.4. Church Affiliated Colleges

Public institutions are not allowed to have religious af-
filiations because of the constitutional separation of church
and state. But, private colleges may be church related.
Some of these private institutions may require attendance
to religious classes of some kind.

2.5. Single-Sex Colleges

All four-year public colleges and most private schools
are co-ed. In terms of single-sex colleges, there are about
50 specifically for men and about 70 specifically for wom-
en. Some may enroll a few men or women.
2.6. Ethnic Minority Colleges

Historically Black Colleges and Hispanic-Serving
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Institutions offer an opportunity to attend an educational
community in which they are part of the majority.

2.7. Agricultural, Technical, and Specialized Colleges

These colleges mainly focus on specific careers such
as Art, Music, Health Science, Bible, Business, Seminary
and Teaching. They might be a good choice for very fo-
cused and idealistic students but not for those that haven’t
decided on their major.

2.8. Other Programs
2.8.1. 3+2 Program

3+2 program is a combined degree program at two co-
operating institutions; the first three years at an undergrad-
uate school and the final two years at an institution provid-
ing specialized study; degrees are awarded from both.

2.8.2. Cooperative Education Plan (Co-op)

Cooperative Education Plan (Co-op) is a program of-
fered by some colleges that lets a student combine work
and study, usually extending the time required to complete
a degree. Co-op programs are either “alternating”, work
and study in alternating terms or “parallel”, work and study
scheduled within the same term; which is also based on
collegiate calendars. Colleges have various calendars as
follows;

2.8.2.1. Semester System

In the semester system, which is the most common cal-
endar, academic year is divided into two relatively equal
periods of approximately 16 weeks.

2.8.2.2. Trimester System

Trimester system is a calendar which divides the aca-
demic year into three equal periods.

2.8.2.3. Quarter System

Quarter system is similar to the Trimester System, but
usually includes a fourth, summer session.

2.8.2.4. 4-1-4 System

In 4-1-4 system students carry four courses during the
fall session, one course during the “January Term” (some-
times in an off-campus situation), and four courses in the
spring session.
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3. Types of College Admissions

U.S. colleges offer various admission options. Stu-
dents apply colleges using the available admission options
before the admission deadlines and colleges that do not
use rolling admission notify students of their decisions by
“College Notification Date”, which is on or around April
15. Students reply to college offers of admission and sub-
mit a tuition deposit to secure a place in the freshman class
by the “Candidate Reply Date”, which is on or around May
1 (As cited in Candidates Reply Date: May 1 Countdown
Begins, 2012). Afterwards, students receive admission let-
ter and receive financial aid award letters and based on
these they send in deposits to reserve a space in the college
they get admittance and send their final transcripts. Admis-
sion options commonly implemented in U.S. colleges are
as follows;

3.1. Automatic Admission

Legislation provides in certain states that all accredited
high school seniors graduating in the top 10 percent of their
class receive automatic admission at the public universi-
ties of that state, e¢.g. Texas (As cited in Admissions for the
Top 10%: Everything you need to know, 2012). However,
Top 10% law guarantees admission to the university but
not does not guarantee acceptance into a particular college
of study or department. To be eligible for automatic admis-
sion, a student must:

a) be the resident of that state or eligible to pay resi-
dent tuition;

b) enroll in college no more than two years after
graduating from high school;

¢) submit an application to a public university for
admission before the institution‘s application
deadline.

Students admitted through this route may still be re-
quired to provide SAT or ACT scores, although these
scores are not used for admissions purposes. Students must
also take the THEA test, unless exempted from the test re-
quirement. After a student is admitted, the university may
review the student’s high school records to determine if the
student is prepared for college-level work. A student who
needs additional preparation may be required to take a de-
velopmental, enrichment, or orientation course during the
semester prior to the first semester of college.

3.2. Common Application
The common application provides an opportunity for

students to complete one application for multiple schools.
It saves time and is viewed as comparable to a regular ap-
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plication. Two examples are as follows;
3.2.1. Common Application to Private Colleges

277 private colleges give equal consideration to the
Common Application at www.commonapp.org and also
to their own application form. Following are required for
this type of common application (As cited in The Common
Application for Undergraduate College Admission, 2011);

a) Application

b) SAT Reasoning/ACT, some req. SAT Subject Tests
c) Essay

d) Teacher Recommendation

e) School Report

f) Midyear Report

g) Supplemental forms

3.2.2. Common Application to Public Colleges

Common Application for universities within a certain
state helps students to submit their applications for most
of the universities located in that state. Such an example
is The State of Texas Common Application at www.apply-
texas.org, which helps students to submit their applications
for 43 colleges or universities in Texas. ApplyTexas Fresh-
man Application form includes following sections (As cit-
ed in Apply Texas 2008-2009 Code Book, 2008);

a) Biographical information including subsections of
racial background with choices of White, Hispan-
ic or Latino, American Indian or Alaskan Native,
Black, Asian or Pacific Islander; parents’ education-
al background; parents gross income; educational
data including high level courses taken such as Dual
Credit, AP, Honors, G/T courses and admission test
results, e.g. ACT, SAT, TOEFL, IELTS.

b) Residency Information

c¢) Activities including four subsections of extracur-
ricular activities that are student clubs; community
or volunteer services; Talents, Awards and Honors;
Employment, Internships and Summer Activities

d) Essays

e) Application Fee

3.3. Deferred Admission

Via deferred admission an accepted student is allowed
to postpone enrollment for a year (Henderson, 2008).

3.4. Early Admission
Via early admission programs either Early Action or

Early Decision that are offered by about 400 colleges in
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U.S. a student of superior ability is admitted into college
courses and programs before completing high school fol-
lowing completion of the junior year of secondary school.
These programs allow early application usually in Novem-
ber and an admission decision from the college well in ad-
vance usually by December or January (As cited in Types
of College Admission— Summary Table, 2011).

3.4.1. Early Decision Plan

In early decision plan students make application in
early fall of senior year usually by mid-October and no-
tification is sent by mid-December; and if accepted, a
commitment-to-attend is usually required along with with-
drawal of other college applications even if they receive
little financial aid. A student may apply to only one college
under Early Decision. In other words, agreeing to an Early
Decision means that the student will be attending that col-
lege in the fall. Although you can apply to only one col-
lege for early decision, you may apply to other colleges
through the regular admissions process. Students are more
likely to be accepted because colleges have higher admis-
sion rates for Early Decision applicants (Types of College
Admission, 2011).

3.4.2. Early Action Plan

Early action plan is similar to Early Decision, but if
a student is accepted, he or she has until the regular ad-
mission deadline to decide whether or not to attend, thus
it is not binding. Students must apply usually by Nov 1st
and get the admission decision by December and usually
have until May 1 to respond to the offer of acceptance. The
disadvantage is that students have a busy fall semester be-
cause all application documents typically are due in early
to mid-November. Many colleges may still be applied via
early action plan unless the early action plan offered by the
college is single choice early action, in which the student
can only apply to one school but is still not required to
attend if accepted. In general, colleges have higher accept-
ance rates for Early Action applicants (Grove, 2012).

3.5. Late Application

Through late application students can apply late, even
in summer months after high school graduation. Once col-
leges accept enough students, additional late applications
will not be considered. Students should remember, the later
they apply, the less likely they will be accepted and the less
likely they will qualify for financial aid (Undergraduate ad-
missions by U.C., 2012).
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3.6. Matriculation Admission

In matriculation admission students apply to a college
as degree candidates (Henderson, 2008).

3.7. Open Admission

Via open admission virtually all high school graduates
are admitted, regardless of academic qualifications. These
are usually community colleges (Types of College Admis-
sion — Summary Table, 2011).

3.8. Regular Admission/Application/Decision

Regular admission or regular application or regular
decision is the most common option offered to students.
A deadline is set when all applications must be received,
and all notifications are sent out at the same time. Students
must apply usually by Jan 1st and decisions are normally
rendered by early April. Advantages are that students have
additional months of time to complete and submit appli-
cation materials and they do not have any restrictions on
the number schools to which they can apply. However, stu-
dents are less likely to be accepted because colleges have
lower admission rates for regular admission applicants
than for early decision and early action applicants. Also,
students will not find out if they are accepted until April
(Types of College Admission, 2011).

3.9. Rolling Admission/Decision

Rolling admission is a procedure by which admission
decisions are made on a continuous basis and sent within
about 3-4 weeks after receipt of completed application ma-
terial, thus there is no strict application deadline. In other
words, the admission offices at these schools review and
decide on applications on a first-come, first-served basis
until there are no openings left. Public schools are more
likely to have rolling admissions than private schools. Also
the later the students apply, the less likely they will be ac-
cepted and the less likely they will qualify for financial aid
(Grove, 2012).

3.10. Wait List/Alternate List

Through wait list or alternate list option, applicant
receives a response indicating that his/her application is
acceptable, but the limit of accepted students has already
been reached. Wait listed students may be admitted to the
applied college after May 1, if space becomes available
(Kuther, 2012).
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4. College Application Checklist

Each sent out application consists of most or all of the
following components (Moll & Wright, 1998: 12-23);

a) Paper or online application form

b) High school transcripts

c) Test scores (SATs, ACTs, APs)

d) Letters of recommendation

e) Essays

f)  Activities résumé

g) Interviews

h) Application fees

i) Financial aid forms, e.g. Free Application for
Federal Financial Aid (FAFSA)

There are responsibilities that lie on the student,
parent(s), teacher(s) and counselor to send complete ap-
plication packets.

4.1. College Application Process/Student Responsibili-
ties

4.1.1. Application Form

Students must be sure of writing their full name and
social security number correctly on each page of the ap-
plication form answering all the questions.

4.1.2. Admission Test Results

Students send in admission test results, ACT and/
or SAT scores, directly from the testing agency to the
institution(s) that are being applied. Scores are sent for free
to four schools that the student identify when registering
for the ACT or SAT. Most high schools receive official
score reports which can be attached to the transcript.

4.1.3. Recommendation Letters

Students should request and follow up on three letters
of recommendation letters; one from the counselor and the
remaining two either from two teachers or from one teach-
er and one coach or advisor.

4.1.4. Transcripts

Students should complete one transcript request form
for each school or scholarship that is applied. All transcript
forms must have parent signature(s). Students should al-
low usually two weeks for their transcript requests to be
processed and mailed by the high school guidance coun-
selor. Some colleges may accept official hand-delivered
transcripts from the student for faster processing.
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4.1.5. Financial Aid

Students should complete Free Application for Federal
Financial Aid (FAFSA) online at www.fafsa.ed.gov or mail
in the form by January 31st as soon as the legal guardian(s)
of the students receive all W-2 Tax Forms, which include
financial information needed to fill-in the FAFSA form.
The Free Application for Federal Student Aid (FAFSA)
must be completed before any federal, state, or campus-
based aid can be awarded however, it may not be submitted
sooner than January Ist. FAFSA is not mailed to the col-
lege; thus each college may request the student to fill out a
separate form for themselves.

Also, students should start to explore scholarship op-
portunities through websites and the Counseling Centers as
soon as from October.

Additionally, when visiting colleges, student should
ask representatives about financial aid that is available
from the applied college and the process for obtaining it.

4.1.6. Sending Out Other Materials With The Applica-
tion Form

Student should complete and mail the application
along with a check for the application fee if not paying
by other means such as a credit card. Personal essays and
activities resume should be sent along with the application
form if required.

4.1.7. Other Preparations

Students should prepare themselves for their dream
colleges throughout the high school years and especially
during the junior and senior years when submitting their
college applications. For this reason student should;

I. challenge themselves by taking rigorous courses in-
cluding at least 3 years of math;

II. read and write as much as possible both in and
outside of school;

III. familiarize themselves with the SAT/ACT so they
know what to expect on test day;

IV. familiarize themselves with the different types of
questions on the ACT/SAT, the directions for each type of
question, and how the test is scored;

V. take PSAT/NMSQT for instance since PSAT/NM-
SQT will be the best preparation for SAT;

VI. attend extra-curricular activities;

VIIL. have volunteering/community service;

VIII. have summer jobs/internships;

IX. attend summer college programs
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4.2. College Application Process/Counselor Respon-
sibilities

High school guidance counselor mails in the following
documents regarding students’ applications;

a) Letters of reference from counselor and two teach-
ers/coaches/advisors.

b) Official transcript and test scores

¢) Secondary school report form

d) School profile

High school transcripts must include the class rank in-
formation. Official transcripts must arrive at the college in
a sealed envelope. Prospective student athletes eligible for
scholarships must submit transcripts to the NCAA Clear-
inghouse.

5. Which College to Choose/Students’ Decision Mak-
ing Process

Important factors to consider in admission process are
as follows (Smothers, 1997:28);

5.1. Narrowing Down the List of Colleges

Narrowing down the list of colleges to apply to the
ones that would like to be reached make the application
process simpler and more focused for the student. Students
may choose for instance 1-2 colleges that they dream of
as their upper limit; 1-2 colleges of which the minimum
requirements they match one to one and other 1-2 colleges
of which they exceed the minimum requirements as their
safe choices, not to be left outside.

5.2. College Admission Test Requirements

It is important to review college admission test re-
quirements of the colleges of choice including the optional
writing test when deciding on colleges which to apply
eliminating the colleges that are out of range of the stu-
dent’s reach in terms of admission test scores.

5.3. Application Deadlines and Application Fees

Application fees do not compare to tuitions, however
they make up of a good amount of money when there are
many applications, which may be a lot for a student who
does not get enough financial assistance from parents and
also does not have a job.

Application fees range from $0 to more than $75 with
the average being $30. Many colleges offer a free or dis-
counted fee for applying online. Online applications usu-
ally require a credit or debit card payment. Application fees
are sometimes waived at open house programs or other
special events. Colleges waive the application fee for fami-

Tbhilisi - Batumi, GEORGIA @?@
Ao
May 24, 2012 — May 26, 2012 "=



7th Silk Road International Conference “Challenges and Opportunities of Sustainable Economic Development in Eurasian Countries”

lies with financial need via applications through The Col-
lege Board, NACAC and high school counselors.

5.4. Types of Applications

The type of admission that the college offers can also
be one of the factors affecting student’s decision whether
to apply a certain college or not. For instance, it is a plus
if the college accepts Common Application, however even
so if the college that accepts common application requires
supplemental forms thus may not be as easy as the student
predicts. Texas Common Application is such an example
since it requires one of the state-approved assessment tests
to be taken such as THEA, ASSET, ACCUPLACER, OR
COMPASS that are not used for admission purposes; how-
ever must be had prior to enrolling unless exempt.

5.5. Content of the Application

Despite mostly having similar content, sometimes an
application that does not require one or two components
may ease the application for a student, especially if the
student is running out of time meeting the deadlines. In
this regard, it becomes important whether the application
requires personal essays, e.g. for Music, Theatre or Art
majors a portfolio or audition may be part of the applica-
tion requirements; college interviews, whether they are just
suggested or required and whether they are available from
an alumni in the region or must be with a staff; financial aid
opportunities, deadlines and the required forms.
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The Application of the Mixed Reality Concept in Business Education
(case study of Environmental Policy)
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Abstract

The paper is devoted on the application of the Mixed Reality (MR) project of training businessmen in the environmental aspects
of decision-making process. The lessons present a hypothetical area before and after industrialization and the environmental effects of
it. Next several groups are formed corresponding to the sources of pollution. They have to decide which instruments to apply (Com-
mand-and-Control and economic instruments) for reaching least-cost solution. The paper analyses the experience of visualization of these
lessons by means of MR concept. The collected observations are tested by factor analysis technique to outline the basic relationships.
It demonstrates high educational effect of the application of MR concept. The results of the study are expected to help the instructors
interested in the whole process of introducing MR approach starting with applying video clips in their practice and proceeding with more

advanced educational technologies and techniques.

Keywords: mixed reality, environmental policy, virtual perception, efficiency of education, video.

JEL Classification: D61, 121, Q58

Introduction

The effect of information on the adequate identifica-
tion of the modern challenges nowadays changes sig-
nificantly with an increasing role of the virtual instead of
visual perception. Spending hours per day before the moni-
tor modifies significantly our psychology of information
insights. The decision-making process is facing the diffi-
culties of the complicated realty, in which the recognition
of the proper orientations is often overflowed by the lack
of suitable presentation of the information needed to make
correct and adequate decisions. The concept of mixed real-
ity takes into account the present perception of information
and tries to put the decision-makers in a rational distance
between the real and virtual environment to rationalize the
decision-making process by proper visualization.

The aim of the study is to present and discuss the ef-
fects of the application of Mixed Reality (MR) concept
on teaching the emergence of environmental policy in the
context of overall regional development. It reports the ini-
tial results of initiated project including broad spectrum of
educational scopes — starting from teaching students in En-
vironmental Economics and extending the area of training
post high educational classes. As the preparation of such
visualization is time and resource-consuming activity,
various combinations of traditional and modern technolo-
gies are tested with the aim to find optimal combination of
both kinds of technologies within an academic hour. By
traditional technologies we mean oral presentation, board
writing and using printed-based teaching materials, while
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the communication systems as electronic mails, blogs, etc.
combined with PowerPoint illustrations and video materi-
als are regarded as modern technologies.

The paper is based on our experience of using mod-
ern educational technologies for more than 10 years with
increasing application of short video clips. They are pro-
duced taking into account the international setting of stu-
dents, for most of which English is not a mother language,
correspondingly that there are natural barriers of the under-
standing of the teaching material. During the last years we
carry out systematic observing of the effect of the applica-
tion of modern technologies in various economics classes
related to environmental, cultural, development and other
issues for international groups of students. Special atten-
tion is paid of the fact that often the language of instruction
is not the mother language of the students and how it af-
fects their level of understanding. We are deeply convinced
in the benefits of the MR concept for better solution of the
indicated above educational problems although it requires
at this time serious amount of startup resources.

The paper is organized in the following way. First we
present the literature survey. Next we comment the quality
of data collection and propose a theoretical model, which
we test mainly by means of factor analysis. The problems
arising during the observation are presented in the discus-
sion part . Finally we conclude.

1. Literature Survey

Principally the MR concept is not new. It is preceded
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by the idea of virtuality continuum according to which we
are somewhere between the extremes of real and virtual
environment in the range of augmented reality and aug-
mented virtuality. The first formulation of MR are dated
back to the beginning of 1990s in the works of Paul Mil-
gram and Fumio Kishino (Milgram, Koshino, 1994) defin-
ing it as “...anywhere between the extrema of the virtual-
ity continuum.” Constanza et al (2009) indicate that MR
paradigm “proposes to overlay our real-world environment
with digital, computer-generated objects”. They underline
that by its nature, MR is “a highly interdisciplinary field
engaging signal processing, computer vision, computer
graphics, user interfaces, human factors, wearable comput-
ing, mobile computing, information visualization, and the
design of displays and sensors”.

In terms of these considerations next we concentrate
on the typical modern academic setting with continuous
education and mixed groups of international students, for
some of which the language of instruction creates serious
problems of in-depth understanding. Among the other in-
struments to solve the problem is the application of modern
educational technologies with the aim to reduce as much as
possible the language barrier.

The optimal combination between traditional and mod-
ern technologies and the differences among students in the
level of knowledge of the language the course is taught are
issues that are not widely discussed in the literature. With
the intensifying process of internationalization, more and
more classes consist of students of various cultural back-
ground. This creates additional barriers to the efficiency of
education, as they reduce the level of understanding of the
taught material. To find outcome of these problems first of
all they need to be properly identified and next to devote
additional investments for their solution.

Kelly (1988) indicates that investment in modern tech-
nology is among the lowest in education, compared with
other sectors. While in many industries the investment in
technology accounts for $50,000 per worker per year, in
education it hardly reaches $100 per teacher per year. This
creates serious barriers to the modernization of education
as most of the technologies are expensive and require suf-
ficient level of technological awareness for effective im-
plementation into the educational process.

Indeed, in the past few years many new computer
technologies were widely introduced in the classrooms of
most universities in the world. The application of the of-
fice software packages for preparing a variety of materials
both by teachers and students is already common. On-line
and distance education with the application of advanced
technologies has also become widespread. Certainly this
enhances the level of understanding and increases the ef-
ficiency of education.

There is one principal question however related to the
training of businessmen in international level. For most
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students in many of the classes the language of instruction
is not their mother language. This is especially important
for social sciences, where the creative thinking is condition
sine qua none for reaching deep level of comprehension.
Such a level is reached when the information given dur-
ing the lesson is not only remembered for the exams and
quickly forgotten after, but when it represents knowledge,
which remains as a stock of accumulated experience need-
ed for the future work after the end of the training. The
practice indicates that such effect is strongly fostered when
the educational process is adjusted to the everyday accept-
ance of information by the students, that is by combining
the traditional teaching with the inclusion of suitable video
illustrations (pictures, video clips, etc.) during the teach-
ing process. Such a combination of traditional teaching
techniques, computer presentations and video illustrations
is expected to create maximum learning effect. The prob-
lem is how to merge all these techniques to reach optimal
educational effect in combining oral-based, printed-based,
screen-based and video-based teaching materials.

The practical solution of this problem is not easy, evi-
dence of which is the big variety of attitudes to it among
the researchers. Tella (1996) indicates that for example ”
The FL (foreign languages — note A.D.) teachers’ relation
to technology is an issue fundamentally concerned with
epistemological, ontological and axiological questions
not always explicitly expressed when discussing the pros
and cons of modern information and telecommunication
technologies”. The authors have observed such a range of
attitude to this problem varying from very enthusiastic to
complete dislike.

This fact exacerbates the difficulties of the educational
link between teacher and students and also among students
within the group. Assuming there is an enthusiastic attitude
to the application of the modern educational technologies,
one reaches the next barrier — the lack of suitable train-
ing among the educators and the need of financial support
to pay for the training and preparing the lessons using the
necessary software. A suitable example are the endeavors
to apply television for educational aims. As Secules T.,
Herron C., and Tomasello M. (1992) underline “If used
correctly, television can bring educational opportunities
into the classroom that student can experience on no other
way”. The same assumption can be formulated for the other
modern communication technologies applied in education.

Whatever is the attitude of the teachers to including
video materials in education we have to recognize the fact
indicated by Goodman S. (2003) that “The image — still
and moving, black-and-white and color, chemically de-
veloped and electronically scanned, broadcast and down-
loaded, analog and digital — has been transforming and
overshadowing the printed world”.

Another important aspect of the problems is the moti-
vation among the students for acquiring new knowledge.
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In general, motivation is defined in the literature as “the
product of interaction between events and things in the so-
cial world and interpretation of those events in the people’s
psychics” (Strauss 1992). The motivation to acquiring new
knowledge can be formulated as the product of interac-
tion between the new information and the interest in it on
one hand and the interpretation of this information in the
students minds depending on their judgment about its use-
fulness and relevance for their everyday life needs on the
other hand. From this perspective it seems high motivation
can compensate the barriers created by the non-native lan-
guage of instruction. The next step is the finding of the op-
timal combination between traditional and modern educa-
tional technologies to reach maximum educational effect.

The search of such optimality is not a new endeavor.
By the end of 1980s a Barrabee (1989) proposes a method
of including combination of various teaching techniques
available by that time for improvement of educational
process. Allen (2001) puts forward methods, which “lend
themselves to integration with present as well as future
multimedia server platforms, to whose continued evolu-
tion they should contribute in a powerful way. Nowadays
this problem arises due to the strong progress in the in-
formation technologies and still broadly used methods of
traditional teaching. Many examples of this kind can be
indicated illustrating the intensive efforts of the search of
optimality in combining various modern educational tech-
nologies to reach maximum learning effect.

It is necessary to underline since the very beginning
that the author position is not against the traditional teach-
ing, but for complementing it with the achievements of the
modern technologies for facilitating the teachers. The ex-
periments with both groups of technologies produce very
positive effects especially in the case of non-nativity of the
language of instruction. This bundle of problems still is
only partly analyzed in the literature.

As far as the object of discussion is reaching of
the deep learning effect inevitably many other problems
are involved as for example the nativity of the language of
instruction, the studies the motivation to acquiring a new
knowledge, etc. Most of them require multidisciplinary ap-
proach with the involvement of experts in various fields of
education.

2. Data Collection

In the light of indicated above discussion MR project
was initiated related to the emergence and construction
of environmental policy in an industrialized area. It was
preceded by a broad experimentation with application of
diverse multimedia techniques in various classes for teach-
ing Economics. The project was aimed at giving visual
perception of the evolution of environmental policy to the
students following the logic: poor area - need of industrial-

- Thilisi - Batumi, GEORGIA
= May 24, 2012 — May 26, 2012

ization to increase the standard of living - pollution coming
with the industrialization and thus reducing the quality of
life. Within this framework the students have been divided
in several (6) groups corresponding to the sources of pollu-
tion. A reconstruction plan has been presented to them and
they had to choose among alternatives looking for the least
cost solution.

Beside phenomenological observations used to im-
prove the structure of the course and the teaching materi-
als to it, a questionnaire was constructed and distributed
among students to collect data necessary for shedding light
on various aspects of the efficiency of teaching the course.
A comparison was made on the learning effect with and
without using video clips. Various forms of clips were
tested in an attempt to outline the features of a new genre,
which we called educational clip. This was expected to be
a short video material with duration around 5 minutes illus-
trating in attractive way the problem of discussion, which
is supposed to be something new in the educational pro-
cess.

To reach good educational effect such clips are to be
of a good quality, which at this stage is very difficult to
realize. The main difficulty comes from the requirement
to combine the good knowledge of the teaching materials
with proper understanding of the capability of the modern
technologies of visualization plus the ability to produce an
interesting art product. It needs serious material support
and a team of multidisciplinary experts in various fields of
science and art.

With the available resources the project was initiated
and data collected for analyzing the effect of the initial
stage. Various econometric techniques were used to outline
the basic relationships of the observations. The conclusions
from this observation are to be used for making the next
step - organizing practical courses of training businessmen,
which are decision-makers in real conditions.

From altogether 29 students in the first presentation of
the course 22 responded by giving complete answers of the
questionnaire. As the rest of the interviews (7) have miss-
ing answers they are excluded from the further analysis.

3. Models and Methods of Research

The learning level of the lessons was measured sub-
jectively and objectively - the students indicated in the
questionnaires their own estimation of the level of un-
derstanding of the lessons from the application of various
combinations of multimedia. It is clear that the understand-
ing of “the understanding” is different among the students
depending on many factors, which creates unavoidable
biases of the estimations. That is why we included an ob-
jective measure - the grade they receive on the final exam
(This idea has been proposed by Prof. Dr. Mehmet Orhan
from Fatih University).
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To assess the effect of applying various forms of video
clips into the teaching process, a model was constructed, in
which the following variables have been formulated:

- UNDERSTAND reflecting the level of understand-
ing of lessons.

- MOTIV to express the motivation of the students to
increase their knowledge in the subject of instruction.

- CLIPSFORM to reflect the application of the various
forms of video clips. The following forms of educational
clips have been experimented:

(a) CLIPSFORMI. At the initial stages animated vid-
eo slides, graphs and diagrams downloaded from Internet
have been included into the lessons. Their preparation is
casy and does not require very advanced software. This
form works well when there is a need of explanation of the
construction of relatively complex schemes and mecha-
nisms.

(b) CLIPSFORM2. Recording the lectures, thus al-
lowing students to watch them as some additional teaching
material was the next step in introducing modern technolo-
gies in the lessons. The merit of this form was that the stu-
dents had the opportunity to look at the lectures repeatedly
and to concentrate on the topics, which could be initially
less understandable. Alternatively, for some lessons the
students had the opportunity to watch video of the same
topic prepared by other instructor publicly available over
the Internet . As a rule students prefer to have their own

teacher’s lecture recorded than that of the other instructor.

(c) CLIPSFORM3. The observations indicated that the
highest educational effect have the clips prepared in form
of a short movie resembling the clip productions in the en-
tertainment industry. While this form is expected to allow
reaching the highest pedagogical effect, it is expensive and
requires a team of professional film makers for its realiza-
tion.

- DURATION. We expect the duration of the clip also
to have influence on the level of understanding and the fi-
nal grade. The variable was introduced to reflect the effect
of the duration of the clip on the level of understanding and
the final grade.

- CLIPSPERHOUR to measure the effect of the num-
ber of clips per academic hour. Initially only one clips has
been used by the end of the lesson to summarize the discus-
sions. Gradually other clips have been included within the
academic hour on the most difficult and debatable prob-
lems. The maximum number of clips experimented in the
lesson was 3 clips with duration of about 5 minutes.

- GRADE to reflects the final result of the application
of MR project of teaching the principles of environmental
policy. The detailed descriptive statistics of the basic vari-
ables in the model are given in Table 1.

Table 1. Descriptive statistics of the variables

Understand Grade Motiv Clipsform Duration

Mean 4.095238 2.738095 3.714286 2.333333 3.190476
Median 4.000000 2.500000 4.000000 3.000000 3.000000
Maximum 5.000000 4.000000 5.000000 3.000000 5.000000
Minimum 2.000000 0.500000 1.000000 1.000000 2.000000
Std. Dev. 0.889087 1.056161 1.055597 0.856349 1.030488
Skewness -0.622218 -0.129109 -0.714710 -0.688943 0.455040
Kurtosis 2.553310 2.069419 3.306213 1.778926 2.139044
Jarque-Bera 1.529634 0.816076 1.869881 2.965896 1.373306
Probability 0.465419 0.664954 0.392609 0.226968 0.503258
Sum 86.00000 57.50000 78.00000 49.00000 67.00000
Sum Sq. Dev.  15.80952 22.30952 22.28571 14.66667 21.23810
Observations 21 21 21 21 21
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All variables, except CLIPSFORM, are 5-scale Likert
ranking (Trochim, 2006,Uebersax, 2006) from very low to
very high. The CLIPSFORM variable is including the indi-
cated above three forms and is used next to construct dum-
my variable of each form; namely CLIPSFORMI1 for using
clips with pictures and animated diagrams, CLIPSFORM2
in which clips are used where the teacher speaking and
summarizing the lessons is recorded, and CLIPSFORM3
based on own-produced art-style clips with scenes, pic-
tures, 3D effects, diagrams, etc. (used in increasing degree
in the lessons).

The conclusions from the descriptive statistics are:

1. The level of understanding of the lessons with using
teaching materials prepared by means of modern technolo-
gies is above the average, but below the desirable maxi-
mum level.

2. The motivation of the students in the sample is
higher than the average, which is a good precondition for
increasing the learning effect of multimedia application.

3. The declared level of understanding is higher than
the grades, which means that the students are overstating
their level of understanding.

The presented above consideration are just one among
many possible examples of studying the effects of experi-
menting with various multimedia technologies. No doubt
numerous models can be constructed to test the influence
of other approaches on the level of understanding of the
lessons with a mixed group of students.

4. Finding and Results

Many components of the presented above scheme of
application of modern technologies in education are well
known. The production of documentary educational films
for example is already an established activity. The best ex-
ample in this direction are probably the works of George
C. Stoney recognized as ““ a veteran film maker of over a
hundred documentaries, a lifelong media activist” Stoney
G. C.(2011). There are many sites, which provide various
forms of educational video materials beside the most popu-
lar Google’s source YouTube. From this perspective our
endeavors are not pioneering. Pioneering are probably the
efforts to integrate the video clips of a suitable size, dura-
tion and orientation within the direct educational process
to reach maximum level of understanding by students for
which English is not a mother language.

Parallel to the experimentation empirical data have
been collected to investigate the efficiency of this organi-
zation of the lessons. As a starting point we tested the reli-
ability of the data calculating such indictors as Cronbach’s
alpha, which accounts for our sample 0.558, and is an evi-
dence of moderate reliability. The Hotelling’s T-Squared
text is 1727,899 at F equal to 140.392, which confirms the
above conclusion. The results of the interclass correla-
tion coefficient are presented in table 3 as an additional
evidence of the moderate reliability of the data. It is quite
normal as it is related to a starting work and the number of
observations is naturally low to construct more compre-
hensive models.

Table 3. Intraclass Correlation Coefficient

Intraclass o
Correlation( 95% Confidence F Test with True Value 0
2) Interval
Lower Upper i
By Bound | Velue | dfl | df2 | Sig
Single ,123(b) ,028 ,299 2,264 | 20,0 160 ,003
Measures
Average ,558(c) ,207 ,794 2,264 | 20,0 | 160 | ,003
Measures
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Average Measures  ,558(c) ,207
2,264 20,0 160 ,003

Two-way mixed effects model where people effects
are random and measures effects are fixed.

a Type C intraclass correlation coefficients using a
consistency definition-the between-measure variance is
excluded from the denominator variance.

b The estimator is the same, whether the interaction
effect is present or not.

¢ This estimate is computed assuming the interaction
effect is absent, because it is not estimable otherwise.

This was the reason to continue next the analysis with
structure detection. The Kaiser-Meyer-Olkin Measure of
Sampling Adequacy is 0.499, indicates that our results are
moderately useful as the proportion of variance in the vari-
ables that might be caused by underlying factors is in the
lower boundary of the criteria. The Bartlett’s test of sphe-
ricity shows values less than 0.05 of the significance level,
which is an evidence that a factor analysis may be useful
for our case. In table 4 we present the total variance ex-
plained, which includes 3 factors with eigenvalues more
than 1. They explain 77.9% of the variance, leaving 22.1%
of the variation unexplained.

, 794

Table 4. Total Variance Explained

Factor Initial Eigenvalues
Total % of Variance | Cumulative %
1 3,054 38,170 38,170
2 1,694 21,172 59,342
3 1,487 18,588 77,931
4 ,826 10,330 88,260
5 ,468 5,846 94,106
6 311 3,882 97,988
7 ,102 1,270 99,258
8 ,059 ,742 100,000

Extraction Method: Principal Axis Factoring.

The scree plot presented in table 1 confirms the choice of
three components, but reveals the lack of a distinct bound-
ary of the choice of eigenvalues.

Scree Plot

Eigenvalue

T T I I
1 2 3 4

T I T I I
5 6 7 8 8

Component Number

Figure 1. Scree Plot of the components.
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Various regression models have been tested, which
due to the low statistical significance of the regression co-
efficients in most of them are not reported in the paper. It
is obvious that more observations are needed to construct
more sophisticated models.

As these are initial results of the observation they
should be interpreted cautiously. Years of experimenting
are needed to formulate robust conclusions of the effect of
multimedia application. Still many details remain unclear,
many problems and alternative solutions- debatable. Such
a problem as the relationship instructor - students is an-
other example among the many others, which can modify
the effect of applying modern technologies and may not al-
ways produces positive results. All these problems expect
their future solution.

5.Discussion

Despite the positive experience in the start of the appli-
cation of MR for teaching the principles of environmental
policy to international group of students there are many
problems left to be solved in future. There is no doubt that
the process of introducing modern technologies in educa-
tion is not a question of fashion and will continue to ex-
pand. The interest in the introducing MR in environmental
education is also expected to increase as the natural world
protection plays and will play important role in the socio-
economic growth and development. This course becomes
more attractive due to the application of complex of mod-
ern technologies including on-line education combined
with presenting the teaching materials in a form of video-
textbook.

The anonymity of the on-line communication creates
some danger of losing the discussion elements in the class-
es. There is a need to complement the teaching process
with new forms of discussion. For example, it is expected
to complement the discussion of the problems with adding
a blog open for debating of the current environmental eco-
nomic issues. Students actively participating in this blog
will