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Abstract

Results of forecasts of the basic hydrophysical fields for 2010-2012 in the easternmost part of
the Black Sea became the basis for studying of some features of inner-annual variability of regional
circulating processes in this part of the sea basin. The forecast of a hydrological mode is carried
out on the basis of the regional forecasting system developed at M. Nodia Institute of Geophysics in
cooperation with oceanographic Centers of Black Sea riparian countries within the framework of
EU international scientific - technical projects ARENA and ECOOP. The analysis of the data
shows, that the easternmost water area of the Black Sea represents dynamically very active zone,
where different circulating processes significantly distinguished from each other continuously
develop.

1. Introduction

Since June 2010 3- days forecasts of a hydrological mode of the easternmost part of the Black
Sea on a basis of the regional forecasting system are regularly carried out at M. Nodia Institute of
Geophysics. The regional forecasting system is one of the parts of the basin-scale Black Sea
Nowcasting/Forecasting system [1, 2] and enables to forecast 3-D fields of current, temperature and
salinity with 1 km spacing in the regional area, which is limited to the Caucasian and Turkish
coastal lines and the western liquid boundary coinciding with a meridian 39.08°E. A core of the
regional forecasting system is the regional mathematical model of Black Sea dynamics of M. Nodia
Institute of Geophysics (RM-IG), which is nested in the Basin-scale model of Black Sea dynamics
of Marine Hydrophysical Institute (MHI) of the National Academy of Sciences of Ukraine
(Sevastopol). All input data required for calculation of marine forecasts are received in operative
mode from MHI via Internet. The basic principles of functioning of the regional forecasting system
and some results of forecast of hydrological fields for the easternmost part of the Black Sea are
described in [3-5].

Nowadays a significant database is created by us, which contains results of modeling and 3-days
forecasts of dynamic processes developed for 2010-2012 in the easternmost part of the Black Sea.
The analysis of this material promotes to the best understanding of mechanisms of formation and
evolution of hydro and thermodynamic processes in one of dynamically active regions of the Black
Sea and enrichment ours knowledge about these processes.

The main goal of the present paper is the research of some features of inner-annual variability of
regional dynamic processes for 2010-2012 in the easternmost part of the Black Sea.

2. Results of simulation and forecast of circulation processes

In numerical experiments, the results of which are showed below, a grid having 215 x 347
points on horizons with 1 km spacing were used. On a vertical the non-uniform grid with 30



calculated levels on depths: 2, 4, 6, 8, 12, 16, 26, 36, 56, 86, 136, 206, 306,..., 2006 m were
considered. The time step was equal to 0.5 h.

Regular calculations of the regional forecasts for 2010-2012 show, that the easternmost part of
the Black Sea including the Georgian water area, represents a dynamically active zone. Circulating
processes here develop which are characterized by significant inner-annual variability.
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Fig.1. Simulated surface current fields in autumn 2011. (a) — 6 September , (b) — 16 September, (c)
—27 September, (d) — 7 October, (¢) — 17 October, (f) - 28 October, (g) — 6 November, (h) — 15
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In Figs. 1-4 the calculated fields of surface currents for period since September 2011 till August
2012 are shown. Herewith for each month three circulation patterns are chosen which are more
characteristic for the appropriate month.
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The main element of September circulation in 2011 is anticyclonic eddy with diameter about of
100-120 km (called the Batumi eddy), which is formed in the southwest part of the considered area.
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The structure of this eddy undergoes some changes and by the end of the month substantially
decreases in the sizes. from middle of September it is possible to observe also formation of the
second anticyclonic eddy with rather smaller sizes, which is exposed to the certain changes. Along
the Caucasian coast the narrow zone with width about of 20-25 km is formed which is characterized
by intensive formation of small coastal unstable eddies, existence time of which are a few days. It
should be noted that such coastal eddies of small sizes in coastal zones of the Black Sea are often
observed [6-8]
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The transformation of a circulating mode proceeds within October. By the end of October the
absence of a dominant direction and presence of several small anticyclonic and cyclonic eddies is
characteristic for a circulating mode. The similar character of circulation takes place within
November and here current speeds reach 60 cm/s.

The circulating mode in December 2011 differs from a mode of the previous month and is
basically characterized by presence of the cascade of sharply expressed anticyclonic eddies. The
January circulation in 2012 in the first half of month is similar in the certain degree with December
circulation and the main elements of a circulating mode are obviously expressed cyclonic and
anticyclonic eddies with characteristic diameter about of 30-40 km. East branch of the Rim Current
is present at the majority of pictures of February circulation with the maximal speeds 60-70 m/c on
its core. In general, Circulating mode of February 2012 is characterized by weak vorticity that is
possible to explain by action of strong atmospheric winds, which develop in this period. An intense
atmospheric circulation has smoothing influence on surface sea currents and promote disappearance
of vortical formations [4].
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The circulating mode of first half of March 2012 was characterized also basically by free-vortex

movement (except for formation some coastal small eddies), but by the end of the month
generation of anticyclonic vortical formation in the southwest part of the considered area is
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observed. In April anticyclonic vortex grows in the sizes and it is present within all month. The
narrow zone along the Caucasian coast is a zone of intensive vortex formation, where small coastal
cyclonic and anticyclonic eddies are generated and transformed.

In middle of May the anticyclonic eddies amplifies, and by the end it weakens. The speeds of
current decrease.

In the beginning of summer the anticyclonic eddy is stretched along a meridian and as a result
in middle of June two anticyclonic eddies are formed. In June a zone of vortex formation along the
Caucasian coast is well observed too. In local water area between Sukhumi and Poti the
anticyclonic vortex with diameter about of 25 km is especially well observed.

In the beginning of July formation of the anticyclonic vortex in the northwest part of
considered area is observed. This vortex by the end of July extends in the southern direction. In
August formation of anticyclonic eddy takes place at the centre of the considered regional area and
then gradually extends and covers the area with a diameter about of 80-90 km.
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The analysis of the data of circulating modes for 2010-2012 shows that the circulating modes of
the same season in the considered easternmost part of the Black Sea can considerably differ from
each other per different years. There seems different meteorological conditions which are formed
above the regional water area of the Black Sea promote this phenomenon. In confirmation of this
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fact the comparison of summer circulating modes of 2010 (Fig. 7) and 2012 (Fig. 6) serves. The
summer circulation in 2010, which significantly differs from summer circulation in 2012, was
characterized by sharply distinguished features. The main feature of the regional circulation of 2010
was the existence of the Batumi anticyclonic eddy practically within all summer period. It was
rather steady formation, which reached the maximal intensity in August and covered the significant
part of the considered regional area. It is interesting to note, that under the information of synoptic-
meteorologists the summer of 2010 in Georgia was abnormal hot for last decades. Temperature of
air quite often reached and passed 40°C, and coastal waters of the sea were heated up more than
30°C. The abnormal temperature mode, obviously, has affected a mode of evaporation and
precipitation and at the end thermochaline conditions of coastal waters have appeared favorable for
formation intensive anticyclonic vortical formation.
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Fig. 9. Simulated surface temperature fields, corresponding to different seasons 2011-2012. (a) —
17 October 2011, (b) — 17 January 2012, (c)— 17 April 2012, (d) — 19 July 2012.

The analysis of the data for 2010-2012 shows that the distribution of the salinity field in the
considered regional area underwent certain inner-annual changes. The general character of
variability of the salinity field within one year depends both on inner-annual change of balance in
system evaporation — precipitation, rivers’ inflow and on the circulating characteristics. The
analysis of our data confirms the known fact, that the salinity field well correlates with the field of
circulation. General law is that anticyclonic eddies promote formation of waters with low salinity in
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its central art, and cyclonic eddies - on the contrary. The ascending flows at the centre of a cyclone
promote carry of more salty waters from deep layers in the upper layers, and the descending flows
in the central part of anticyclonic eddy transfer less salt waters from upper layers downwards.
Thus, the circulating mode in the greater degree determines structure of the salinity field in the
easternmost regional area. This fact is especially precisely shown by comparison of pictures of
salinity, corresponding to summer 2010 and 2012, when the circulating modes sharply differed
from each other. From Fig. 8, where the calculated fields of salinity on horizon z = 10 wm,
corresponding to summer season 2010 and 2012 are shown, it is clearly visible that intensive
Batumi anticyclonic eddy observable in the summer of 2010 has considerably affected a mode of
salinity in the easternmost part of the basin. Here was observed rather lowered salinity on the
significant central area of the Batumi eddy, and the peripheral current of the eddy promoted
penetration of more salty waters from open area of the sea in the easternmost water area.

The certain impression about seasonal evolution of a surface temperature field gives Fig.9,
where the distributions of the Black Sea surface temperature for four seasons are given. The
temperature field undergoes both significant qualitative and quantitative seasonal changes and the
character of its change in the upper layer is basically determined by heat exchange between the sea
and atmosphere.

3. Summary

Summarizing the researches carried out in this work on the base of analysis of simulated
hydrological fields for 2010-2012 it is possible to formulate briefly the basic features of inner-
annual variability of dynamic processes in the easternmost water area of the Black Sea. During all
seasons in the easternmost part of the Black Sea generation, deformation and disappearance of
anticyclonic and cyclonic vortex formations continuously takes place. The analysis of calculated
current fields again confirms the fact known from the Black Sea oceanographic literature [9], that
the most intensive vortical formation is the Batumi anticyclonic eddy, which exists in the warm
period of year. In most cases a narrow zone along the Caucasian coast with width about of 20-30
km is formed, where intensive vortex formation takes place. In this zone generation of small
unstable eddies with diameters from 5 up to 20 km is observed. Vortex formation weakens in
February when the atmospheric winds  amplify having smoothing effect on sea current. In that
case, when the Batumi eddy is intensive and occupies a significant part of considered water area, it
forms the certain mode of salinity: salinity of waters considerably decreases in the central part of
the Batumi eddy, but the peripheral current of the eddy promotes penetration of more salty waters
from an open part of the Black Sea in the considered regional area.

References

[1]. Korotaev G. K., Oguz T., Dorofeev V. L. et al. Development of Black Sea nowcasting and
forecasting system, Ocean Science, 7, 2011, P. 629-649, doi: 10.5194/0s-7-629-2011.

[2]. Kubryakov A. I., Korotaev G. K., Dorofeev V. L. et al. Black Sea Coastal forecasting
system. Ocean Science, 8, 2012, P. 183-196, doi: 10.5194/0s-8-183-2012.

[3] Kordzadze A., Demetrashvili D. Some results of forecast of hydrodynamic processes in the
Easternmost part of the Black Sea. J. Georgian Geophys. Soc., 2010, v.14b, pp. 37-52.

[4] Kordzadze A. A, Demetrashvili D. I. Operational forecast of hydrophysical fields in the
Georgian Black Sea coastal zone within the ECOOP. Ocean Science, 2011, 7,

pp. 793- 803, www.ocean-sci.net/7/793/2011/, doi: 10.5194/0s-7-793-2011.

[5] Kordzadze A. A, Demetrashvili D. I. Operational regional forecasting system of state of the
east part of the Black Sea. Ecological safety of coastal and shelf zones and comprehensive
use of shelf resources. Collected scientific papers. Sevastopol, Iss. 25, vol.2, 2011, pp.136-
146 (in Russian).

11



[6] Ivanov V. A., Tuchkovenko Yu. C. Applied mathematical modeling of water quality of shelf
sea ecosystems. Sevastopol, Marine Hydrophysical Institute 2006, 368 p (in Russian).

[7] Demyshev C. G., Dovgaia C. V., Markova N. V. Numerical experiment on modeling of the
thermogydrodynamics of the Black Sea in 2006. Ecological safety of coastal and shelf zones
and comprehensive use of shelf resources. Collected scientific papers. Sevastopol, EKOCI-
Gidrofizika, 2009, Iss.19, pp.32-45 (in Russian).

[8] Demyshev C. G. Numerical prognostic calculation in the Black Sea with high horizontal
resolution. Marine Hydrophysical Journal. 2011, N 1, p.36-47 (In Russian).

[9] Korotaev G., Oguz T., Nikiforov A., Koblinsky,C. Seasonal, interannual, and mesoscale
variability of the Black Sea upper layer circulation derived from altimeter data. J. Geophys.
Res., 2003, v.108, No. C4, 3122, pp. 19-15.

(Received in final form 20 December 2012)

HupKyIAUHOHHBIE MPOLECCHI B BOCTOYHOU YacTu YEépHoro mops:
Pe3yabTarhl MOACJIUPOBAHUS M MPOTHO3A

Astangun Kopazanse, lemypu [demerpamsuin, Benxua Kyxanamsnnm

Pe3rome

Hakonennsie 3a 2010-2012 rr. pe3yapTaThl IPOrHO3a OCHOBHBIX THAPO(U3UUECKUX MOJEH B
KpaifHe BOCTOUHOW 4acTd UEpHOro MOps SIBUIUCh OCHOBOW JIi MCCIEJOBAHUS OCOOCHHOCTEH
BHYTPUI'OJIOBOM HM3MEHYMBOCTH PETrHOHAIBHBIX LHUPKYJSALHUOHHBIX IIPOLIECCOB B AITOW 4YacTH
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Abstract

Two versions of the numerical method of solution of a shallow water equation system based on
the two-cycle splitting method with realization for the easternmost water area of the Black Sea are
presented. In the first version solution of the equation system, which is received as a result of
splitting of the basic equation system with respect to physical processes (adaptation stage), is
carried out with use of factorization method regarding to current velocity components. In the
second version the equation system received on the adaptation stage is reduced to the oscillation
equations of string, which are also solved by factorization method. The algorithms considered in
the present paper do not require use of iterative methods, which considerably increase machine
time for realization of a task.

1. Statement of the problem

In a 3-D area Q {{x, v, z):x, v € 0glt).=¢(x,1.2) = 2 = h(x,»)} limited from above by the free
surface {ix. 3.z, from below - by the motionless bottom #(x,¥) and by the enough smooth lateral
surface o, let's consider a mathematical task describing dynamics of shallow water area. The area Q
represents coastal part of the deep sea or shallow lake with depth H=—{{x,y,z)+ hix,»). The
boundary o; of 2-D area flg is formed by crossing of the free surface with the bottom relief. The
coordinate system is located so that the plane xoy coincides with undisturbed water surface, z is
directed vertically downwards. By taken into consideration mobility of the boundary of the
considered area the problem describes processes of drainage and flooding because of fluctuations
of a see surface level. In other words, the problem consists in definition of the free surface level {
and current characteristics averaged on a vertical

—_ 1 pf — 1 rh
—m T = A
i #_.l_q dz and H.-._r*dz’

where u and v are horizontal components of the current velocity vector on coordinates x and vy,
respectively.

With the purpose of reception of a shallow water problem the equations of movement and
continuity for an incompressible liquid are considered, integration of which on a vertical from z =
—{ to z= hix, ¥} with use of appropriate transformations enables us to receive the system of

differential equations of the shallow water theory [1-5]:

o a3 ¥ s o '

=Tt p= — il -I'-geHE—?ﬁ?U-f- f3,

& | v |, oW &7 .
—‘*?*?*tuﬁgﬂa—}_—?g{?l +f, (1)
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where U=GH , V=TH, ViV=Vuv,+ Vv,

3 - &F.
=iGl-wk)-E, Lf=l(L-L)-T0

g Hx g 8y
For a pressure of sea water the hydrostatic law is accepted

P=gpli+z)+F.
Here P, is the atmospheric pressure above the free sea surface, g is the gravity acceleration, p is
the factor of turbulent viscosity, the density @ = const, 2. and % are wind stress components on

the free surface z = —¢, 1. and t}. are the bottom friction components on z = f.

The system of equations (1) is solved under the following boundary and initial conditions:

¥ = Fxptl, V=PFixytl on o, )
V=0, V=10 on oy, 3)
U=U0%xy)y, V=Vo%xy), (={%xy) Iif £=0, (4)

where oy is the lateral solid surface adjacent to the land, @3 is the liquid (open) boundary
separating the sea basin from the remaining water area. On the open boundary o> the vector of a

complete flow is the given function of horizontal coordinates and time.
We assume that the input data of the given task have sufficient smoothness providing
solvability of the task (1) - (4) [1, 4, 6, 7].

2. Numerical method of solution
2.1. Splitting of the problem with respect to physical processes

For numerical solution of the problem (1)-(4) the entire time interval (O, T), on which the
solution is searched, is broken up into equal intervals £, , = ¢ = ¢,., and is supposed that on the
each interval the components of the vector velocity @ are known from the previous time step [8, 9,
10].

Let's consider vectors @, Q, F, and matrixes A and B

. g
- H—
v £ e g & 10 0
@ = [-s, g = £l F = '[-'E", A= i Il EHE , B=|00 1 @
5 a ¢v & a ' 00 gH
= 5y

Here I = divd — V¥ . Then the equation system (1) we shall write in the operator form

B +Ap=Q (%)
and as the initial conditions we shall accept
Be=8F if t=0. (6)

After scalar multiplying the equation (5) by @, we shall receive
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14, - "
25 Bee) +lde @) = (Q.0),
where the scalar product is determined as follows

(a.b} =% [ atbidf.
Here a' and &' are the vector components of functions a and b.

With taken into consideration uniform conditions corresponding to (2) and (3) it is easily to check
up that the following ratio takes place:

(Ap,@)l >0
Now we shall present the operator A as the sum of two operators

:"1=f'11+.+g,
where

g
0 - H=
n oo ‘ ! o
A=lo m of, Ag=|| 0 gHg
0 00 g & '
QHE QHE ]

Similarly, it is possible to show that the following ratios take place
e el >0, Aol =0.
These conditions are necessary for construction of steady finite-difference schemes of splitting.

Let’s now #;,—f.-y =7 and on each extended time interval £, = ¢ = ., the two-cyclic

method of splitting on physical processes to the task (5), (6) we shell apply. Then if we assume that
@/~ is the solution of the task (5), (6) at the moment ¢,_, then we receive the following tasks:

on the first time interval -y = =1, -
e v -l 7
BEZt+ Ay =@, Bel " =Beit (7)
on the time interval fp_g £ %ty -
§i5- _:1'.-1- .n.'
E—-tae=0, Beo; " =By, 3
on the last time interval & = & = £y -
5224 493 =Q , Bef=Bei™ (9)
In equations (7) and (9) values of functions i u ¥ are taken the same within each time interval

fj-1 5 [ %5 [peq to obtain second -order accuracy int [9].

In the component form the tasks (7) - (9) will accept the following form:
on the time interval ¢,y = ¢ = ¢;
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B B e m VU . U=

& fx
ﬂ—iﬁ——n: '-f_== =1
8 & fy PP th . W : (10)

with boundary conditions (2), (3) written for I and 13
=0, V=0 on a,

h=0 w=F on o (11)

Epmqg B £ B £y

On the time interval we have the differential equation system

0% w2 oo
= v gf-f a
7 1 LU, 4 E‘Hay a
&f. 84F, &

— s s o i

de dx &x ( 1 2)
at following boundary and initial conditions

U, =0 on 0,

{a=¢ on g , (13)

where U; is normal component of velocity vector E’ ,and ¢ is known function,
=1 _ ri—L oy f 1l _ - .
vit=ul, wWl=vwl | Tt=grt (14)

and, on the time interval &z, = ¢ = Breq -

g, _dau, 87y,

; Vvl + ul - gi*t
ot T ax gy U sThe Gi=
av;  day  arl 1
+ =PV, + £, W=
T E Tay S HhRth # - s (15)
at the boundary conditions (2), (3) for functions U; and V; -
Uy=0 , =0 Ha gy,
g, =0, V= Ha a,. (16)

Thus, as a result of application of the splitting method with respect to physical processes the
task (1) - (4) is reduced to the consecutive solution of a set of more simple three tasks (10) - (11),
(12) - (14) and (15) - (16).

2.2. Finite — difference approximation of the transfer-diffusion equation. A method of
component —by-component splitting

As the differential equations (10) are same, we shall consider one equation

2d. - fim [

?“:_- + diviidy = VeV, + £, b1 =t (17)
at boundary conditions (11) for function ¢,. Here &, is any function of U, or V;. An index "1"
at function we shall omit for simplicity. Let
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2= 88 _gupy.

dx S8y

It is easily to be convinced that in case of homogeneous boundary conditions the differential
operator is positively determined.
For the finite-difference approximation of the differential operator Z let’s consider a difference

grid, which is received at crossing of coordinate lines x = x, u ¥ = ¥,. As a result we receive a set
of basic nodes. Let's assume that indexes k and 1 change in limits f,: k%= k= k* and
I = I = I*. In addition, it is considered that the boundary points coincide with the boundary &, of
the solution area Q. The set of such points we shall denote by &, . Let's consider the basic points
Xy, ¥, and the auxiliary points xz.q 2, ¥psq ., and we shall denote

. . , . . . — 1 . L
BXpyyey ™ Tpay = T, AFpayn ™ Faa — 3 and 8x, = —(8%aqp +8%50q0)

oy 3 — P ) il R el > — Fa  wil
e 4'-‘.'{.‘— k o z }':I:’ﬁ"." z': img g, Ly Erllz‘l.-; > (18)
where
o B = :_I*':"'L'-zﬁ-' :_;it‘-"" e ;E it 5#.;:-.,,._'5'& == :4".1"'-'
Te1 B = Py o Tt 245 ’
1| Meatina Bpelil |, M-t Bp=ii
Zla b = e e Brays — (ﬂ =+ N by + A% D11 |
ol i ==ty

&

1Bl B et Byt Hpp-t

R —_ i ] £ 2 £

Loty = —— | husan — — o b+ —d, |
JJ.___ 5 -}:-__ ! -:l:'_- L

It is easily be convinced that the grid operators 2% and ZJ%, with taken into consideration of

homogeneous boundary condition are skew-symmetric and positively determined [4, 8, 9, 10]
2. 9l=0, (2XP.9) >0, i=12

and
Fal Y X By > 0.
Here the scalar product is determined as

(@ B) = Ty ayebgediocy by .

The summation is made on all internal points of the grid area . .

With taken into consideration (18), the system of finite-difference equations approximating the
task (17) with the second-order accuracy on space variables accepts the following operator form:

B12hg=F, (19)

where ® and F are the vector-functions with components {#,,} and {F,}, respectively, given in
grid points {1, .

Now, multiplying the equation (19) scalarly by E , We receive
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14D, (23,3) = (F.5).
If in (19) we assume that g, . Ly = @ and grid vector-function F in the right part of the

difference equation, caused by boundary conditions for the equation (17), is identically equal to
zero then we receive

i@ _,
dt
Thus, the norm of grid solution
=1~
is kept, 1. e.
0 =
With taken into consideration the continuity equation for functions i, .i. ., and #, ,.1, the

condition of conservation of substation on time takes place:

(38 _

3

L

L

= LY

Fd

Lo

=
[
)
I
o

where € is the unit vector.
For approximation of the equation (19) in time on the time interval ¢,_, = ¢ & t; the Crank-

Nicholson scheme by the subsequent application of a two-cycle splitting method is used. As a
result, the problem is reduced to a sequence of more simple one-dimensional finite-difference
equations which are effectively solved by a factorization method. These equations have the
following form:

- = & Bi=E
% (,-z-:i—zil}&:E

Bt (e EE

—_ e T —_ L e B
W;;f*'“ (z2, ﬁzmw= g,

mﬁ (zr, + __n)& Q.
Application of the two-cycle splitting method provides the second order accuracy in time. The

received system of finite —difference equations is absolutely steady on the interval 0% ¢ = T.

Thus, the considered scheme approximates the differential equation (17) with the second-
order accuracy both on time and on spatial coordinates and is absolutely steady. The task (15),(16)
is similarly solved.

19



2.3. Finite —difference approximation of equations of adaptation. Splitting of the problem

Let’s consider on the time interval oy St €L, the problem of adaptation (12)-(14).

index ‘“2” at solution components we shall omit for simplicity. Here the finite —difference scheme
approximates the differential problem with the second-order accuracy on spatial coordinates. The
Crank-Nicholson scheme with the subsequent application of a two-cyclic method of splitting is used
for approximation on time. As a whole, the scheme received here is absolutely steady and
approximates (12) - (14) with the second order accuracy. Note that coefficients &, .1, . and

ey
-

¥,,52, which are in transfer-diffusion equations, are defined after solving of the adaptation

problem. Before to consider the difference approximation of the system of differential equations
(12) let’s consider the operators 4, , A4, and A,. We assume that
.I"l: = .ﬂ: "'.I"'x "'.ﬂ.;,

where
& 2 2

0 -t ¢ o 0 EHE 0 a B

A=t o o, A=l e o e a.= 8|
a ' &

e ¢ @ gH — g 0 0 QHE_y 1]

Then the system of equations (12) in the operator form is
B%—A:g=a. (20)

Now if on the time interval Tiay X 05 Ty WE shell use the two-cycle splitting method for (20),

then the problem is reduced to solution of a set of more simple problems:
on the time interval &, , € ¢ £, -

B % +Ag, =0, Bel '=Begl (#] is solution of (7) at moment ¢ = ¢, ),
-.‘?@'.- ;—1 — 1I1.'
B—r+ A0, =0, Bgi "= Bgi, 21)

dae -1 _
B—l+ 4,9, =0, Byl = Bo!

and on the interval g ety W have

Ew — I - 1'1'-
B2+ A0, =0, Bol = Bof,
B a9, =0, Bel = Ba}™, (22)
B A =D Be! = Bpl™
Bt e N & T -

The first equation from (21) and last equation from (22) we shall write in the component-by-
component form for the basic grid points (grid points by integer indexes). As a result, we shall
receive simple systems of the equations, analytical solution of which are:

R :
Uy, = Uy cosit+l

.=

1
. sl
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g—
f

Vi =V Feoslt — U *sinit

and
H;,:I = Ui coslt + l'g;:sfﬁfr,

rh=l _ ped —
Ve, =V cosit— U, sinlt.

For numerical solution of other tasks from (21),(22) let’s consider their finite-difference

approximation on space variables. With this purpose Let's consider approximation of the operators
% H ai;,- . Let the function U is given in points xye.y,, and xpe., .. Besides Ups.y 0 =@,

Ugssy - =b  and {y= = ¢. Then we shall use the following approximation

A e &
E 2 E."'hu and E & ?hfk ,
where
F 1 a
— .- ko= 0
i\xlp‘? rf="|'1- &Tkﬁ_ r
1
KW= §— - o= s r ¥+ P oEvw R 1o
ViU M;{(EH% uk_:;} =K+ 1Lk%+ 2.,k — 1
1 b
T aw o “kr-12 T . k=K
\ ax,s Ax, =
and
1 c
—_— e, = — . m kP
" Axypbsym S Axptag iz
Vel = 1 _
—— (e — ) =K+ LEY 42 L KT —-1
SXpa1p

Operators ¥; and V; are similarly determined, which approximate differential operator Eip" Then

finite-difference approximation of the differential operators A, and A, we will consider in the

following form

¢ o gHV e o o
A=l o v w© |, Ar=19 O gHV |
gHY, © & 0 gHV, i}

Similarly to operators A, and A_ the operators 4% and .ﬂ.fﬁ are skew-symmetric. These conditions

are necessary for construction of absolutely steady finite —difference schemes.
Taking into consideration the finite-difference operators A% and A% in equations (21),(22) and

using  the Crank-Nicholson scheme for approximation on time, after the appropriate
transformations we shall receive the following systems of the finite —difference equations
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U + —taly =yt
-1‘4_. PL k'{ "'}.-l-" ;;
vf’ T = R:i‘* (23)
‘kL'h: " ';fl.lhi c
s Llr -
pd= L ol T _ -1
&q 3 i?hl.l:h i{.—..

with the initial conditions

=1 = 1l =% = 17 =1 _ =%
Yo st Vi 2! ’ Bty T lpiety Cs = S
and
i = Ur-!-
B};.Li Ebl"‘ﬁ. fal
T ™
IR S U g Y (24)
LN 2 T T
ll-f- - i T w1
$Ea- ?1 Vi = Y5y

with the initial conditions

=1 = I pi=1 = Wb =1 _
Ua,.e A uzk-s':T ’ Vot . ?ﬁuﬁ; G = Gy
Here &2 = (@' + &~1)/2, disany function of U, V, or {, (& = 2,3).

Now Let’s consider the system of finite-difference equations (23). Then with use of the

-1 n .
third equation we shall exclude from the first equation function E,J,H =, as a result we shall receive

one-dimensional finite-difference equation

a TEHL 2 Lr N Ty
i - TR oy ¢ | it - I=
U, ? ———rvivu, f=ult Vi

(25)
=1,
After salving of this equation from the third equation we shell determine the function ‘:j:lzl. .

1 g1

= FZ T g R
§ twm==FplU t4+E .
2l 2 RE E-‘IF.E

The equation (25) is effectively solved by the factorization method.

-1, .
Similarly to equation (25), from the equation system (24) for the function ?3 =, we receive the
El+*
following equation
sy, e el o
v, ‘2 2yvy v’ =yt ——— gyt
Beress, 4 Boresg 2 W (26)

The equation (26) is salved similarly to (25).
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On the time interval z; = ¢t = t..,, the systems of finite - difference equations (22) for grid

function UJ:I_: o, ‘.f‘_:_::_:- , ;;;1;: and U"i':le , T;*? i ;:;: are solved completely
-l | Bl+=i Ll la®io "
similarly previous systems.

Thus, the considered numerical scheme allows the solution of a shallow water problem
reduce to solution of a set of more simple one-dimensional tasks which are effectively solved by
the factorization method. The constructed scheme has the second-order approximation both on
time and on horizontal coordinates and is absolutely steady.

At solution of the equation system (23),(24) it is possible from the continuity equation
eliminate the functions I.I;_: 1,: . and ‘i-’;:_ ' , which are determined from the first and the second
equations, respectively. As a result the three-point equations are received for Ef:___i" *and E]E;l -,

kLl

which are solved also by factorization method. Analogically are determined the grid functions
£ and gzl * from (21),(22).

h Now leth's consider methodically other algorithm of solution of the adaptation task (the
second version of the algorithm). With this purpose on the time interval ., = ¢ £ r, we shall
consider second and third equations from (21), and on the interval ¢, = ¢ 5 ¢, - the first and

second equations from (22), which are approximated on spatial variable. The received equations in
the component form will accept the following form:
on the time interval ., £ ¢ =, -

4 gHV g, =0
"'-?a =g (27)
ii- - = —
&r ?;‘" v
with the initial conditions
ot =ul vt e o8
and
&I,
dr o
Z1 4 gHVigy = 0 29)
de -
with conditions
L TS 4

&
—_—f =
de 0
T4+ gHV 5, = 0 (31)

86y 5 pr=gr —
'?:--:-'F";;'[q.__f]

with conditions
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o =l v =¥, d=d ()

and
Z2 4 gHVig; = 0
?: =0 (33)
2 LV U =0
with initial conditions
o = U™ v =T = (34)

It should be noted that the problems (27),(28) - (33),(34) may be received from (20), if on each
time interval ¢, & t & t,,, we shell use the two-cycle splitting method in case, when

A=A +A,
Thus, the specified tasks are received from the equation system

d; 4 gHVic =0 |
%+ gHV ¢z = H
ﬁ;’+?kﬂ=+ﬁ Vz = 0]
(35)
with conditions
vl =, v =y, T =g (36)

(where Uf and T”f are solutions of the task on the stage taking into account the Coriolis force and
¢’ " is the initial condition of the basic problem).

The problem (35),(36) may be to reduce to the oscillation equation of a membrane. After the
appropriate transformations on the interval £;_, = ¢ = &;., we shall receive the equation [8]

P
—_—

— - -V P =0 (37)
with initial conditions at ¢ = tima

-1 _ _j-1 de _
gt=¢ n S=g (38)
1-1 - hl-i
where €=.,gH n q=V; P O

On the other hand from each problems (27),(28) - (33),(34) analogically one-dimensional
problems are received:
on the interval ¢,_, = ¢ = ¢, -

gie - o -1 -1 de
- - = 4 = gf —& =
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£=~;i - Tl _ =i I ary
- —-Vic*Vgy =0, f = &2 5 ??'—fi (39)

and on the interval t, = ¢ = t.., the following problems

& ey - T J_ _F dey _
) -V cVeu =0, ¢ =¢ Wil &
E;'F- -t — h F+l dog —
#-E’&{' E,ﬁgi_ﬂr Cz ™y , El‘-—q, (40)

which as a whole give solution of the problems (27),(28) - (33),(34), i. e. of the problem (35),(36)
or (36),(37).

As a result of solution of received one-dimensional problems, the grid functions c;,::, <3
q_j"l and ¢2™* are determined, with help of which values of Ui, V5, wi, v/, H;‘"l, v =
1 H ** and v *1 are easily calculated.

As the one-dimensional tasks from (39),(40) are the same, a method of solution of the received
tasks we shall consider on an example of the first task from (39).

Thus, on the time interval ¢,_, = ¢ = ¢, we consider the problem

If:'

—E TV =0, (41)
=i, T=q  at =t (42)

With the purpose of approximation on time on the interval £,_, % & « ¢, of the task (41),(42) we

shall consider the implicit scheme, which is similar to the Crank-Nicholson scheme [ 8 ]

|
i -1 j=1
”"-{.'c: — 2, t "-:!-“:c.' voclyt ‘;'-{.-c: * 62 0
i k=kl*R 2 =
3
at initial conditions
-3 =%
6z~ + o,
£ fm u — QFEE
¢, =it z . (43)
Further we shall consider approximation
j-%’ — =1 ‘1'_’.5:'
r;i-;ct -.qt:l‘,‘l T <.:-1 - -1
i r.—,‘ L1 _?;{C-?R‘ ql:{:“ =“
E3 (44)
Then from (44) with use (43) we receive
-5z _ _j=-1 , & N S |
e Say T Wt VRCTVR e
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Similarly we receive algorithm of solution for the first task from (40) on the time interval
t, & £ % £,..,. Inthiscase we have

¥ ——
i - d 1 J+1 I
04 “Ca,, T iy . 3. T %,
= - = —prev; —= £ =9
™ -
4 ,
S | JELZ _ F g A& LA e T s
o — Sy > Tay Ay T3 T T Vi CaVi o,

Concerning unknown grid functions ¢z  and r,';l from (39) and (40) it should be noted that

also the similar equations are received, which are effectively solved by the factorization method.

To the similarly previous algorithm (the first version), in this case received scheme is absolutely
steady and has the second order accuracy on time and spatial variables. At all stages of splitting
the received equations are effectively solved by the factorization method.

2.4. Some questions of considered algorithms

As a result of using of the splitting method with respect to physical processes on each time
interval ¢_, = ¢ = t,., the main problem is reduced to solution of set of more simple tasks on the

intervals ,_, £ eS¢, £ Lrge,, and & £ €6,

. ) . cand F...1. . . . .
Thus it is assumed that coefficients &+ gt Ve1+% included in the transfer-diffusion

equations (at the first and third stages of splitting of the basic task), are known and constant on all

-1 r‘_"lr : :_t I.‘"i !:I;_I E I' r‘_'qr Ef’"‘i

interval & . Thus, on the time interval the values of these

. . . o b= . .
coefficients are determined on the previous step a2 P2 Eoa gt the adaptation stage of solution

of the problem (12)-(14). For definition of grid functions the following approximation are also used

-I'Iﬂ + n_\__'-.‘,lk

—i-f —ie L
iy T B g Ty + ¥
L1 kT R0 and

. ol
Tpargr =, kiaty, | Skiep,

T petg =
Coefficients of turbulent viscosity on the interval ¢._, = t = ¢,., at the first and third stages of

splitting (transfer-diffusion stages) of the basic task are also the same, which are determined on the
previous time interval by the formula [12]

) 2 2 2
! =AX.Ay\/2(@j +(@+§V j +2(av J
Jx y Ox oy

where AX and Ay are horizontal grid steps along X and y axes, respectively.

2.5. Numerical realization of the model for the easternmost part of the Black Sea

The shallow water model (SHWM) is included in the regional forecasting system for the
easternmost part of the Black Sea [13-15], which is a part of the Basin-scale Black Sea
nowcastong/forecstong system [16-17].  functioning of the regional forecasting system
schematically is illustrated in Fig.1.

A Basin-scale model of Black Sea dynamics of Marine Hydrophysical Institute (MHI,
Sevastopol) of the National Academy of Sciences of Ukraine provides RM-IG and SHWM of M.
Nodia Institute of Geophysics with initial and boundary conditions on the liquid boundary. SHWM
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requires also wind stress components and atmosphere pressure gradients along x and y axes, which
are provided from atmospheric model ALADIN. All these data with one-hour time step frequency
within the 4-days period are received operatively via ftp site from MHI. Test calculations on
SHWM were carried out for the same regional area, for which are calculated marine forecasts by
3-D RM-IG [13-15]. This area is bounded with the Caucasus and Turkish shorelines and the
western liquid (open) boundary coincident with 39.08°E. The grid parameters are also the same for
both RM-IG and SHWM: a grid has 215 x 347 points on horizons with step 1 km.

Wind stress on the sea surface and gradients of the atmospheric pressure

Upper boundary
conditions
Upper|boundary conditions Initial and boundary
conditions on liquid
3 boundary {
RM-IG Shallow water model for the easternmost
(Thilisi, Georgia) part of the Black Sea of Institute of Geophysics
(Thilisi, Georgia)
Model Model
outputs outputs

Forecast of sea level
and averaged on a vertical
current velocit

Prognostic fields of flow, temperature and
salinity in the eastern part of the Black sea

Fig.1. The scheme of functioning of the regional forecasting system.
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Fig.1.Simulated current fields within 4-7 October 2012. (a), (b), (¢), (d) — calculated from
SHWM (the first version of the algorithm), hmax = 111 m, dlt = 150 s; (e), (f), (g), (h) -
calculated from SHWM (the second version of the algorithm), hmax =111 m, dlt =3 s;
(1), (), (k), (1) - averaged in the 111 m upper layer current fields calculated from 3-D RM-IG.

With the purpose of testing the SHWM numerical experiments were carried out by using of both
versions of numerical algorithm, which are described in the previous section. The numerical
experiments showed that realizations of the model with use of the second version of numerical
algorithm of solution, when the equation systems at the stage of adaptation are reduced to the
oscillation equations of a string, requires much less time step than in the first version. In both cases
maximal depth equal to 111m was consider.
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Fig.2. Simulated sea level changes (in cm) within 4-7 October 2012. (a), (b), (c), (d) —
calculated from SHWM (the first version of the algorithm), hmax = 111 m, dIt = 150 s; (e), (f), (g),
(h) - calculated from SHWM (the second version of the algorithm), hmax = 111 m, dlt =3 s;
(1), (), (k), (I) - calculated from the 3-D model of Black Sea dynamics of MHI.

By SHWM the autumn circulation was simulated during 3-7 October 2012. The integration of
the equations began at 00:00 h (Greenwich time), October 3 2012 and 4 days last, but we consider
that the SHWM gives forecast only for three days as during the first day the coastal model runs in
the prognostic mode only to have better adjustment of the fine resolution to the course initial
conditions provided by the basin-scale model of MHI. At realization of the SHWM with use of the
first version of the numerical algorithm for the easternmost area of the Black Sea the time step was
equal to 150 s, but at realization with use of the second version the time step was 3 s.

With the purpose of illustrating in Fig.2 simulated currents are shown after 24, 48, 72, and 96 h
after start of integration by the SHWM with use of the first version of the numerical algorithm
(Fig.2a, b, ¢, d) and with use of the second version of the algorithm (Fig.2e, f, g, h), also averaged
on a vertical within 111 m upper layer simulated currents by the 3-D RM-IG (Fig.2i, j, k, 1). From
Fig.2 it is clear that the main feature of the regional circulation for the considered time period is
formation of the anticyclonic eddy (called the Batumi eddy), which covers the significant part of the
considered regional area. Comparison of circulation patterns calculated from SHWM (with use of
both versions of algorithm) and RM-IG shows that circulation patterns received from SHWM with
use of the first version is more close to circulation patterns received from 3-D RM-IG.

In Fig.3 are illustrated simulated sea level changes after 24, 48, 72, and 96 h after start of
integration using SHWM (with use of both versions of algorithm) and sea level changes received
from the 3-D of MHI (Fig.2i, j, k, 1). The change of the free surface level in many respects is
caused by circulating features. From Fig.3 it is well visible, that in the considered area the
decreasing of the sea level from the undisturbed level is observed during all time, but in the central
part of the Batumi eddy the level rises. Comparison of results show that sea level patterns received
from the first version of SHWM are more close to sea level patterns received from the 3-D of MHI.

Summarizing results of the carried out numerical experiments we come to opinion, that for
simulation and forecast of sea coastal processes the first version of the numerical algorithm of
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solution of equations of the shallow water theory is more acceptable than the second version, when
solution of equations on the adaptation stage of splitting is reduced to the oscillation equations. In
addition, the realization of the second version requires to use very small step in time. But the
consideration of this algorithm has the significant interest, as it can appear very convenient and
useful to tasks concerning fluctuations and wave processes in different environments.

Finally, it should be noted that the further improvement of a regional forecasting system is
connected to inclusion of modeling of coastal processes connected to change of a sea level for the
shallow part of the Georgian coast with the very high spatial resolution. Thus the results of models
stated in the given paper, will be used as the input data. The model takes into account mobile lateral
boundary with the land, which is determined on a free surface level. It enables to predict processes
of drainage and flooding.

References

[1] Marchuk G. I., Kagan B. A. Ocean tide. Leningrad, Gidrometeoizdat, 1977, 266 p (in Russian).

[2] Backhaus J. Entwicklung eines numerischen modells zur reproduktion widangeregter
bewegungsvorgo-nge in Flash-wassergebieten mit beweglichem Rand.-Diplomarbeit. Univ.
Hmburg, 1975, 81 p.

[3] Cherkasov L. V. Hydrodynamics of surface and internal waves. Kiev, “Naukova dumka*, 1976,
364 p (in Russian).

[4] Marchuk G. I., Dymnikov V. P., Zalesny V. B. Mathematical models of geophysical
hydrodynamics and numerical methods of their realization. Leningrad, Gidrometeoizdat, 1987,
296 p (in Russian).

[5] Girgvliani A. G. On numerical modeling of shallow water problems. Preprint N454,

Novosibirsk, VC CO AH CCCP, 1983, 18 p (in Russian).

[6] Kordzadze A. A. Mathematical questions of solution of ocean dynamics problems. VC CO AH
CCCP, Novosibirsk, 1982, 148 p (in Russian).

[7] Bubnov M. A. Mathematical questions of modeling of tide and circulations in the baroclinic
ocean. VC CO AH CCCP, Novosibirsk, 1984, 152 p (in Russian).

[8] Marchuk G. I. Methods of computer mathematics. Moscow, Nauka Press, 1977, 454 p (in
Russian).

[9] Marchuk G. I. Numerical solution of problems of atmospheric and oceanic dynamics.
Leningrad, Gidrometeoizdat, 1974, 303 p 90 (in Russian).

[10] Kordzadze A. A. Mathematical modeling of dynamics of sea currents ( theory, algorithm,
Numerical experiments), Moscow, OVM AH CCCP, 1989, 218 p (in Russian).

[11] Iin V. P., Kordzadze A. A. About one iteration scheme of a splitting method for stationary
tasks of ocean currents. In: methods of computing and applied mathematics. Differential and
Integral equations. VC CO AH CCCP, Novosibirsk, 1977, pp.136-146 (in Russian).

[12] Zilitinkevich S. S., Monin A. S. Turbulence in dynamic models of the atmosphere. Nauka,
Leningrad, 1971, 41 p (in Russian).

[13] Kordzadze A. A, Demetrashvili D. I. Operational forecast of hydrophysical fields in the
Georgian Black Sea coastal zone within the ECOOP. Ocean Science, 2011, 7, pp. 793- 803,
www.ocean-sci.net/7/793/2011/, doi: 10.5194/0s-7-793-2011.

[14] Kordzadze A. A, Demetrashvili D. 1. Operational regional forecasting system of state of the
east part of the Black Sea. Ecological safety of coastal and shelf zones and comprehensive use
of shelf resources. Collected scientific papers. Sevastopol, Iss. 25, vol.2, 2011, pp.136-146 (in
Russian).

[15] Kordzadze A. A, Demetrashvili D. 1., Kukhalashvili V. G. Circulation processes in the
easternmost part of the Black Sea in 2010-2012. Results of circulation and forecast. J.
Georgian Geoph. Soc., 2012 (in present journal).

[16] Korotaev G. K., Oguz T., Dorofeev V. L. et al. Development of Black Sea nowcasting and
orecasting system, Ocean Science, 7, 2011, P. 629-649, doi: 10.5194/0s-7-629-2011.

30



[17] Kubryakov A. 1., Korotaev G. K., Dorofeev V. L. et al. Black Sea Coastal forecasting system.
Ocean Science, 8, 2012, P. 183-196, doi: 10.5194/0s-8-183-2012.

(Received in final form 20 December 2012)

00 3¢ PpeKTUBHBIX YNCICHHBIX METOAAX PEelICHUS 3a1a494 MeJIKOH BObI.
Peanu3anus Mmoaesm 1Jis BOCTOYHOM YyacTu YUépHoro mopst

Atanauni Kopazanse, Aemypu lemerpamBuiau, Benxua Kyxanamsuian

Pe3rome

[IpennoxeHsl 1Ba BapuaHTa YHMCICHHOIO METOAA PEUICHHUsS CHUCTEMBI YPAaBHEHUH MENKOU
BOJbI, OCHOBAaHHOI'O Ha METOJE ABYLMKIMYECKOTO pAaCILEIJICHHUsS, KOTOpBbIE pEaTn30BaHbl IS
BOCTOYHOM akBaTopun YepHoro mops. B mepBoM BapuaHTe pEIICHUE CHUTEMBbI YpaBHEHHIA,
MOJyYeHHON B pe3yJbTaTe pacleIUIeHUs] OCHOBHOH CHCTEMbl YpaBHEHHUH 10 (U3NYECKUM
mporeccaM  (3Tall afanTtaliy) CBOAUTCS K NMPUMEHEHHMIO MeTojAa (hakTopu3alui OTHOCUTEIBHO
KOMIIOHEHTOB CKOPOCTH TE€UEHHS, @ BO BTOPOM BapHaHTE Ha 3Talle aJalTaluy IoJyuyeHHas CUCTEMa
YPaBHEHUI NPUBOAUTCS K YPABHEHUSIM KOJE€OaHHM CTPYHBI OTHOCUTEIBHO KOOPIMHATHBIX JIMHUM,
KOTOpBIE PEIIAIoTCs Takke MeToZoM (akropu3anuu. [IpemiokeHHbIE B JaHHOW CTaTbe METOJbI
pemieHust He TpeOyrT NPUMEHEHHs BHYTPEHHUX HTEpalMid, YTO 3HAYUTENIBHO YBEIUYMBACT
3G HEKTUBHOCTD UX MPAKTHYECKOTO MPUMEHEHHSI.
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Abstract

By means of regional model of development of atmospheric processes in the Caucasian Region and
the equation of a substance transfer the spatial distributions of the radioactive pollution (**I) and zones
of radioactive deposition are investigated. In the model the radioactive decay and aerosols deposition
processes are taken into account. The distribution of radioactive pollution is simulated in cases of the
South, South West and South East background winds. The distribution of only one radionuclide aerosol
311 with diameter 10 2 mis considered.

It is shown, that the relief of the Caucasus significantly influences on the trajectory of the pollution
distribution. The North West orientation of the Main Caucasian Range resists air motion to the north,
constrains the radioactive pollution in the boundary layer to flow around the Main Caucasian Range
from the west or east sides. It is obtained that the 48 hours are necessary for the radioactive cloud to
overflow the South Caucasus and distribute over the territory of the North Caucasus. The radioactive
pollution is falling out mainly in the central, southeast and northwest parts of the South Caucasus. The
zone of the radioactive deposition is extended along the background wind and deformed by the influence
of the relief. The maximum length of the zone of significant deposition of radioactive substance equals
approximately 750 km in case of the background South East wind and 350 km in other cases. The
maximum width of the zone approximately equals 150 km. It is obtained that the surface density of the
deposited radioactive nuclide in the zone of significant radioactivity decreases from 360 a.u./m? down to
1 a.u./m? when the concentration of 10 xm aerosol **I in emission plume during 6 hours are equal to

100 a.u./m°.

1. Introduction

The accidents of the Chernobyl, Fukushima and other power plants show that the nuclear reactors
carry the great potential hazards for population and environment especially when plants are located in
the seismic hazardous regions [1, 3].

The Armenian Nuclear Power Plant (ANPP) is one of such objects. It lies in the South Caucasus in
Metsamor 20 km from the capital of Armenia Yerevan on one of the Earth's most earthquake-prone
terrain. ANPP, as a very dangerous object, was closed after earthquake in Armenia in 1988 but was
reopened in 1995. ANPP has one of just a few remaining Soviet nuclear power reactors that were built
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without the primary containment structures. Consequently, the hazard of the radioactive pollution of the
environment in the Caucasus becomes highly probable event. The neighbouring countries, Turkey and
Azerbaijan, protest the operation renewal of ANPP, and Azerbaijan has called on the UN Security
Council to suspend the operation of the nuclear power plant in Metsamor [4-6].

The radioactive aerosols, emitted in the atmosphere from the nuclear reactors, can be transferred
on the large distance and produce a radioactive contamination of the underlying territory [3, 7].
Therefore, a preliminary determination of the possible trajectories of the radioactive pollution cloud
and nuclear deposition in the various meteorological situations has a practical importance for the
environmental safety services.

A prediction of the dispersion of the radioactive pollution is possible by means of numerical
simulation of the radioactive substances transfer. The accident of the Chernobyl nuclear plant shows
necessity of development of the hemispheric, long- and meso-scale transport models for radioactive
substances. The existing numerical dispersion models of pollution were developed as well as some
new models of transfer of radioactive pollutions were elaborated (ApSimon et al., 1987; Lange et al.,
1988; Alberger at al., 1988; Hass at al., 1990; Ishikawa, 1991, 1995; Ishikawa and Chino, 1991;
Brandt at al., 2002; Khatib, 2008; Winiarek and etc. [8 -17]).

The tasks of the article are the numerical simulation of the possible trajectories of the movement
of the radioactive clouds hypothetically emitted from ANPP and determination of the possible zones
of nuclear fallout in the Caucasus. G. Lazriev considered some issues of this problem [18].

In the present article G. Lazriev’s approach is continued to be investigated on the basis of the use
of the regional model of the atmospheric processes over Caucasus region elaborated at the M. Nodia
Institute of Geophysics; it allows calculate the spatial distribution of the meteorological fields over the
complex relief of the Caucasus [19]. We have simulated the dispersion of the radioactive pollution by
using of the momentum equation.

2. Formulation of the problem

2.1. Basic equations

The main equations of the model describing variations of the meteorological fields are
(a) for the troposphere

du_ P5¢+Iv+g(1+061q)95—+yAu L 0,
dt p OX OX ph> ol oc
dv P Jg o1 1 © ov

. z—pv— ,
dt p oy ay h*=of " o¢
ﬂzi_(l+0.6lq)l9h, 8h+6uh+6vh+awh+ldp wh=0,
¢ RT ot ox oy 0 pdz
0 08 09 _09 1 0 09 L 06
—+U—+V—+W—+SW=puAI+ 2—pv—+ — Py —— >
ot ox oy o< ph~oc” of pC, ot
o 0,0 o 10 A
ot ox oy o¢ p 0C o¢ ot
om"  om om _om o om oN
—+tU—+V—+W—=p AM+—Vv—+0¢, ,——, (1)
ot OX oy o¢ ¢ oc¢ ot
W:Q+uﬂ+vﬂ+v”vh, z=(Ch+6,

0 O0X oy
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d o 0 0 -~ 0 0 0
—=—+U—+V—+W—7r, A=—+—;
dt ot ox oy oc oX~ oy

b) for the active layer of soil

2
EZiD(C)ﬁ_aE(C)’ aTSO” = Rsoil d ngil at 50 >1Z >Zsoil ; (2)
ot 0z 0z 0z ot 0z
c) for the layer of sea water
oT, o°T, 1 0l
— =K+ —, at g, >1>7Z,, 3)
ot 0z Con Psa 01

where t is time; X,Y, and Z are the axes of the Cartesian coordinate directed to the east, north
and vertically upwards, respectively; ¢ =(z—0)/h is the dimensionless vertical coordinate;
0 =0,(X,y)+50m is the surface layer height; o, is the height of the relief, H(t,X,y) is the height of
the tropopause; h=H —¢; u, v, w, and W are the wind velocity components along the axes X, Y,
z,and ¢, respectively; $=T'/T, and ¢=P'/P(z) are the analogues of temperature and pressure,

respectively; T =300K ; T’ and P’ are the devotions of temperature and pressure from the standard
vertical distributions

T'%Y,2) =T&XY,2)-T +7 2-T(t,%,Y,2), P'(t,%,y,2)=P(t,x,y,2) —P(2) - P(,X,,2);

T and P are the temperature and pressure of the atmosphere, respectively: T —y z and P(2)
are the standard vertical distributions of the temperature and pressure, respectively; » is the standard
vertical temperature gradient; T and P are the background deviations of the temperature and pressure
from standard vertical distributions; ¢ and 6 are the mesoscale and background components of the

analogue of temperature, respectively; ' =9—-6; q and Q are the mass fraction of water vapour and
the background mass fraction of water vapour, respectively; q'=q—-Q; m and M are the mass
fraction of cloud water and the background mass of cloud water, respectively; m'=m—-M ; T, and
T, are the temperatures of soil and seawater, respectively; C is the volume content of soil water;
p (@) and p,, are the standard vertical distributions of the densities of dry air and seawater,
respectively; o =—p ' dp/dz; g is the gravitational acceleration; R is the universal gas constant for

dry air; C, and C, are the specific heat capacities of dry air at constant pressure and seawater,

respectively; S is the thermal stability parameter; L is the latent heat of condensation; ¢, is the

con
condensation rate; ON / 0t is the intensity of prescription;
ON/ot=(m-m,)/ot whenm>m_ and =0 whenm< m

mass fraction of a cloud water; J't is the time of setting out of a surplus cloud water; D is the diffusion

; m_, is the critical magnitude of the

cro

coefficient of water in soil; E is the filtration coefficient of water in a soil; |, is the total solar

radiation flux in sea water; K ; and K, are the thermal diffusivity coefficients of soil and sea water,

a

respectively; ¢ and v are the horizontal and vertical turbulent diffusion coefficients.
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The equation of transport of the radioactive nuclide is
o0 oCon,i

acon’l +u acon’l +V6C0n’| +(W_id)@:)UACOn,| +—v _acon,| , (4) Where, Con,l 1S
ot X oy h oc oc  Og

the concentration of radioactive nuclide i; the index o =1In2/T,,, is the radioactive-decay constant;
T,.41s a decay period; W, is an aerosol deposition velocity. The equation (4) shows that any
functions that equal to Con,i (t,x,y,¢)xconst also obey the equation (4). Therefore we will consider
Con,i (t,x,y,¢) as unit value and then in order to obtain the real magnitude of concentration we are to
multiply the calculated field ofCon,i by const . The set of equations (1) and (2)-(4) are solved in the
coordinate systems (t, X, y,¢)and (i, X, Y, z), respectively.The initial and boundary conditions, the

values of background fields, and methods of parameterization of the separate meteorological processes
are selected in accordance with specific objectives of modeling.

2.2. Initial and boundary conditions, main parameters of the regional problem The initial
and boundary conditions for the set of equations (1) - (4) are

The initial conditions at t = 0we have
a) for the system (1)
=q'=m'=0,u=0(0, X, ¥,&), v=v(0, X, ¥,¢);,h= ﬁ(o, X, ¥)=9000-5(X, )
b) for equations (2) and (3)
C=C(X% Y, 2), Tea=Tow(X ¥, 2), Ty =To (XY, 2), )

c) for equation (4)

Con.i - {gon,u xy.9) if xy9)eQ

it (xy,0)eQ
The vertical boundary conditions

d)  for the system (1)

Z—"g’ 0, W=0, p=¢(t.x,¥)+ (§/RTHAO(N(E, X, y)~h(0,%,y)) ,at £ =1,

0 0
va—z=A|V|uh/AC0, va—Z=A|V|vh/A§0,
va—S,:A|V|(8’—9’ )h/ AL va—“=A|v|m'h/Ag 8t =0, (6)
8C 0 0> 8C 0 >
aq' ! ! o
V_:A|V|(q —qo)h/AC,, w=0,
oG )
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e) for equations (2) and (3)

oT
p.C.K, 2 = —pC,A|V|(T-T,)/ AL, —pL A|V|(q—q,)/ AL, =1,

Z

1
Cc=C,, , at [ON/otdg >0
| : at 7=3, ()
oC _p,
D—— =" AlV|(qq.), at[oN/otdg <0
oz p 0
oT, =8—C=0 , at z=0, —2m;
0z Oz

f) for the equation (4) the concentration of radioactive pollution In the area of emission
during an interval of time 0 —t is given by the formulae

Con,i’ if (x,y,0)eQ and t<t°
Con,i = acao;’l=o if x,y,0)eQ, =0 and t<t® , (8)
oni_o ir - and t>t°
¢
aconi o ip o,
¢

The lateral boundary conditions

u=ad, x, y,&), v=y(t, x, y,&), h:ﬁ(t, X, ¥),%=q=m=0,
ow/on=0oh/on=0Con,i/on=0,if x=0, X; y=0,Y,

aca(;n,l =0, if x=0, X; y=0,Yand v, directedinwardof the domain ©)

Con,i=0, if x=0, X; y=0,Y, and v, directedoutwardof the domain

1/2
where |V|: (u2 +Vv° ) ; ¢ 1s given function of time and coordinate and shows the magnitude of

the pressure in the tropopause; A, is non-dimensional thickness of the atmospheric surface layer; X
and Y are the coordinates of lateral boundaries; n is a unit normal vector; w =(u,v,%,q’,m"); index
,,0” indicates the value of the function at the level z=06,; q,=0,—0, on the sea surface and

dy =(dy — 0 )C / C,, on the soil surface; C . is the porosity of the soil, index ,,e” indicates either

,sea” or ,,s0il” for the sea and soil surfaces; Qis a rectangular prism area in vicinity of the lower
boundary; Con,i” is a known initial magnitude of emitted radioactive ingredient; t,is duration of a
radioactive emission;C_; and p,; are the specific heat capacity and soil density, respectively; C

To.a and T, are average monthly values for the June of functions C, T, and T

soil »

0>
respectively; A

and A(, are constant parameters; U,V , and h are the background values of the wind velocity
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components and atmosphere thickness, respectively; U and V are calculated by means of geostrophic
wind and quasi-static equations using the known background values of temperature and pressure at the

tropopause level g(t,x, y,¢) and ¢ (t,Xx,y,1), respectively. By varyh, 0 and @, it is possible to
obtain the necessary background winds.

Coefficient of vertical turbulence is decreasing in the vertical direction from the value at the
surface layer from Sm”-s™' up to 0.001 m”-s™' at a height of 3-4 km above the Earth’s surface. At
more high altitudes it equals to 0.001 m’-s™'. Coefficient of the horizontal turbulence is equal to

5000m?-s~'. Background value of the relative humidity is equal to 40%, the background value of the
water content mass concentration equals to zero.
Other meteorological parameters are the well known values characterizing middle latitudes.

3. Analyze of results

Numerical integration of equations (1) and (2)-(4) with the initial and boundary conditions (5)-
(9) are carried out using both the explicit and implicit schemes. In the modelling domain the
rectangular finite-difference grid is used with 108x90x17 points having 10 km horizontal steps and
the non-dimensional vertical step equalling 1/17. In the soil and sea the number of levels is equal 20,
the vertical step equals 10 cm. The temporal step equals 4 min.

The background fields of temperature and pressure are selected in such a manner that they form
the South, South-East and South-West background stationary geostrophic winds.

Since we limited ourselves by the Caucasus Region, the calculations were performed for a
period up of 48 h. The transfer of the radioactive nuclide "*'T was modeled which during 6 h was being
emitted in the atmosphere into rectangular prism area Q (10 km> 10 km>1.5km) in vicinity of ANPP
(Fig.1). The initial concentration Ccon,i’=100 arbitrary units (a.u.). The radius of the particles equals
10 gmand corresponding fall-out velocity calculated by Stokes formula is equal to W, = lem/s [21],

the decay period T,,,=8,02 day.

Figures 2, 3 and 4 show the distribution of the concentration of I'*' and the wind field obtained in

case of the background south wind on the surface level z = delta = 5(X, y)+100 m and on the altitudes
z=1,2,4, 6,8 km at the moment of the time t = 6, 24 and 48 h, respectively. In Fig. 2 we can note that
during 6 h the radioactive emission forms the radioactive cloud over ANPP that by wind and
atmosphere turbulence is stretched to the north along the direction of the background wind. The
radioactive cloud is located into ellipsoid columns area with maximum horizontal sizes 100 km and

3.8

3

=2

—1

—0.5

=0.1

[ EESans 0.0001

10 20 30 40 50 60 70 80 90 100110 -1

Fig. 1. The Caucasus Region relief and topography (heights in km) and the location of the
ANPP (the red circle)
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170 km along x and y coordinates, respectively, and with vertical width approximately equal 9
km. The magnitude of the concentration is equal to 100 a. u. into the emission plume in the 4 km layer
and exponentially decreases on the periphery of this area.

After six hours the radioactive cloud increases step-by-step in size because of the movement
along the wind and atmospheric turbulence; simultaneously the concentration of the pollutant
substance decreases in result of the processes of dispersion, deposition, and radioactive-decay. The
radioactive cloud in the surface layer at t = 24 h is obtained over the central part of the South Caucasus
mainly up of the territory of the north part of the Armenia and the east part of Georgia. Over this
surface layer the size of the polluted atmosphere volume gradually increases up to 6 km; the zone of
the higher concentration is displaced from the South Caucasus to the North Caucasus (from the East
Georgia to the Stavropol Kray). The magnitude of maximal concentration during the 24 hours is
decreased down to 0.48 a. u. In the upper troposphere z > 6 km, the size of the polluted area and
concentration of radioactive pollution is decreased, and the zone of pollution is wholly located over
the North Caucasus.

t=6h;z =delta
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Fig. 2. The spatial distribution of the concentration Con,i and wind fields at t = 6h.
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During two days (Fig. 4) the radioactive cloud mainly moves over territory of the North Caucasus
and localizes over the Stavropol Kray. In the South Caucasus the radioactive cloud is obtained over a
small territory of the central part of Georgia. The concentration there is small varying between 0.001 -
0.006 a.u. The maximal value of concentration in the plume of pollution caused by the processes of
dispersion, deposition, and radioactive-decay is decreased about 2000 times from 100 a. u. to 0.05a.u.
The spatial distribution of the radioactive deposition on the earth surface is shown in Fig. 5. As it is
shown here, the main part of the radioactive dust falls on the territory of Armenia and Georgia into the
stripe of 100 km in width and about 400 km in length. The radioactive ingredient up to 12 h falls out
only on the territory of the South Caucasus. After this time the process of fallout begins also on the
territory of the North Caucasus. After 20 h from the beginning of emission the radioactive fallout
happens mainly on the territory of the North Caucasus and at t = 48 h the surface density of °' I on the
territory of the north slope of the Main Caucasus Range reaches 10 a.u. on 1 m*. The radioactive
deposition on the territory of the South Caucasus ends after 30 h.

t=24h; z=delta t=24h;z=1km
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Fig. 3. The spatial distribution of the concentration Con,i and wind fields at t =24 h.
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The results of the numerical modeling of the radioactive diffusion when the background south-east
wind is considered are shown in Fig. 6. The calculation shows that the radioactive pollution moves to
the north firstly on the territory of Armenia and then over the central and north-west parts of the
Caucasus Region. At t = 24 h the main part of atmosphere over Georgia is polluted by radioactive
ingredient. Further the radioactive cloud falls over the Main Caucasus Range, splits in two parts and at t
= 48 h we obtain two zones of the radioactive pollution. One of these zones is located over the Black
Sea and another over the north slope of the Main Caucasus Range. The radioactive deposition obtained
at t =0, 24 h and 48 h are also shown in Fig. 6. We see that in 48 h the radioactive fallout mainly
happens on the territory of the north part of Armenia, the south, central, and north-west parts of Georgia.
The small amounts of the radioactivity are also deposited on the territories of Turkey and Russian.

The maximal magnitude of he surface density at t = 48 h is equal to 360 a.u./m” and is obtained in
vicinity of source of emission.

When the background south-west wind blows, the radioactive pollution diffuses in the atmosphere
over the north-east part of Armenia, whole territory of Azerbaijan, Republic, Dagestan, and the Caspian
Sea (Fig. 7). The atmosphere in vicinity of east border of the Georgia will be polluted also.

4. Discussion
This article is our first investigation about of the possible radioactive pollution of the Caucasus
territory in case of the accident takes place in ANPP. In this article, the problem of distribution of the
radioactive element 'l with diameter 10 zm is discussed. Such modeling can be made for other

radioactive radionuclides.
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Fig. 4. The spatial distribution of the concentration Con,i and wind fields at t = 48 h.
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Fig. 5. Distribution of the surface density of the radioactive
deposition at t = 6, 24 and 48 h
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t=6h;z=delta t=24h;z=delta t=48h; z = delta
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Fig. 7. Concentration of the radioactive substance in the atmosphere (upper six figures)
and a surface density of radioactive deposition of "*'I (lower three figures) in case of the
south-west background wind

It is evident, that the sum of obtained concentrations and radioactivities will give us the main
picture of the possible radioactive contamination.

The radioactive pollution falls out mainly on the central, southeast, and northwest parts of the
South Caucasus. The zone of radioactive deposition is extended along the background wind and
deformed by influence of the relief. In case of the background southeast wind the maximal length of the
zone of significant deposition of radioactive substance is approximately equal 750 km and — 350 km in
other cases. The maximal width of this zone equals approximately 150 km. The concentration of
deposited radioactive element in the zone of radioactive fall-out decreases from 360 a.u./m” down to 1
a.u./m’.

For the reason of the absence of the observation data it isn’t possible to estimate a quantitative
reality of the obtained results. But, having compared the trajectory and shape of the radioactive cloud
obtained in this article and in other works [1, 10, 15-17], it may be concluded that the obtained results
properly describe the main features of the radioactive dispersion process in the Caucasus. Therefore, the
model and results obtained here can be considered as first approximation for the further investigation
and practical use. In addition, in our opinion, the spatial grid step 10 km is rather large for adequate
description of studied process over complex terrain of Caucasus. We intended simulating the diffusion
processes of radioactive pollution with the horizontal step approximately equal to 1-5 km in the
atmosphere of the Caucasus.
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YucaeHHoe UCCaeI0BaHUEe MOIeJILHOI0 PACIIPOCTPAHEHHUS M OCAXKACHUS
paauoakTuBHoro 3arpsizuenus (' I) B ciyuae
TUIIOTeTHYECKON aBAapHM HA APMSIHCKOM aTOMHOM JIEKTPOCTAHLUU

A. A. Cypmaga

Pestome

C nomoIIbI0 pernoHaIbLHON MOJAETH Pa3BUTHA aTMOC(EPHBIX mpoleccoB B KaBka3ckom pernone
U ypaBHEHHUS IMEpEeHOca MPUMECH HUCCIIEOBAHO MPOCTPAHCTBEHHOE pAaclpeesieHue PaJu0aKTUBHOTO
sarpssaennst (C'1) B armocdepe B CIydae BO3MOXKHOM THIIOTETHYECKON aBapuu Ha  ApPMSHCKOl
aTOMHOH 3JIEKTPOCTaHIMU. B MoJenu ydreHsl MPOLEcChl PaJMOaKTUBHOTO pachaia M OCAXICHHUS Ha
MOJICTUJIAIOIIYIO TIOBEPXHOCTh. PacnpocTpaHeHue pajMoakTUBHOTO 3arpsi3HEHUSI CMOJAEIMPOBAHO IS
CJIy4aeB H0XKHOTO, I0r0-3aMaJHOr0 M F0r0-BOCTOYHOT'O BETPOB U PAZ0AKTHHOIO a3p030Jisi C JUAMETPOM
10 MKMm.

[Tokazano, uto penved KaBkaza B mpu3eMHOM cloe aTMOC(Epbl CYIIECTBEHHO BIIMSAET Ha
TPACKTOPHIO PACIpPOCTPAaHEHHs] pPagUOAKTHBHOW mnpumecH. OpHUEHTOPOBAHHBIN Ha CeBEpo-3amaj
Bonbmioit kaBka3cKuil XpeOeT, MpensTCTBYs MEePEMEIICHUI0 BO3AyXa Ha CeBep, 3aCTaBIsET OCHOBHYIO
4acTh 3arpsi3HEHUs] 00TEKaTh MPEMSITCTBUE C CEBEPO-B3aMaJHON MM C CEBEPO-BOCTOUYHOIN CTOPOHBI, U
Janee pacrpocTpaHuTbess Haj TepuTopueir CeBepHoro kaBkaza. [lomyueHO, 4TO paauOaKTUBHOMY
00yaky HeoOX0IMMO MPOOIM3UTENbHO 48 yacoB st meperekanus dyepes FOxHbii kaBka3z. OCHOBHas
4acTh PaIMOAKTUBHOTO 3arpsi3HEHUS BBIMAZAET Ha/l IICHTPAIbHOM, CEBEPO-3aMaTHON U I0T0-BOCTOYHOM
gactssMu HOHOTO KaBKasza. 30HBI PaJMOAKTUBHOTO OCAKICHHUS BBITSIHYTHI BJOJH (DOHOBBIX BETPOB U
gacTUYHO JAedopMHpOBaHbl MMOJA BIUSHUEM penbeda Tepputopund. MakcuMmanbHas [UIMHA 30HBI
3HAYUTEIBHOTO BBIMAJACHUS PATUOAKTUBHOTO BEIIECTBAa NMPHOIM3HTENBHO paBHAa 750 KM B ciydae
(hOHOBOTO IOT0-BOCTOYHOTO BeTpa U - 350 KM [uIs Apyrux HampasieHui (GpoHoBBIX BeTpoB. [lomyueHo,
9TO KOIZId B TEUEHHE MEPBBIX 6 YaCOB KOHIGHTPAIHS 4acTHIl ¢ auamerpom 10 Mk pasra 100 me./m’
(IIpOM3BOJIBHAS SAMHUI[/M’ ), TOT/Ia TOBEPXHOCTHAS [TOTHOCTH BBIIABIIETO PAAHOAKTHBHOTO BEIICCTBA
B 30;—16 MAKCHMAJTbHOTO 3arpsI3HEHMS YMEHBIIASTCS OT MAKCHMATBHOTO 3HadeHns 360 m. e./m> 1o 1 1.
e./M".
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Abstract

Using the filtration and kinetic equations of the chemical reaction between the carbonate
sodium and calcium sulfate, the soil salinity change is numerically simulated. It is shown that an
application of external sorbent intensifies reduction of sodium in the upper 20 cm layer of the soil
on 10%. The process of infiltration causes a displacement of liquid phase of sodium carbonate in
the lower depths (z > 2 m) from the upper levels and rise its concentration in the lower levels.

1. Introduction

Salinization of the soils is a serious problem for agriculture of the East Georgia. In the arid and
semi-arid regions of Georgia, the salted soils occupied a significant territory — about 250 thousand
hectare [1].These territories aren’t used or are small used in agriculture of the republic. Therefore,
an elaboration of the soil salinity reduction method for the Georgian soils has a practical
importance.

An equitable treatment of the problem of soils salinization is available from the FAO [2]. The
complex computer simulation packages SALTMOOD and PESTFADE are elaborated to describe
the movement of water and solutes in soil system [3, 4].

In the practice, the salinity reduction processes are doing by several ways (a) by leach of the
saline soils, (b) by application of a external sorbent — calcium sulfate or others salts, (c) by using the
some solinity consumptive plants (xerophyte, arid glasswort, and etc.), and (d) by means of
combining of the noted above methods.

The theoretical basis for use of the practical methods was elaborated in [4- 11]. A tries of such
investigation for the Georgian soils were made in [12, 13]. In the presented article, these
theoretical investigations are continued. Here is simulated the soil salinity reduction by action of the
external sorbent and following it a watering of the soil.

2. Formulation of the Problem
In the agriculture, the gypsum drag-in process for reduction of the salinization of the sodic soils
is used. The corresponding chemical reaction for the humid environment of the soil may be writing
by the following way:
CaSO4+Na,CO; —» CaCO; + Nay SOy (1)
After drag-in of the gypsum in the sodic soil, the sodium ion is substituting with calcium ion, and it

is obtained the calcium carbonate and sodium sulfate. By means of this reaction, the sodium
carbonate is reduced and the small amount of sodium sulfate appears. In small amounts, the sodium
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sulfate aren’t difficult for plants and it can be moved in deep layers of soil and leached from the
root zone by irrigation water.

These chemical and hydrological processes can be described by following equations of
diffusion and kinetic:

ow OWKW+Vy,, coy Vaysos) 0 ow
< N éz 3 2504 :é DWW +Vyu, coy +VN“2SO4)E
8%\’azCO3 n aVNazCO; K(W+I/]Va2 COy +VNa2SO4) :é W+V 4V )aVNazCO3
ot oz & NayCO3 ' " Nap SOy &
_SNa2CO3(VNa2CO3 _VNa2CO3,sat) _RMNa2CO3 /MCaSO4 ’
aVN(QSO4 | aV]v\/azSO4I<(I/V+V]\/(12 CO3 +VNa2504) _ 0 4 v 8VNazSO4
PR Py i DWW+ yaycos+ Na2504)—az
_SNa 280 4 (VNa 2 80 4 _VNa 2SO4,sat)+RMNa 2 S04 /MCaSO4 >
(2)
00Oy,
2€03
T =Sva 2CO3 (VNa2C03 —va 2CO3, sa)_SNa2S04 Mva 2804 _VNa2S04, sad) >
99 cuco 00,
aCO3 Nap SO
T —WMcacos /MCaSO4 ’ # =Svay 504 Vvay 504 ~Vas 50 4,500 >
aQC SO
# =R, R=C50 4,Nap CO3 XQras0,VNa 503 >

o =1_M_QCaSO4 _QNa2C03 _QCaCO3 _QNaQSO4 >

{CJQUV—JKQifV;>V

x,sat

C.O(W-W,)ifV, <V ’

x,sat

where t is the time; z is the vertical coordinate directed from the ground surface into soil; x denotes
the chemical substance; W is the volumetric content of the soil water; VNa 5 CO 3 and V,, , 50, are

the volumetric content of the soluted parts of sodium carbonate and sodium sulfate, respectively;
VNaycosssat 00 Viayso s sar @€ the saturated volumetric content of sodium carbonate and

sodium sulfate, respectively; Oy, co3r Ovays0,4+9ea,co,> @0 Oc,, 50, are the volumetric

content of the solid phase of sodium carbonate, sodium sulfate, calcium carbonate, and calcium
sulfate, respectively; o is the porosity of the soil; M is the volumetric content of another fractions
of the solid soil; Cy, ) cp3and Cy,, 5o, are the velocity of dissolution of volumetric content of

the correspondent soils; Ce, 50, na,co, 18 the time of an appearance of one unit calcium carbonate
the chemical reaction; Sy is the kinematic coefficient; My, ,s0,» Mcus0,> Mcyco,. and
My, , co, are the molar masses of the correspondent soils; K and D are the velocity of filtration and
diffusion coefficient of the soil water and soluted soils [14]:

3.5
K(3) =K puR(), D) = Dy R(»), R= (y‘—WO] ,
o—-W,
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where y is the volumetric content of a sum of water and soluted parts of the substances, Knyax and
Dmax are the maximal magnitude of the coefficients of the velocity of filtration and diffusion,
respectively; Wy is the volumetric content of the bound water.

The system (2) is soluted by using the following initial and boundary conditions:

W =W,, VNa2C03 :VNa2S04 =0, QCaCO3 :QNa2S04 =0,

QNa2C03:QNa2CO39O > QCa2S04:QCa2SO4’0’ if t=0,

o if t<lday .
W (t,0)= , 0V, 0z=0V,, 0z=0, if z=H, (3)
#.0) {Woift>1day varcos/ Na2504/

OW/02=0Vy,,c0,/02=0Vy,,50,/02=0, if z=H,

where Wy = 0.0001. Expression of W(0, t) describes the model situation when during one first day
the soil is irrigated. After of this interval of time, the soil surface becomes dry. Qy, o, >, and

QCa , S0, » o are the known distributions of sodium carbonate and sodium sulfate into solid soil: H

=500 cm is the depth of the soil.

The solution of the equation system (2) with the initial and boundary conditions (3) is made,
using the Krankl-Nikolson implicit scheme with temporary and spatial steps equals 6 s and 1 cm,
respectively.

It is considered a middle soluted sodic soil. In the upper layer of soil (with 20 cm thicknes),
the external sorbent the gypsum is drag-in. In Table 1, the magnitudes of some parameters used in
the model are shown.

Table 1. The hydrological and hydrochemical parameters of soil

depths poros- , coefficient of coefficient of
(cri) ity Qcuzsos > 0| Onincos 0 filtration diffusion Dy
o Kinax (cm/s) (cm?/s)
0-20 0.7 0.025 0.0025 8x 107’ 5% 107
20-500 0.5 0 0.0025 8 x 107 5x 107

The magnitudes of the other parameters are following: C, , ¢, =83.79%x10 tsCy, LS04 =

383 x10°s™ Couso, nasco, = 5x107°s7H

3. Results of calculations

The numerical simmulation was made for the interval of time equal to one month of physical
time. In the Fig. 1, the calculated water cotent in the soil is shown. This figure shows that by means
of action of the process of filtration and diffusion the water is distributed in the soil. During the first
day, when the soil is irrigated the water saturates the upper 70 cm layer of the soil. After stopping of
the irrigation process, the water content in the upper part of the soil decreases.Then, the water
distributes into the depth of the soil and simultaneously increases the width of the water-containing
layer of soil.
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The calculation shows that during one month the content of the gypsum in the soil is decreased
about 10% (Fig. 4). Simultaneously the small amount of calcium carbonate and sodium sulfate are
arised (Figs. 5-6).
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Fig. 5. The volumetric content of calcium Fig. 6. The volumetric content of sodim
carbonate in the soil obtained for t=1, 3, sulfate in the soil obtained for t =1, 3, 15, and

15, and 30 days — lines 1- 4, respectively. 30 days — lines 1- 4, respectively.
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4. Discussion

The numerical simulation shows that the irrigation and followed it leaching of soil are the main
procedures that can cause reduction of soil salinity in the upper part of siol. An application of the
external sorbent — gypsum promotes to intensify this process by 10% . In the issue of action of noted
above two processes the salinization of soil can be decreased in the upper 2 m layer. The liquid part of
sodium carbonate through infiltration dissolved salt from upper levels can be accumulated in soil below 2 m
and cause a grow their concentration.

The results obtained in this article have quantitative meaning, because we couldn’t find the real measured
magnitudes for kinematic parameters of processes of dissolution and chemical reaction. Parameters, used in
the article, were taken from some handbooks and they can be used only as approximately values for soil of
Georgia. Therefore, for further development of the theoretical investigation of considered task it is
nessesury to determine experimentally the real magnitudes of the kinematic, filtration and hydrochemical
parameters for salinited soils of Georgia.
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YucjaeHHoe MOJACJTUPOBAHUE YMEHbIIICHUS COJIEHOCTH MOYBbI

A. A. Cypmasa
Pesrome

C momomp0 ypaBHeHHs (QHUIBTPAlMM M YPaBHEHUS KHUHETUKU [UIS XUMHUYECKOW peakuuu
KapOoHaTa HaTpusi C CyJb(pATOM KaJbLUS YHUCICHHO CMOJEIMPOBAHO H3MEHEHHE COJIEHOCTU
nouBsl. [TokazaHo, 4To BHeceHHe cOpOEHTa MHTEHCH(PHUIMPYET yMeHblIeHHe HaTpus B 20cM croe
nouBsl Ha 10%. IIpouecc MHUIBTPALMK BBI3BIBAET IEpEMEILICHHE KUIKOH (a3bl cyabdaTa HaTpUs
13 BEpPXHUX YPOBHEW B HWKHUE YPOBHH (Zz > 2 M) ¥ POCT €r0 COJEpKaHUs Ha HUKHBIX YPOBHSIX
IIOYBBI.
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Abstract

From the unified point of view, this paper discusses some known and new results of
theoretical and experimental investigations of slow mesoscale convective motions in the neutral and
conductive gas and liquid mediums, and a mantle. Specific thermo-hydrodynamic regime conditions
of the considered mediums were taken into account for determination of onset of convection and the
vertical velocity of arisen heat thermal.

1. Introduction.

Turbulent heat- and mass-transfer processes are well known, and their research represents
great interest for specialists, dealing with investigations of the geophysical and various practical
problems. In that consequence, some known of other authors and some original results and
discussions of the problems will be considered below [1-14]. This paper is sequential of the article
[15].

2. Double convective diffusion in an ocean. Thermal and haline convection.

2.1. Theoretical analysis of Benard’s experiments was made by Rayleigh, which issued
linearized thermo-hydrodynamic equations of incompressible viscous liquid in the Boussinesq
approximation [5, 7]

%:_La_ervAvi +9aTd,;, %z—AW+V5A9, %=0, (1)
ot £ OX. ot OX;

where A=(T, -T))/h, T=Ty(2)+6, T, =T, + Az.

For solution of the Benard problem Rayleigh introduces the idea of free layer without tension forces
at its boundaries:

0w

0=w=
0z*

=0 at z=0andh (2)

Seeking the solution in the form normal modes Rayleigh found exact solution and obtained the
critical values of the introduced parameter Ra = gaATh® /vv, , Ra, =27x* | 4=657.511 (of the

onset of thermal instability), and wave parameters (|k

,N) of the most fast growing perturbation.
(v;, p',0)= e IR (0(2), p'(2),0(2) 3)
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W(z)=w,sinnz. 4)

Breaking stability depends on the form and dimensions of convective motions, perturbations
scale, conditions at the boundaries of convective layer etc. The Rayleigh criterion is a criterion of
onset and evolution of the cellular convection. At the critical value of the Rayleigh number,
periodical relative to the spatial values stationary convective motions are arisen.

2.2. The temperature and salinity of sea water has non-uniform distribution. Most essential
peculiarity of the sea water is influence of heat and salt on the density and characteristic property of
heat and salt. Their opposite action upon the density of the sea water is reflected in expression
Ap/ p, = PAS — AT . Diffusion of a heat and salt in the sea water is determined by the thermal
diffusivity (v, ~1.5-107 cm’s™") and the diffusion constant (v¢ ~1.3-107° cm®s™), v, /v = 115.
Brilliant mental experiment of Stommel-Arons-Blanchard (1956) [6], short report “An
oceanographical curiosity: the perpetual salt fountain” become basic work initiated and stimulated
study of convection in the presence of double diffusion process. The authors also suggested a
scheme of operation.

In the sea, where the double convective diffusion takes place, the Archimedes force of total
buoyancy has following form [7]:

022 _ g(aAT - pAS), R = ATl

Py - plas|” ®

where Ap=p-p,, AT=T-T,, AS=S-S5,, herep,, T,, S,are means of the density,
temperature and salinity at the layer lower boundary, Ap, AT, AS are increments of the density,
temperature and salinity at the layer upper boundary; « andf are coefficients of volumetric

expansion and its salt analogue, respectively; Ris so called relation of buoyancy, which
characterizes influence of two diffusive components upon the density change.
It is said that the layer is stably stratified if Ap< 0; when Ap= 0, stratification of layer is

neutral; when AS= S = 0 — thermal convection (heating from below), then AT < 0 and Ap> 0

stratification of layer is unstable; when AT = 0 — isothermal salt convection (salinization from
above), then AS >0 and Ap > 0 — stratification of layer is unstable, too.

In the non-trivial double-convection case when AT # 0, AS # 0 it is evident that four cases of
the temperature and salinity drops may be considered (salinization and heating of the water layer
from above or from below):

(1) The salinization and heating from above: AS >0, AT >0, Ap/p, =-PAS(R-1);
(la) R>1, Ap <0, stable stratification, (Ib) R<1, Ap > 0, unstable stratification.
(2) The salinization and heating from below: AS <0, AT <0, Ap/p, = PAS(1-R);
(2a) R<1, Ap <0, stable stratification, (2b) R>1, Ap > 0, unstable stratification;
(3) The salinization from above and heating from below. AS >0, AT <0,
Ap/p, = PAS(R+1)
— stratification always is unstable;

(4) The salinization from below and heating from above. AS <0 AT >0, Ap/p, =
= SAS(R +1) < 0 — stratification always is stable.
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Expressions for convective vertical velocity and effective Reynolds number have following
form [7]

Wz%(hré'zx\/?—l)]m, or Wz%[(“'é‘zX\/F—l)]m, ()

where S=1"/H, k, =7/H, o =Pr=v/a,, r=a /v, r=r= s 4T 0
R a, ay; dz dz

where
Pr=693, 7 =115;for T, =200C,SO =40%, =072, a=2.1-107*("C). (7)

In the laboratory experiments modeling a double-convection in the systems heat-salt and
sugar-salt (similar systems NaCI-KCl) no diffusing components loss takes place.
According to measurements in the upper layer of the ocean the vertical velocity of

convectional motion changes from 0.04 cm-s™" at the surface (h = 0 m.) of the ocean to 0.91
cm-s at the depth h = 600 m.

w=0.04-0.91 cm-s™', h=0-+600m. (8)

2.2.2. In the presence of vertical velocity shear of the main fluid flow dU /dz in the layer of
the water with heterogeneous density with a thickness equals to h'respective Rayleigh
number Ra" is, [8],

*3
Ra* = h—41
h* v

du

—|Ra; Ra <Ra. 9)
dz

Here h is the initial thickness of the free convection layer. Positive values of the Rayleigh
number Ra" > 0 characterizes instability of the layerh”.

3.1. Two-phase flows [16]. Equation of a turbulent energy balance in the shearing motion
containing solid particles of sparse distribution takes up the form [15]

p<u'W'>Z—u+p8t+<p'W'>g=0; (10)
Z
it is convenient to rewrite the aforecited equation in a following shape
<u’W'>Z—u(l—KO)+5t=O, (11)
z

where the non-dimensional Kolmogorov parameter, Ko,

Ko=-—229 __995W = Kox«l, (12)
puwu,  uwu,

!

u
mixture, and mean volume concentration, s, of the particles, respectively; o =(p,—p)/ p, p,is

, W, p', and s'are pulsations of horizontal and vertical components of velocity, density of

the density of particles, and U, =0u/0z. The Kolmogorov number shows a turbulent energy
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consumption of the flow to the weighing of particles. When the Kolmogorov number Ko ~1, the
particles influence on the dynamics of the flow is great, i.e., the Kolmogorov parameter Ko
becomes an additional parameter determining influence of the stratification. Thus, the
Kolmogorov parameter, Ko, is similar to Richardson’s one in the theory of temperature
stratification.

3.2. The energetic layer of an ocean.

(2) (b)

Z

Fig. 1. Temperature distribution in the upper layer of the ocean:
(a) schematic profile of temperature: (1) is the upper uniform layer,
(2) is the upper thermocline [16]; (b) precise measuring profile [17].

Upper energetic layer of an ocean is uniform (in it the temperature and salinity. and, therefore,
the density are constant) is connected with the turbulent mixing (see Fig.1). The mixing is realized
by the wind shear and convection: descending heavy particles to swim with the current from the
upper layer, cooled and salted, as a result of evaporation from the surface and also of breaking of
the surface waves. The depth of this layer depends on the season: it increases in winter and
decreases in spring. The upper uniform layer is supported by the region with sharply changed
temperature (Fig. la) — upper thermocline to the depth about 200-250 m. Here a seasonal
temperature changing does not become apparent. An analysis of temperature distributions in the
strong and stable stratified upper thermocline shows that in the upper thermocline the turbulent

diffusivity coefficient is of order @ ~(107' =1)cm?/s, intermediate value between the upper
turbulent uniform layer’s value equal to a,~10°cm’/s, and the value of the molecular thermal

diffusivity, & ~ 107°cm’®/s. More precise measurements [17] obtain, that instantaneous
temperature stratification has stepped character: the range of constant temperature changed by
region with great gradients (Fig. 1b). That results from turbulence in the turbulent flow with steady
stratification is spread in the form of pots and connected with internal waves [18].

3.3. Laboratory experiments [19]. Free convective motions inside of the heterogeneity
liquids are one of main processes giving rise to generation of fine structure of ocean, atmosphere,
and, seemingly, only mechanism of stratification of Antarctida’ Lake Vanda type closed basins.
Laboratory experiments (provided under lateral heating) showed that general property of the spatial
structure (SS) of convective motions inside stratified liquid (SL) is generation periodic vertical
circular layers. These layers separated by thin plates of still liquid having great gradients of
temperature and salinity, shear of velocity. The convective processes inside of SL are convenient
model for study of periodical SS dynamics inside of heterogeneity media. In this case, the
temperature is “fast” variable and salinity is “slow” variable, spatial dispersion caused by difference

of their kinetic coefficients — the thermal diffusivity y =1.43-10cm?/sand diffusion of a salt
k, =1.41-10"cm?*/s[19].
4. Golitsyn’s approximate theory of the roll convection [11].

4.1. The U-Ra-Nu relation.An interest to this problem was arisen under attempts to estimate
the motion velocities in the Earth upper mantle, which cause displacements of the lithospheric
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plates of the Earth’s crust. From the formula for the energy dissipation (under equal derivatives of
the velocity components) and the character scale equal to the thickness of the layer d (roll
convection) the mean values of the velocity components are [11]:

1/2 1/2
Uszl(fj d:g[ﬂN“_lJ , (13)
a\v al uc, Nu
or
U~W z%(Ra(Nu D)2, Nus>1. (14)

1.e. for sufficiently developed convection, when the Raynolds numberRe > 1500, the Rayleigh
number Ra ~ 10’ and between them is following relation:

Re=0.5a, P~ Ra*”’, (15)

where a, is experimental constant, x is the coefficient of thermal diffusivity.

The author using the McKenzie et al. (1974) [11] recommendations for values of the
material parameters:az =2-10°K™, ¢, =12-10°J/(kg-K), p=3.6t/m’, v=2.10"m’/s,
obtains for the geothermal flux of heat value f = 6-10°Wt/m*, for thickness of the upper mantle
value d =7-10°m=700km, and for mean velocity (14) following value

U ~1lcm/ year . (16)

According to Elsasser et al. (1979) ( [11]) all mantle with thickness d =3000km takes part in
convection process. Then

U ~5cm/year, (17)
what is near to real situation
U ~10cm/ year . (18)

Another available conclusion for study fluid motions in the mental is that under small
Raynolds’ numbers the self-similarity of convection follows from these conceptions [12, 13]. There
is possibility of laboratory modeling of such motions under small Reynolds number [11]. In detail,
results of the laboratory investigations of this problem are discussed in the large paper [14].

4.2. The Nu-Ra relation.

Thermal conductivity equation in a fluid without internal sources,

2
T 2T, 15

is a homogeneous equation relative to the choice of the temperature scale. Introduce the scales of
the length, d , velocity, U, and time, d /U . Then before the Laplacian in r.h.s. is appeared a factor,

Pe™! (where Peis the Peklet number),

Pe=Ud/x . (20)
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It is evident that when Pe >>1 the thermal boundary layer of the thickness

d

s=dpe’?, (Sxpe) (Nu ~%), @1

is generated, but in the main part of liquid its temperature must little change.
A lot of laboratory and numerical experiments [20] confirm this picture and show that at the

developed convection the temperature changes about AT /2 near the boundaries and in main
volume the liquid is isothermal, practically.

From the heat flux continuity through the liquid it is evident that f / pc, ~ kAT /25 . Using
(21) and fd = pc, kAT + HG, H =c,/ag , the author obtained the relation [11]:

Nu~ Pe'?/2. (22)

Choose the scale of velocity in form of (14), then instead of (22) we have
Nu ~[Ra(Nu —1)]"*/2a"">. (23)
At small supercritical values of the Rayleigh number Ra(Nu—1) ~ Ra—Ra_, i.e.
Nu ~ (Ra—Ra,)"*. (24)
For Nu>>1, from (23) we have that
Nu~2"**a”"”Ra'’. (25)
These heat-transfer principles are well-known experimentally and the last one also has

theoretical substantiations [20, 21]. These formulas (22)-(25) are free from several assumptions of
other authors. Coefficient 2™*?a>*=0.1 ata=9 and 0.08 ata= 12.

According to [22], in case of plane surface for Ra >10’at united laminar and turbulent
convection Nu=0.13Ra"*, for Ra 10*+10’ at a natural laminar convection the dependence is lower
Nu=0.59Ra"*, but according to [14] Nu ~0.1Ra,"*. Last investigations reviewed in [14] confirm
Nu - Ra relation obtained by [11].

4.3. The K-Qr relation..
For non-dimensional kinetic energy of convection, K, it is obtained the formula

K =L@ +w2)z—Ra(N;“D, (26)
2 a
in dimensional form
fd> G
K ~ ?7 = ?Trel (27)

where G = yf is the velocity of the kinetic energy generation from potential one (mechanical
power), y=dT/dz, fis the heat flux through the liquid without internal sources of
heat,z,, =d* /v is the viscous relaxation time.
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For density convection in (14) instead of G = jf one can substitute G = y,mgd , where y is

the velocity of the kinetic energy generation, mis the flux of density through the layer, mgd is the

mechanical power introducing into the flux under a stationary density convection.
In the inertial interval (homogeneous isotropic interval) for kinetic energy of the volume

with a mass M = pd° relative to similar neighbour volumes the kinetic energy of convection
K=M(ed)* =Q,d(ed) ", (28)

where Q,, = ped’is the incoming total power of energy from the external scale of turbulence and

1/3

dissipating into the viscous interval. Because of (&d)'” ~U , the mean square different of velocities

1/3

in two points of the area divided by the distance equals tod , than d(ed) " =17, is suggested as

the character time life of the vortex of the scaled .
K~Q r,. (29)

The kinetic energy of circulation on the slowly revolving planet may be written in similar
form

K ~Qr,, (30)

where Q = 47a°qis a total energy surge to the planet of radius a, qis a mean solar energy
surge to the area element of a planet surface, r, =a/cC,is a character time of propagation of
disturbance in global scale, ¢, is the isothermal speed of sound at the equilibrium temperature

T.=(q/c)"", and o is the Stephan-Boltzmann constant.

Last formulas show that the total kinetic energy of large quantity of forced flows is
determined by the product of the energy input into the liquid and the character time of relaxation. It
is of importance that in all considered cases above mentioned time is the least among all times
which may construct from parameters of the problem (having at one’s disposal). Taking into
account the hypothesis of self-similarity, that time is generally single one. Golitsyn introduces the
rule of the fastest reaction which he names as “principle of the fastest reaction”: the kinetic energy
of constant forced flow is of the order of power input multiplied by the minimal relaxation time
character for the system. This rule allows without recourse to the similarity theory to write the
expression for total kinetic energy of the system.

5. The mantle plumes.

5.1. A simple model for planetary mantle convection is the Bénard convection in a fluid with a
temperature-dependent viscosity. In the Bénard problem, dissipative processes play an essential
role. Bénard was particularly interested in the role of viscosity. He found that when the temperature
of the lower surface was gradually increased, at a certain instant, the layer became reticulated and
revealed its dissection into cells [9]. This problem is one of the actual problems of the Geophysics
and Physics of the Earth.
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Fig. 3. A schematic illustration of the horizontally averaged variation of temperature (solid line)
with depth during an experiment. Also shown are the active thermal boundary layers (thin dashed
lines) at the top and bottom of the fluid layer. The high viscosity of the coldest region makes the
upper part of the cold thermal boundary layer stagnant. Resultant weak cooling keeps the actively
convecting region nearly isothermal and, in turn, the viscosity ratio across the hot thermal boundary
layer small [14].

5.2. According to [23] the main unknown parameters are viscosity values within mantle layers
whose number and thickness are prescribed in the models developed during the past two decades.
These parameters are estimated by comparing observations and predictions of relative sea level
change at various sites over the past 18,000 years. Secular changes of length of day and the Earth’s
gravitational oblateness also contain information on the depth-varying mantle viscosity. The upper

mantle viscosity is fixed here at5-10* Pas. Comparison of theoretical oblateness- viscosity curve
and observational one with each other leads to a lower mantle viscosity around 2-10*' Pas. (The

author suggests the range 1—5-10%' Pasthat fits the geological observations). This evident is
conformed to the diagram in Fig. 3 [14].

Fig. 3. Fig. 4.

Fig. 3 (left). A laboratory experiment with compositional convection in which low-viscosity water
is injected through a permeable plate into high-viscosity glucose syrop. In a way that is dynamically
similar to thermal convection, water collects in a gravitationally unstable compositional boundary
layer at the base of the syrup and then drains intermittently as plumes with large heads and narrow
underlying conduits. Despite the presence of robust low-viscosity conduits, complicated interactions
among rising plumes prevent their becoming long-lived stable features [14].
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Fig. 4 (right). Schematic illustration of several models for D" . Within the context of plate tectonics,
D"has been explained variously as (a) a phase change, (b) a thermal boundary layer, (c) a
compositional boundary layer, (d) ponded chemical dregs from subducted lithosphere, and (e) a slab
graveyard [14].

(a) (b)

Fig. 5. (a) Schematic cross section of the deformed dense layer defining variables and the geometry
of the problem — dense layer topography and long-lived plumes. This scheme was constructed on
the basis of laboratory experiments which showed as the dense layer is deformed by flow into a
nascent plume instability showing the different regions of the flow. (b) Schematic cross section of
the deformed dense layer defining variables and the geometry of the problem — height of
topography. In order for topography to be stableU , ~ u'[14].

5.3. According to [26] lubrication theory analysis the perturbed velocity of fluids [14]
u(z)=U +u'(2), (31)
where U is the velocity at the boundary between the interior and thermal boundary layer fluid,

u’(z)describes the variations in velocity within the boundary layer. The X-component of the
momentum equation is

20,1
op o°u and 8_pzApgh

= , , 32
x o ox L 32)
where p is dynamic pressure, we have
2
u’' ~ M , (33)
7,

Continuity of viscous stresses at the interface between the cold interior fluid and the thermal
boundary layer demands that U /L ~ au'/ S and thus that

u ~ 4o (34)
e

The criterion for stable plumes is that the velocity U must be greater than the speed, at which a
thermal can rise through the mantle,

Apgo?
U~ (35)

He
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where Ap is the difference between the density of thermal boundary layer fluid and interior fluid, g
is gravity u,is the viscosity at the cold boundary, o is the thermal boundary layer’s thickness, h is
the dense layer’s height. This condition leads to the requirement that h/o >const (in the

experiments h/J = 0.6).

Long-lived plumes are located on top of topographic peaks on the dense layer. In order for a
plume conduit to become fixed on top of such a feature it is clear that thermal boundary layer fluid
must flow along the interface with the dense layer faster than it can rise vertically into the interior as
a new thermal. Said differently, the timescale for thermal boundary layer fluid to flow laterally from
the center of an embayment to a peak must be less than the timescale for a new convective
instability to grow.

The scheme Fig. 5a was constructed on the basis of laboratory experiments which showed as
the dense layer is deformed by flow into a nascent plume instability showing the different regions of
the flow. Knowing the height of the topography on the dense layer is critical for determining the
stability of plumes. One dynamical requirement for stable topography is that the lateral flow of
boundary layer fluid must be balanced by the opposing flow of dense layer material (Fig. 5b). The

condition implies thatU, ~u’, where U, ~ Apghs” /Lu and thus that
1/2 1/2
h A 1
5" [ﬁ] - (E) | G0

For comparison with the above mentioned picture of air bubbles generation (Fig. 3), below it is
given the similar picture of air babbles, generated in super-cooled water drop after its freezing.
Water drops of about 2-3 mm in diameter were frozen on the ice in the original micro-cold-store
engineered in Geophysical Institute of Georgian Acad. Sci. [28].

6. Some remarks.

Fig. 6. Internal bubble structure of frozen supercooled
water drop of about 2-3 mm in size [28].

were used. After freezing maximal air babbles’ diameter was about 0.3 mm. The speed of spreading
of the crystallization front G ~3.48-107° cm-s™'; temperature drop of air in the cold store
AT =-10°, thermal conductivity of air 1, =5.63-107° cal(cm-sec- K )™, solubility of air in water
in mole fractions is D~1.3+1.8-107; diffusion of a heat in the water v; ~1.5-107 cm®s™". The

sizes of the air bubbles and thickness of initial ice layers in the freezing drop correlate with D/G .
The thickness of first clear layer of ice is about 0.1-0.2 mm, and diameters of air bubbles ~ 0.12-
0.16 mm.
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6.1. It necessary to note, that criterion B = Ap/ paAT in [14] may be obtained as ratio of
criteria Archimedes, Ar = (gl’ /v*)Ap/ p, and Grashof criteria, Gr = (gI° /v*)aAT :

Ar:Gr =B =Ap/ paAT . (37)

When the Reynolds number Re =Ul /v equals to the Archimedes
number Ar = (gl’/v*)Ap/ p, then for an ascending motion velocity of the warm mass of liquid we
have the following formula:

2
u =A%'; (38)

Using the relation U /L ~u'/hor U =u'L/h,i.e. we have that u'L/h = Apgl*/ pv or

u’~ Apghl®/ pWi . Having suggest | = &, one can obtain the expression (35) for the velocity
variation in the boundary layer according to the modeling experiments [14]:

Apgo*
U~

c

6.2. Let compare Golitsyn’s formula (22) with Jellinek-Manga’s one (36):

Nu~d-pes and  Rope,
o o

we obtain dependence between the Peklet number, and the form-factor B
Pe~B"
here d =h Pe=Ud/x, and B =Ap,/ paAT, is the stabilizing buoyancy effect of the dense layer.

6.3. The theory of thermal instability in fluid spheres and in spherical shells has bearings on a
number of geophysical questions [9]. Though applications of the theory are not universally
subscribed, it cannot be doubted that convective motions in the fluid core are relevant to all
theoriesconcerned with the origin of the earth’s magnetic field and its secular variations.

But the theory of thermal instability has not been worked out with sufficient generality for these
purposes. Even the effect of rotation has been examined only in a very preliminary way; and the
onset of instability as overstability — which should be expected to be the rule rather than the
exception with liquid metals requires investigation. And in addition to rotation, the effect of a
magnetic field has also to be considered. The case of a uniform magnetic field presents no formal
difficulty; but this is hardly appropriate for the problems in view. Without further knowledge, the
choice of an initial field is so wide that the selection becomes almost arbitrary. It is, indeed, likely
that the theory of the convective motions in the earth’s core cannot be dissociated from the theory
of the origin of the earth’s magnetic field.

7. Conclusion.

In the above considered cases of convective motions we practically deal with the
Bénard problem: (a) for a single fluid when the instability has a simple mechanical interpretation
and (b) for a mixture in which the motion gets complicated by the diffusion processes. In the linear
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stability theory, it is generally assumed that the most general perturbation can be represented as a
complete set of normal modes. This approach of the problem, as is well known, was carefully
developed by Chandrasekhar [9], and analyzed later, for example, in the monographs [10, 27]),
especially by Joseph [10].

Being first step in analysis of the convective motions the linear theory cannot answer a
number of essential questions. First of all, that is a question about stabilization of the rapidly
increasing perturbations, secondly, a question about the structure of convective cells and their
stability. Only by means of non-linear theory it is possible to answer these questions.
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Abstract

The linear mechanism of generation, intensification and further nonlinear dynamics of internal
gravity waves (IGW) in stably stratified dissipative ionosphere with non-uniform zonal wind (shear
flow) is studied. In case of the shear flows the operators of linear problem are non-selfadjoint, and the
corresponding Eigen functions - nonorthogonal. Thus, canonical - modal approach is of less use
studying such motions. Non-modal mathematical analysis becomes more adequate for such problems.
On the basis of non-modal approach, the equations of dynamics and the energy transfer of IGW
disturbances in the ionosphere with a shear flow is obtained. Necessary conditions of instability of the
considered shear flows are obtained. The increment of shear instability of IGW is defined. Exact
analytical solutions of the linear as well as the nonlinear dynamic equations of the problem are built. It
is revealed that the transient amplification of IGW disturbances due time does not flow exponentially,
but in algebraic - power law manner. The frequency and wave-number of the generated IGW modes
are functions of time. Thus in the ionosphere with the shear flow, a wide range of wave disturbances
are produced by the linear effects, when the nonlinear and turbulent ones are absent. The effectiveness
of the linear amplification mechanism of IGW at interaction with non-uniform zonal wind is analyzed.
It is shown that at initial linear stage of evolution IGW effectively temporarily draws energy from the
shear flow significantly increasing (by order of magnitude) own amplitude and energy. With amplitude
growth the nonlinear mechanism of self-localization turns on and the process ends with self-
organization of nonlinear solitary, strongly localized IGW vortex structures. Therefore, a new degree
of freedom of the system and accordingly, the path of evolution of disturbances appear in a medium
with shear flow. Depending on the type of shear flow velocity profile the nonlinear IGW structures can
be the pure monopole vortices, the transverse vortex chain or the longitudinal vortex street in the
background of non-uniform zonal wind. Accumulation of these vortices in the ionosphere medium can
create the strongly turbulent state.

Keywords: Gravity waves; Shear flow; IGW transient amplification; nonlinear vortex structures

1. Introduction

In recent years an increasing interest is paid to investigation of the properties of internal gravity
waves (IGW), arising as a result of vertical density stratification of the gas, and play an important role
in the dynamics of both the lower and upper atmosphere and ionosphere of the earth and other planets.
Grown interest, first of all, is caused primarily due to the understanding of the fact that these waves can
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propagate over hundreds or thousands of kilometers from the source without significant attenuation.
Propagating with group velocity the IGW provide an efficient transfer of energy, heat and momentum
from the troposphere into the upper atmosphere (which exceeds even the energy supplied by the solar
wind), where they influence on the thermal and dynamic regimes (Francis, 1975; Kim and Mahrt, 1992;
Nakamura et al., 1993; Rishbeth

and Fukao, 1995; Fritts et al., 2006; Alexander et al., 2008; Hecht et al., 2009; Alexander, 2010).
Latest numerical experiments (Gavrilov and Fukao, 2001; Alexander and Rosenlof, 2003; Alexander et
al., 2010) show that an adequate description of climate change and the circulation of the middle
atmosphere requires taking into account the accelerations of the background flows and heat inflows
generated by the waves (especially by IGW) propagating from the troposphere.

Numerous theoretical and experimental studies have established that the source of IGW motions in
the atmosphere and ionosphere can be: an earthquake (Liperovsky et al, 1992; Hayakawa, 1999),
volcanic eruption (Cheng, Huang, 1991), magnetic and sea storms (Testud , 1970; Golitsyn et al, 1975),
hurricanes, typhoons, tornadoes, (Kuester et al., 2008; Ming et al., 2010), the solar eclipse (Chimonas
and Hines, 1971), jet flows (Bertin, et al. , 1978), the terminator (Burmaka et al, 2003), spans of
meteors (Pokhotelov et al., 1995), launching of powerful rockets (Burmaka et al, 2003), the polar and
equatorial current systems (Chimonas and Hines, 1970), as well as industrial, military and nuclear
explosions of big strength (Tolstoy and Herron, 1970; Drobjev et al, 1986; Shaefer et al., 1999)).

One of the important properties of IGW is their significant influence on the distribution of the
electromagnetic waves in atmospheric-ionosphere layers (Rastogi, 1981; Gershman, 1974).
Consequently, ionosphere electric currents and electromagnetic fields may re-influence the wave
properties of IGW at ionosphere altitudes. In the ionosphere, in contrary to the lower layers of the
atmosphere, investigating the dynamics of wave processes non-uniform and non-stationary properties
of the wind process, the turbulent state of the lower ionosphere and the influence of non-uniform
electromagnetic forces should be taken into account. These factors, which are due to the low density
medium in the ionosphere and the relatively high conductivity of the ionosphere gas, are strongly
pronounced and they can sufficiently affect the propagation characteristics of wave patterns.
Consequently, the general circulation in the ionosphere must have specific features that are absent in
the troposphere.

The stationary problem of the existence of ionosphere wave disturbances in case of rectilinear
uniform medium flow (for large-scale Rossby type waves) has been discussed for the first time in the
work of Dokuchaev (1959). It has been revealed that in the theoretical study and interpretation of the
dynamics of the winds above 100 km it is necessary to consider the possible deviations from the
geostrophic winds associated with the action of electromagnetic forces. Further, a number of other
works have appeared (Hines and Reddy, 1967; Aburdjania and Khantadze, 2002; Aburjania et al.,
2005; Aburjania et al., 2006 and others), which studied the non-stationary evolution of wind structure
in the conducting ionosphere medium under the influence of the spatially non-uniform geomagnetic
field.

The action of the geomagnetic field, on the one hand, leads to the inductive damping of the waves
associated with Pedersen or transverse (with respect to the geomagnetic field) conductivity, on the
other one - to the gyroscopic effect due to the Hall conductivity of the ionosphere acting on the
perturbation like the Coriolis force. As a result of the joint action of spatially non-uniform Coriolis and
electrodynamic (related to the geomagnetic field) forces the new type waves with different
characteristics from the usual waves in the neutral medium may exist in the ionosphere. These waves
can be called as magnetized waves.

The results of long-term observations (Gossard and Hook, 1975; Kazimirovskii and Kokourov,
1979; Pedloski, 1979) also show that at the atmospheric-ionospheric layers the spatially non-uniform
zonal winds - the shear flows are permanently present, produced by nonuniform heating of the
atmospheric layers by the solar radiation. In this context the problem of the generation and evolution of
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ordinary and magnetized waves at different layers of the atmosphere during their interaction with non-
uniform zonal wind (shear flow) becomes urgent.

Interest to the shear flows, in general, is due to their widespread implementation in the near-Earth space
(as noted above), astrophysical objects (galaxies, stars, jet emissions, oceans, etc.), and in the
laboratory and technical equipments (pipelines, gas pipelines in the plasma magnetic traps,
magnetohydrodynamic generators, etc.). The shear velocity represents a powerful source of various
energy-consuming processes in the continuum. Canonical (modal) approximation of the linear wave
processes - the spectral decomposition of the perturbations according to time with further analysis of
Eigen values in the shear flows looses from the sight very important physical processes such as:
transient amplification and mutual transformation of the linear wave modes (Reddy et al., 1993;
Trefenthen et al., 1993).

A rigorous mathematical description of the specifics of the shear flows found out (Reddy et al., 1993)
that at the canonical (modal) analysis of the linear processes the operators in the dynamic equations are
not self-adjoint (Trefenthen et al., 1993) and, consequently, the eigen functions do not create
orthogonal system, they hardly interfere with each other. This circumstance, for correct description of
the phenomena, makes it necessary to estimate the results of interference of the eigen functions, which
sometimes presents a huge problem.

There is another approach - so-called non-modal analysis of linear processes in the shear flows. In this
approach a modified initial value problem (Cauchy problem) is solved by tracing the temporal
evolution of spatial Fourier harmonics (SFH) perturbations without any spectral expansion in time
(Graik and Criminale, 1986; Chagelishvili et al., 1996). Being the optimal language, the non-modal
approximation greatly simplifies the mathematical description of the linear dynamics of disturbances in
shear flows and allows identification of the key events (due to the non-orthogonality of the linear
dynamics) that escaped from the view in a modal analysis.

In this paper we study the linear and nonlinear stages of evolution of IGW in shear zonal flows (winds)
in different regions of the ionosphere. At the initial linear stage in the dynamic equations the perturbed
hydrodynamic quantities are given by SFH, which corresponds to non-modal analysis in a moving
coordinate system along the background wind. Non-modal mathematical analysis allows replacement
of the spatial non-uniform nature of the perturbed quantities, associated with the basic zonal flow, by
temporal one in the basic equations and trace the evolution of SFH disturbances according to time.
Currently, the results of numerous observations and experiments reveal the wave motion in a wide
range of frequencies from the acoustic to the planetary ones in the atmosphere-ionosphere environment
on almost all altitudes. In atmospheric acoustics the focus is laid on the study of internal gravity waves
(IGW), representing fluctuations of atmospheric and ionospheric layers, the nature of which is mostly
determined by gravity force. These oscillations are going with the frequency, at which the wave speed
is comparable with the acceleration of gravity force. Therefore, for definiteness, we assume that their
periods range from 5 minutes to 3 hours, and the wavelengths - from 100 m to 10 km.

In this paper, a property of internal gravity waves presents particular interest to us - propagating
vertically up quite easily in an isothermal atmosphere, IGW tends to increase the amplitude of the
hydrodynamic velocity exponentially with height, which follows from the conservation of energy when
the density of the medium decreases with height growth (Hines, 1960; Gossard and Hook, 1975). Thus,
even for the waves, the initial amplitude of which is small, the nonlinear effects at sufficiently high
altitude becomes significant and must be taken into account. Indeed, it is clear that this growth can not
be continued indefinitely. At some heights velocity becomes so large that the nonlinear effects can join
the game. These effects stop the growth of the oscillation amplitude through the nonlinear interaction
between the modes, the perturbations’ energy redistribution (saturation of the waves) and, for example,
self-organization of IGW vortex structures (Aburdjania, 1996, 2006). Nonlinear vortex structures
transfer the trapped particles of the medium. Reaching the critical heights, the IGW structures,
interacting with each other and medium, may form the atmospheric turbulence (Waterscheid and
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Schubert, 1990), that creates real threats to aviation safety, but also leads to a mix of chemicals,
released from the lower atmosphere, chemical reactions between them and the formation of potentially
harmful compounds (Friedrich et al., 2009). Therefore, the IGW structures may also influence the
formation of "space weather" by generating irregularities in the ionosphere (Schunk and Sojka, 1996).
The aim of this paper is theoretical investigation of the peculiarities of generation; intensification and
further nonlinear stage of evolution of IGW structures due to the presence of local inhomogeneous
zonal wind (shear flow). Section 2 explains the model of the medium and basic hydrodynamic
equations for the lower ionosphere. In Sec. 3 we briefly outline the main principles of non-modal
mathematical analysis and simulation results of the generation and intensification of magnetized IGW
in the linear stage. In section 4, a model of the nonlinear hydrodynamic equations for the lower
ionosphere is displayed, which describes the interaction of magnetized IGW structures with a shear
flow. In Sec. 5 we examine the issue of the stability of the waves in shear flow and derive a necessary
condition for instability. Generation mechanism of nonlinear vortex structures by non-uniform zonal
wind is analyzed in Section 6. In Section 7 we study the characteristics of energy transfer by the IGW
structures in the dissipative ionosphere with the shear flow. Discussion of the results is carried out in
Section 8.

2. Model of environment and initial dynamic equation

Let’s introduce a local system of Cartesian coordinates X, y, z with the axis xdirected to the
east, Yy axis — to the north and the zaxis —vertically. We are interested in low-frequency wave motions
in the ionosphere medium (consisting of electrons, ions and neutral particles) with o << ke, (where ®
and k— the characteristic frequency and wave number of perturbation, respectively;
¢, =(vP, /po)l/2
kinetic pressure, p, —the equilibrium density of the medium) with a horizontal spatial scale L, of order

—the speed of sound, y=c,/cy —the ratio of specific heats, P,—the equilibrium gas-

of 10km, the wvertical scale L,is much smaller than the scale height H

(L, <<H:d1np0dz:cs2 /(yg)) and the time scale tof the order of 5 minutes <t< 3 hours.
Herewith, the dynamic properties of this medium, and movements of the large step anew are
determined by a neutral component, because of the condition N.; /N <<1 (where N_,N; =N and
N, - the concentration of electrons, ions and neutral components, respectively). The presence of

charged particles causes the electrical conductivity of the medium and the appearance of the
electromagnetic Ampere force.

For considered class of perturbations the effective magnetic Reynolds number is relatively small
R = 1,0,V L <<1 (where p, is the permeability of free space, G 1s the effective conductivity of
the ionosphere, V and L - characteristic values of velocity and perturbations, respectively), which is

quite well done almost right up to F-layer of the ionosphere (Gershman, 1974; Dokuchaev, 1959;
Kamide and Chian, 2007). Consequently, for the lower ionosphere, we can neglect the induced

magnetic field b = R, B and the vortical electric field E, ~ R (VB) that arise by virtue of variation

of b. Consequently, for the class of wave perturbations the magnetic field can be assumed given and
equal to the external, spatially non-uniform geomagnetic field B,(B=b+B, ~B,,E, —»0). It

satisfies the equation divB, =0, rotB, =0. At such induction free approximation consideration only
of the current j is sufficient, arisen in the medium, ignoring the magnetic field generated by this
current. In this case, the effect of geomagnetic field B, on the induced current j in the ionosphere
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plasma leads to consideration of the electromagnetic Ampere force [j X BO] in the known equations of

the dynamics of the ionosphere (in addition to forces: pressure, Coriolis and viscous frictions). This
force causes the inductive damping (due to Pedersen currents) in the ionosphere of the earth, not less
significant than usually viscous damping, especially in F region (Gershman, 1974; Dokuchaev, 1959).
Based on the above discussion, the basic properties of internal gravity waves in the ionosphere is
advisable to consider as the initial equation that for two-dimensional motion in the plane (x, z)
(0/0y =0; with velocity V(V_,0,V,), where it’s assumed the acceleration to be defined due to the

gravity acceleration, pressure gradient, Coriolis forces, the volumetric electrodynamic and viscous
frictions (Gershman, 1974; Dokuchaev, 1959; Gossard and Hook, 1975).

8—V+(VV)V:—E+g—2{QOXV}+l{ijO}+vAV, (1)
at P P
For exclusion of high-frequency acoustic modes, let’s use the condition of incompressibility of medium
V-V =0. )
Then, the continuity equation can be chosen as the equation of medium density in the form:
dp _0p
—=—"+(VV)p=0 3
a otV )
and the medium state equation:
‘Z—f+(vv)P=0. 4)

Here, as wusual, p=N M=p,(2)+p'(X,z,t)is the density, P =P,(z)+P'(x,z,t)—pressure,
g = —g e, — the gravity acceleration; e, — the unit vector along the vertical direction, i.e. along the axis

z. Variables with index zero mean atmospheric parameters in the unperturbed state, and values with a
prime — the disturbed ones (hereinafter, for simplicity, the primes are omitted from the quantities). M is

a mass of the ion and neutral particles (molecules), v - kinematic viscosity, A =08%/06x* +0%/06z* —
two-dimensional Laplacian. Electromagnetic force [ijO] largely determines the specificity of
ionosphere motions (Aburjania et al., 2006). Induced current density is determined from the
generalized Ohm's law for the ionosphere (Gershman, 1974):

. c
j=0Eq+0, EdJ_+B—H[B0 xEql, (5)
0
where the parallel o (in the direction of the magnetic field B), Pedersen or transverse o (transverse

to B,) and the Hall conductivities G, are determined by the following expressions

1 1
GH = CZN[_‘i‘ j s
mv, My,

\Y \%
Cp = e’N 5t RN (6)
m(ve +coBe) M(vin+coBi)
0) Og;
oy = ezN Be _ Bi ,

2 2 2 2
m(ve +(0Be) M(vin +(0Bi)
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where e, m, v, =v +v, , 0 =eB,/m are charge, mass, frequency of collisions between

en 2

electrons and ions and neutral molecules and electron cyclotron frequency, respectively; v. —and

op; =eB,/M the corresponding values for the ions. Assuming the ionosphere to be quasi-neutral with
a high degree of accuracy, we have neglected the electrostatic E, = —V® ( @ - electrostatic potential)
and vortex parts E, of the electric field. Thus, in Eq. (5) the electric field strength, taking into account
the medium motion, is determined only by dynamo - field (Gershman, 1974; Dokuchaev, 1959)

E, =[VxB,]. (7)
Geomagnetic field B, (B, ,B,,B,,) is considered to be dipole, which in chosen coordinate system

has the following components (Dokuchaev, 1959)

By, =0, By, =-B,sin0’, By, =-2B,cos0’, (8)

where B, = 3,5 x 107° Tesla (T) is a value of the geomagnetic field induction at the equator. In this

1/2
case, the full geomagnetic field induction is B, = Be(lJr3cos2 9’) and 0'=mn/2-¢,¢ -

geomagnetic latitude. In the same coordinate system for the components of the angular velocity of the
Earth rotation Q, (Q Qs QOZ) it can be written

Further it’s assumed that the geographic ¢ =n/2—-6 and geomagnetic ¢ latitudes are coinciding and

0x ?

the perturbation is located near latitude ¢, =n/2-9,,.
The equilibrium density of the medium is stratified due to gravitational forces. Therefore, in the
thermosphere, the equilibrium density P, varies exponentially according to altitude

po(2) = p(0) exp(— gj (10)

For definiteness, we will consider ionosphere E-region, which is located at altitudes of 80—150
kilometers from the Earth's surface. In this region the equilibrium parameters of the medium have the

following hierarchy: v, ~ v OpOp; >> Vi, Ve, and vy, >> oy, which allows simplification of the

en

expression for the induced current (5). Herewith, the condition v, >> wg; means that the ions are un-

magnetized and their speed across the geomagnetic field coincides with the velocity of the neutrals
(Aburjania et al., 2005), i.e. ions are completely entrained by the neutral ionospheric winds. However,
the electrons are magnetized wg, >> v, , and they are frozen in the geomagnetic field. In this case, the
Hallo; =en/B, and Pedersen o, conductivities are subject of the following inequality
Cp R OyO®g; / Vi, << 0y (Aburjania et al., 2005). For numerical calculations we use typical values of
the medium parameters (Gershman, 1974; Ginzburg and Rukhadze, 1975): N/N, ~ 1078 -107°,

vy ~10°c7, v, ~10%c, v, =10°c™" v, ~10%c7", wp ~107c, 0 ~10%s7! 0, *3x107*S/m
and op = 107*S/m. In the equation of the ionosphere motion (1) the part of the contribution of the

Lorentz force eNB,, /p, is associated with the Hall currents and the total contribution of the Coriolis
force 2Q, has the same order ~107*s™'. In addition, we take into consideration that the ratio N/p,

does not depend on the vertical coordinate (height) z (Gershman, 1974). Herewith, the characteristic

frequency of IGW (®~107¢™") is significantly higher than the Coriolis and Hall’s gyroscopic
frequencies. Based on these estimations, we can conclude that the contributions of the full Coriolis and
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Lorentz forces, associated with the Hall currents, have negligible impact on the dynamic properties of
IGW. However, inductive damping, stipulated by Pedersen conductivity (especially in the F-region), as
well as viscous damping, can not be neglected how small they can be. In investigation of the dynamics
of wave disturbances in shear flows they are important as a way of redistribution of energy of the
system that provides sustainable self-maintaining of the nonlinear solitary structures in the medium.

Further, the motion equation can still be more simplified if we consider the fact, that perturbation of the
medium density by internal gravity waves does not exceed 3 —4% (Gossard and Hook, 1975; Gill,
1982). Accordingly, ratio of the perturbed density with the unperturbed one has the order

p'/py ~(1—-4)x107%. Based on the aforementioned, in the initial equation of motion (1) we can
neglect p’ in comparison with p,(z) before the inertial, Coriolis and viscous terms and using the
Boussinesq approximation, we obtain the following motion equation:

Po(2) %+(VV)V) =-VP+pg- GPB(Z) (V_BO (VE.;]SO)J +po(2)vVAV (11)

0

The system of equations (3), (4) and (11) presents the initial closed system of equations for both
linear and nonlinear dynamics of IGW in their interaction with the geomagnetic field in the dissipative
ionosphere (D, E, and F -regions).

3. Generation and intensification of IGW at linear stage of evolution

To study the linear stage of interaction of internal gravity waves with the local non-uniform zonal
wind and geomagnetic field, let’s linearize the system of equations (3), (4) and (11) on the background
of a plane zonal shear flow (wind), which has the velocity V,(z), non-uniform along the vertical:
V=V,(2)+V(x,2,t), p=py(2)+p(x,z,t), P=Py(z)+P(x,z,t). Here V,(z)is the background
zonal wind velocity which for the vertical shear flow is given as:

Vo(2)=vy(z) e, =A-z-e, (12)
where A > 0- constant parameter of the wind shear, e, - a unit vector directed along the axis x.

In the selected local rectangular coordinate system for the components (11), (2), (3) and (4) we obtain
the following system of linear equations:

p{% + Vo(z)a%ij = —Z—z —poVo(2)V, =GBV, +p,VvA, V,, (13)
p0(§+vo(z)a%jvz =—Z—1Z)—p0g—GPB§VZ +poVvA |V, (14)
(%"‘%(@%)P = —%’VZ, (15)
(§+V0(z)a%jP:—d(%)Vz, (16)
8(;;" +aa\;Z =0. (17)

Here V;) (z) =dv(z)/dz. In this system of five equations (13) - (17) any four of them creates a closed
system. To facilitate further research, we choose equation (13), (14), (15) and (17) as a closed system.
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3.1. The local dispersion equation

The system of equations (13) - (17) presents partial differential equations with variable coefficients,
depending on the spatial coordinate z. Therefore, to analyze the existence of nontrivial solutions at least
at the initial stage of the evolution of wave disturbances, a local approximation is necessary, when the
coefficients of equations (13) - (17) can be assumed locally uniform (constant). Then, for analyzes of
the spectral characteristics, described by these equations of the disturbances, the Fourier expansion
should be performed according to the spatial and temporal variables (Mikhailovskii, 1974). In
Consequence to the exponential fall of the equilibrium density of the medium (10) with height, we seek
a solution of equations (13) - (17) in the form of plane waves (Hines, 1960; Golitsyn, 1965; Gossard
and Hook, 1975):

V,,(x,z,t) =V, (k,.k,)explilk, x + (k, —i/2H)z - ot jdk, dk,,
(P,p)(x,2,t) = [(P,p)(k ..k, )expli[k x + (k, +i/2H)z - otk  dk ,, (18)
where the spatial Fourier expansion of the wave disturbances is carried out; k (k,,0,k,) — wave
vector and o (k,,k,) - frequency of the waves. Inserting (18) into equations (13) - (15) and (17), we

obtain the following dispersion equation:

2 2
-k o,B

R I e S
K K Po

i) B:
kx(kz+ijv0+(k§+%] OrZ0 L yK2 || =0. (19)
2H 41 | p,

1/2

Here, we introduce the notation: ®, =(g/H)"'~ >0 — frequency of Brunt-Vaisala for stably stratified

incompressible ~ isothermal ~ atmosphere;  K* =k +k. +1/(4H?), K; =K:-ik, /H,
K> =k} +k;—1/(4H%), . Assuming the wave number K to be real and frequency
0=, +1y, |y| << ®, to be complex, from (19) we get the expressions for the spectrum of linear
fluctuations
)
®o Vo g Vo
—=v,— +— 1+———, (20)
k, ° 4K’H’T K \/ 16K ’H? 0
and decrement (increment) of the perturbations
c,B; B; ,
k2| 2+ VK2 +(k§ + lzj(cp : +VK§J_kxsz0
Po 4H Po
y=- 1)

v
2K [ 14— 20
4K H(w, —k,v,)
In the absence of shear flow the formula (20) transforms into the expression for the frequency of
ordinary internal gravity waves (Golitsyn, 1965):
k, o,
(k2 +K2 +1/4m)) "
Formula (21) expresses the damping decrement of IGW due to induction (Pedersen) and viscous
damping in the ionosphere medium:

0y =+ (22)
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c,B; B?
k2| 2 4 vK2 +(k§ + 12j[6" 0 +vK§j
Po 4H Po

=— , 23
Y K (23)
According to (22), phase velocity of linear IGW is in the range:
- Vmax =< Vp < Vmax > (24)

where V.. =2Ho, = 2(gH)"?in incompressible atmosphere. IGW is a low-frequency branch of

acoustic-gravity waves (AGW), occupying an intermediate position between the frequency of inertial
oscillations ®; = 2Q, and the frequency of the Brunt-Vaisala for stably stratified incompressible

gr O <Oy <O, (Gershman, 1974; Gossard and Hook, 1975). For the height
of the uniform atmosphere H = 4.5 + 6 km, we can estimate the value of maximal phase velocity of
linear IGW V=~ 440 m/s, the frequency o, ~ 1.7x107% and Q, ~107*. So, IGW disturbances

isothermal atmosphere ®

1

cover the following range of low-frequency oscillations 10 ¢ < <1.7x1072¢™" - and can be

supersonic V, = ¢, ~ 330 m/s.

Considered waves have frequency limit o, and gravitational effects play an important role for them, as
reflected in their name - IGW. From (22), it follows that for practically important case of relatively
short waves, kﬁ >> ki and k,H>>1, and phase (V, = (0/k*) k) and group (Vg =V o) the

velocities of IGW in the windless atmosphere are given by:

ok’ o,k ® ok
_ Pgtx _ehx __e __Pgtx
x = 0 s Vp, = % 5 Vi —E, Vg, =- % . (25)
It is evident that short IGW possess strong spatial dispersion. The direction of the phase velocity is
close to vertical, [V, |>> ‘Vpx , and the group speed is almost horizontal, |V, |>> ‘ng . In the long-

wave case k, H <<1,IGW is almost dispersion-less.
Let’s estimate appropriate wavelengths for IGW in the dissipative ionosphere. At ground level the
kinematic molecular viscosity is determined as v, = 1.3x107°m? /s, at the level of the E-layer (~110

km) —v,,, #1.3x10°m*/s and at the level of the F-layer ((250-300)km) —v,5, ~1.3x10°m* /s

(Gossard and Hook, 1975). Appropriate minimal lengths of IGW with period 10 minute in the
presence of kinematic viscosity for near Earth regions is A, 1 10" m and with the height growth will

increase correspondingly an appropriate minimal IG wavelength and for E-layer it would be A, [l 10
m, for F-layer —A,,, [ 10 km (Gossard and Hook, 1975). Coming through this and taking into account

that the turbulent viscosity in the low atmosphere increases the IGW scale [Gossard and Hook, 1975],
further we will consider the gravitational waves, the wavelengths of which fall into the range 100 m
<A<10km.

Let us estimate the damping rate of IGW. For ground level the parameters of the medium and the

waves areo, =5x107 S/m, p,=1.3kg/m’, B, =0.5x107* T, A=10* m,v, ~1.3x10°m* /s and
according to (21), viscous damping decrement of IGW structures is vy, ~k’v~5x10""s", the
decrement of the induction decay —vy,,~oc,B;/p,~10"" s". For E-layer the parameters of the

medium and the waves are G, = 3x10™ S/m, Py = 1071 kg/m3 , By = 0.5x10* T, A~10*m,
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Vi #1.3x10°m* /sty #kPv~5x107 5", v, ~0,B; /p, ~107 5. For F-layer we use the
typical values of parameters o, ~en/B,[J10™ S/m, G, ® Oy, /vy, [ oy, ;] 3x10% 57,
v, <1057, v #1.3x10°m* /s. For damping rates we obtain correspondingly: 7y, , ~107" s,
Yoo ~107 s7. So, at the different levels of ionosphere the values of the viscous and induction

damping of IG structures are different, and it should be considered in dynamic problems involving
IGW structures.

It should be noted, that according to (20), the non-uniform zonal wind greatly expands the range of
IGW in the ionosphere. Moreover, the shear flow feeds the medium with energy (see formula (21)),
which is responsible for the generation-swing of IGW and development of linear shear instability with
a characteristic growth rate:

k k
Ya~ ﬁA : (26)

From (23) it’s obvious, that considered ionospheric shear flow can become the source of the instability
at the condition y, =7 ,v,. According to (26), for generation of the IGW structures it is necessary the

shear flow velocity to have even first derivative according to the vertical coordinate, different from
zero (vy(z) = A #0). As it was mentioned in the works (Margetroyd, 1969; Mayer et al., 1990), the

typical value of the dimensional parameter of the shear flow (A)s™' for the ionospheric F-region
equals A = V;) ~(0.015+0.15)s ™" as well. Taking it into account from (26) we obtainy L >107"s™". Thus,

the condition of the generation and amplification of IGW perturbations (inequalityy, >v ,y ) in the

different levels of the ionosphere (especially, in D and E -regions) can be satisfied and the shear
instability can be developed. This conclusion can be made by virtue of above used modal (local -
spectral) approach, which can’t give more information about the features of the shear flow instability.
But this doesn’t mean that such instability always arises and remains in such form. This is exactly due
to non-adequacy of modal approach at investigation of the features of shear flows, which is already
considered in the introduction. In shear flows the modal approach can detect only possibility of
instability. But for investigation of instability generation conditions and its temporal development in
the ionosphere an alternative approach, namely, non-modal mathematical analysis becomes necessary.
As it will be shown in the next section on the basis of more adequate method for such problems —non-
modal approximation, shear flows can become unstable transiently till the condition of the strong
relationship between the shear flows and wave perturbations is satisfied (Chagelishvili et al., 1996;
Aburjania et al., 2006), e. i. the perturbation falls into amplification region in the wave number space.
Leaving this region, e. i. when the perturbation passes to the damping region in the wave vector space,
it returns an energy to the shear flow and so on (if the nonlinear processes and self-organization of the
vortex structure will not develop before) (Aburjania et al., 2010). The experimental and observation
data shows the same (Gossard and Hooke, 1975; Pedlosky, 1979; Gill, 1982).

Thus, non-uniform zonal wind or shear flow can generate and/or intensify the internal gravity waves in
the ionosphere and provoke transient growth of amplitude, i.e. transient transport the medium into an
unstable state. In the next subsection we confirm this view by using a different, more self-consistent
method for the shear flow.

3.2. Non-modal analysis of shear instability of the waves in the ionosphere
Deriving (19) - (21) we used so-called local approximation, i.e. it is assumed that v,, v,, p, and P, are

locally uniform and we have provided the Fourier expansion of the physical quantities. Local
approximation has limited applicability in non-uniform environment, and especially in the shear flows
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(Mikhailovskii, 1974). In particular, the results received at such approximation are applicable only for
the initial stage of evolution of the perturbations. In general, if the background flow is spatially non-
uniform along the vertical, then we are not to provide Fourier expansion along the axis z. According to
the papers (Graik et al., 1986; Reddy et al., 1993; Trefenthen et al., 1993; Chagelishvili et al., 1996;
Aburjania et al., 2006), when studying the evolution of wave disturbances in shear flows at the linear
stage the non-modal mathematical analysis is better to be used than a modal approach (i.e. direct
Fourier expansion). Therefore, further analysis of the features of magnetized IGW wave at the linear
stage in the ionosphere should be conducted in accordance with a non-modal approach. For this
purpose, the moving coordinate system X,0,Y, is more convenient with origin O, and the axisY,,

which coincides with the same characteristics of the equilibrium local system XOY, the axis X,

flowing along the unperturbed (background) wind. In our problem, this transformation of the
coordinate system is equivalent to the following replacement of the variables:

X, =x-azt, y, =y, t =t 27)
or
0.0 n,0 2.0 0.9 9% (3
ot ot 0X, ox 0x, 0z 0z, 0x,
With these new variables equation (13), (14), (15) and (17) take the form
2
oV oP : 5 o2 o 0
X =———pgvoV, —0,BV, +v + —at V., 29
Po at, o, PoVoV, —OpDg Vi po{@xz £8Z1 léxlj} X (29)
oV 0 0 2 (5 oY
2= - At P-pyg—GpB,V, +v +| ——at V,, (30
Po &, (821 IGXJ Po8€ ~GpDBoy vV, TVPo ox’ (821 1&1] .» (30)
P _Poy (31)
o, H
an + i—Atli Vz =0. (32)
1) 0z, 0x,

Coefficients of the initial system of linear equations (13) - (16) depended on the spatial coordinatez.
Such mathematical transformations replace this spatial non-uniform property into temporal one (see eq.
(29) - (32)). Thus, the initial-boundary problem is reduced to the initial problem of Cauchy type. Since
now the coefficients of (29) - (32) are independent of spatial variables, the Fourier transformation of
these equations with respect to spatial variables x,,z, is already possible without any local
approximation, the temporal evolution of these spatial Fourier harmonics (SFH) we consider
independently:

. Voo lky kot
{anz(xlazlatl)} :J- _[ J»deldel ;( 1 1 1) xexp(ikxlxl +ik21zl). (33)
pﬂP(XDZl?tl) 55P(kx1’kzl’tl)

Here the factors with a tilde (for example \N/X ) indicate spatial Fourier harmonics (SFH) of the relevant
physical quantities. Inserting (33) into equations (29) - (32), and passing to dimensionless variables,

—00

Vv 5 —ip
TS0, V., = p:>£; P .
: o, H 2H?
g Po pOO‘)g
, A
(X,Z)SM; S=—; k., =k, ,H k,=k,(0)-k,St;
o , ,
g
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K=k +K2(0));v=——3 by = ;b, = ; (34)
o, H Po®, Po®g
for each SFH perturbed quantities, we obtain

a;/x =SV, +k P—[b, + vk*(0)]V,, (35)

T
a;zz =k, (0P -p—[b, +vk*(D]V,, (36)

T

op

==V, 37

5.V (37
k,V, +k, (1)V, =0. (38)

Closed system of equations (35) - (38) describes the linear interaction of IGW with a shear flow and the
evolution of the generated disturbances in the dissipative ionosphere medium. We note once again that
after these transformations the wave vector k (k,,k,(t)) of the perturbation became dependent on
time: k,(t)=k,(0)-k,S-1; k? (1) = (ki + kﬁ (1)). Variation of the wave vector according to time
(i.e. splitting of the disturbances’ scales in the linear stage) leads to significant interaction in the
medium even of such perturbations, the characteristic scale of which are very different from each other
at the initial time (Aburjania et al., 2006).

On the basis of (35) - (37) an equation of energy transfer of the considered wave structures can be
obtained, which gives possibility to identify the pattern of energy density variation with time:

dE(7) S 2

DS V@ V@4V, @V, @) b V[ 0.0,

Here the asterisk denotes the complex conjugate values of the indignations, b,(t) =b, + vk? (1),

(39)

by (1) =b, +vk?(t) and the density of the total dimensionless energy of the wave perturbations E(t)

in the wave number space is given by:
1 2 2 2
E[k(t)] = EQVX| +|V,|” +|p] ) (40)

It’s obvious that the transient evolution of wave energy structures in the ionosphere is due to the shear
flow (S#0, A=#0), dissipative processes - induction decay ( b, #0, b, #0) and viscosity ( v #0).
In the absence of shear flow (S=0, A=0), and dissipative processes (v =0, o, =0), the energy of the
considered wave disturbances in the ionosphere conserves dE(t)/dt=0. The total energy density of
the perturbations (40) consists of two parts: E[k]=E, +E,, where the first term is the kinetic energy

of perturbationE, = (“Vx|2 +|VZ|2D/ 2, and the second - thermobaric energy E, = |p|2 /2, stipulated

due to the elasticity of perturbations.

To emphasize the pure effect of shear flow on the evolution of IGW, for simplicity, we consider non-
dissipative ionosphere, i.e. we suppose that (v =0, o, =0). Further, we determine on the basis of
equation (39) what actually leads the evolution of the energy of the wave disturbance to — does their
energy increase or decrease? To answer we must calculate the right-hand side part of equation (39). For
this purpose we must find the solutions of equations (35) - (38) at b, =b, = 0. Differentiating (36)
with respect to time and using (35) (37) and (38), we obtain the second-order equation for the vertical
velocity components:
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sz

=0, (41)
1
where
2
R, (t) =4Sk, k., (@ , R,(1)=(28 + 1) k@ . (42)
" k(1) k? (1)
Equation (41) can be simplified by introducing a new variable (Magnus, 1976). Assuming
V, = Vexp[-(1/2)[R, (t")dr]. (43)
Let’s transform (41) to the equation of a linear oscillator with time dependent parameters:
V+Q*(1)V =0, (44)
where
2
V= C:i\!, O*(t)=R (’C)— R (’E)—— (t)=k12(a). (45)

The equation (44) is well known in mathematlcal physics. This is an equation of linear oscillations of a
mathematical pendulum, length of which changes. The value Q(t) determines the angular velocity of
the pendulum.

We solve the equation (44) in the adiabatic approximation (Zeldovich and Mishkis, 1972), i.e. when
dependence of (1) on time is adiabatically slow:

()] << Q°(v). (46)
Taking into account the definition of the parameter (2(t) the equation (46) can be rewritten as
S-[k, (0] << [k2 +k2(»)] . 47)

For the real ionospheric shear flow S <<1 (see definition (34)), so it can be said that the condition (47)
holds for a wide range of variations of wave numbers|kZ (1) =k,(0)- kXSr| . In other words, when the
temporary variation of |kz(’t)| is due to the linear drift of the wave vector in the space of wave

numbers, the condition (46) or (47) is valid in all stages of the evolution of IGW. In this case, an
approximate solution of homogeneous equation (44) can be represented as:

V= ?f(r) explip(1)], (48)

where C = const and
1 k ,(0)+k(0)
S kZ (1) + k(’t)

Substituting (48) in (43), and then - into the equations (35) - (38), we can finally construct the solutions
for physical quantities:

o(t) = I Q(t')dt'=

V,(0)-k*(0)

VA= o explip(7)]. (49)
Vo (0)-k, () K°©O ¢
Vi@ == e o oeleml (50)
1.2
p() =~ LD epliom) (51)

ki/z . kl/Z(T)
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P(0)-k*(0) : :
P() =m[zsk(r)—lkzm]exp[up(r)], (52)

k, Vi (0)+k,(0)V,(0)=0. (33)
Here, in the expressions (49) - (53) for the values of physical quantities are considered the real parts.

Substituting (49) - (51) into equations (39) and (40), we obtain an expression for the normalized energy
density of the Fourier harmonics:

2
= . B 1+kg
B B0 1+3) _ (54)
EO0) i1+ (k, -50)?]
and for the IGW energy transport equation (atb, =b, =0)
— 2
dE(n) _(1+13) -(, - $7) )

I .

Here for the convenience of numerical analysis a new parameter k, = k,(0)/k, 1s introduced.
Using equations (54) and (55) we can determine an expression for the increment (decrement) of the
shear instability T'(t) = (1/E(t))-dE(t)/dt in the non-dissipative ionosphere:

(1) = — Ko =57 _. (56)

1+ (k,—-S7)

Evolution of the dimensionless normalized energy density of the SFH (54) and the increment of shear
instability (56) are presented in Figures 1,2. In the initial stage of evolution when k, =k,(0)/k, >0

(when k,(t)>0) over time 1, 0<t<7t =k,(0)/(Sk,), the denominator (54) decreases and,
accordingly, the energy density of IGW increases monotonically and reaches its maximum value
(exceeding its initial value by an order) at the time t=1". Further, at ©° <t <oo the energy density
begins to decrease (whenk,(t) <0), and monotonically returns to its initial approximately constant
value. In other words, in the early stages of evolution, temporarily, when k,(t)>0and IGW

perturbations are in the intensification region in wave-number space, the disturbances draw energy
from the shear flow and increase own amplitude and energy by an order during the period of time

0<t<t =k, (0)/(Sk,)=100. Then (if the nonlinear processes and the self-organization of the wave
structures are not turned on), when k,(t) <0, IGW perturbation enters the damping region in wave
number space and the perturbation returns energy back to the shear flow over time 1° <t <o (Fig. 1,

2) and so on. Such transient redistribution of energy in the medium with the shear flow is due to the
fact that the wave vector of the perturbation becomes a function of time k =k(t), i.e. disturbances’

scale splitting takes place. The structures of comparable scales effectively interact and redistribute free
energy between them. Taking into account the induction and viscous damping (see equation (39)) the

perturbation’s energy reduction in the time interval 7° <7 <oo is more intensive than that shown on

fig. 1, the decay curve in the region t° <t<o becomes more asymmetric (right-hand side curve
becomes steeper), and part of the energy of the shear flow passes to the medium in the form of heat.

Thus, even in a stable stratified ionosphere (o)é >0), temporarily, during the time interval
0<t’ leO/(mg)~5-1035D 1.5 hour IGW-intensively draws energy from the shear flow and

increases own energy and amplitude by an order. Accordingly, the wave activity will intensify in the
given region of the ionosphere due to the shear flow (inhomogeneous wind) energy.
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4. Nonlinear model dynamic equation for internal gravity waves in the ionosphere

For further analysis of the evolution of the IG wave disturbances it’s necessary to construct a self-
consistent simplified nonlinear dynamic equation on the basis of equations (11) and (3), that takes into
account the presence of non-uniform zonal wind with velocity V, (z) =v,(z) e, in the ionosphere
medium. With this purpose writing equation (11) for horizontal V, and vertical V, velocity

components, and differentiating the first equation according to the coordinate z and the second equation
— according to the coordinate x, subtracting the second equation from the first one, we get:

0 0 v Oy g op
4 —~ Ay — Iy, Ay)=—=
(6t Vo(Z)an \j Vo(Z)5 (v, Ay) o o

dl
%K& o(z)—j——vou I, az}—

B c,B2
1 a< Bz)a‘“ Op 6"2’ P 0y~aw+vA2\|/ (57)
Po 0z 0z Po Oz Py  0Ox’
Similarly, we transform the continuity equation (3):
0 0 dp, Oy
—+vy(2)— p+I(y,p)=——— —. 58
(at of )axjp (v,p) & ox (58)

Here, according to incompressibility condition of the considered two-dimensional perturbation
(V-V =0)(2), the stream function introduced as

v, =Ny, v (59)
0z ox
and the operator of the Jacobian J(a,b)=0a/0x-0b/0z—0a/0z-0b/0x .

For convenience of the further analysis, we turn to usual field variables for an isothermal atmosphere
(Hines, 1960; Gossard and Hook, 1975):

V= \vexr{ 2Hj p=pex p(—%} (60)

Substituting (60) into (57) and (58), replacing the factor by exp[z/(2H)] =1 before the nonlinear term
(i.e. k,>>1/(2H) - short wavelength waves due to vertical), considering that the parameter

(GPB(Z) /py) does not depend on the coordinate z (Gershman, 1974) and introducing a new variable

R =gp/p,(0), we obtain the following closed system of equations:

d oY — Y ' _ .0
(a+vo(z)&j(m|/— "’ZJ{VO}(IZ) o(z)J—u( A )_—6—1:—

4H
_ _ 2 _
By (0’ ¥ | 9By 'V oo (61)
2 2 2 ?
Po 0z 4H Po ox
(a + VO(Z)—jR +J(V,R) = 0’ 2 OV (62)
ot Ox

Here o, =(g/ H)"? > 0 — frequency of Brunt-Vaisala for stably stratified incompressible isothermal

atmosphere, V;)(Z) =dv,(z)/dz and Vg (z) = d2V0 (z)/dz*.
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The system of equations (61) and (62) describes the nonlinear interaction of internal gravity structures
with an inhomogeneous zonal wind and the geomagnetic field in an incompressible isothermal
dissipative ionosphere.

5. IGW stability criteria in the ionosphere with an inhomogeneous zonal wind

Nature of plane shear flow greatly defines the evolution of wave disturbances in the environment.
Herewith, the shear flows in hydrodynamics and magneto-hydrodynamics are often unstable
(Mikhailovskii, 1974; Gossard and Hook, 1975; Timofeev, 2000). The presence of the terms

proportional to V'0 and VE) in equation (61) is related to the instability criterion (condition) of the shear

flow. In the linear approximation for small perturbations of the form(¥(x,z t),R(x,z t))=
(¥,(y),R,(y)) exp(ik, x —iwt), from the equations (61) and (62) follows an equation of the Orr-
Sommerfeld

2 2 2 2
—i v(d—z—kiJ +b0yk§—b0(d7—%J ¥, +(m—kxvo)[d——k§— 1 }‘Pl—

dz
' . kw2
k|20 v -T2 |y =0, (63)

Neglecting the dissipation effects (6, v — 0) from the equation (63) we get

1 k,(vo/H=vy) kiwé
>+ - > ¥ =0,
4H w_kaO (w_kaO)

¥y - {ki + (64)
where ‘Pl = d2‘1’1 /dz?. Equation (64) is a modification of the well-known Rayleigh equation
(Timofeev, 2000) (at 1/H — 0,0, — 0). To determine the shear flow instability criterion in our case,

we multiply (64) by V|, subtract the complex-conjugate expression from the result, and integrate the
resulting expression in the borders from z, to z, of the plasma flow:

V) *
ji(‘ﬂ*ﬂ—‘{’ld\yl sz_yf[ L . ! }kX(VO/H—VO)|‘P1|2dz—

7 dz dz dz nlo-k, vy o -k,v,

Zy kicoé B ki())é
(@-k,vo)® (0" —k,v)

Assuming that the perturbation frequency is complex ® =, +1y (where ®, is eigen frequency of

2}|‘Pl|2dz =0. (65)

Z]

linear IGW), and the wave vector k, - the real value, the imaginary part of equation (65) can be written
as:

5| 20kio;  k, (vp—vy/H)
o i bt

Z]

]|\1q|2 dz=0, (66)

(oF +7v o] +y

where ®, =, —k,v,. In the case of ®,, 7,

‘Pf‘ >0 from (66) the condition of linear instability of a

shear flow it follows:
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20,k2m? \ '
#+kx[vo _VEOJ 0. (67)

(o7 +77)

For a critical level of the ionosphere, where the phase velocity V, =®/k, matches the speed of
windv,, V, =v,(z) (i.e. o =o, -k, v, ~0), equality (67) can be rewritten as:

Vo (y)=ve/H=0. (68)
Conditions (67) and (68) can be called as modified Rayleigh condition (V'(; =0) for IGW at the
appropriate parameters of the zonal flow, waves and environments. Implementation of this equation
(67) (or (68)) in a resonant point z =z, of the shear flow is a necessary condition for instability.
In the Earth's atmosphere, the value V'0 /H can be both larger and smaller than V:) . So, according to (68)

the disturbance of the zonal wind may arise occasionally, such that in a critical layer z=z, the
condition ‘V:)‘ = ‘V;) / H‘ is fulfilled. This causes instability for some time, after which the zonal wind is

reconstructed and becomes stable again, etc.

Let’s briefly discuss the features and consequences of instability in simple shear flow of the
ionosphere, where the rate of the local wind in the environment varies linearly - v,(z) =S-z, where
S > 0- constant parameter of the wind shear. For such wind velocity profile the necessary condition for
the development of shear instability (67) is fulfilled at |c00| < |kXVO| . In this case, according to section
3, shear instability develops even in a stable stratified ionosphere and temporarily, during the time
interval 0 <t* =~ 62,5/(®,)~3-10* IGW intensively draws energy of shear flow and increases own

energy and amplitude by an order. Accordingly, the wave activity will intensify in this region of the
ionosphere due to the energy of the shear flow (non-uniform wind).

6. Nonlinear vortex structures governed by the shear flow

As noted above, the spontaneously excited internal gravity waves at different layers of the

ionosphere intensively draw energy from the shear flow at a certain point (in particular, for a time
interval 0 <t <1") in their evolution. Receiving energy, amplitude of IGW increases (by an order of
magnitude) and, accordingly, the nonlinear processes come into play. In this case, in the initial dynamic
equation (61) and (62) the nonlinear terms can no longer be neglected and the full nonlinear system has
to be investigated.
We proceed to study the influence of nonlinear effects on the dynamics of IGW structures in dissipative
ionosphere. The results of the observations and targeted experiments show (Bengtsson and Lighthill,
1985; Chmyrev et al., 1991; Nezlin, 1994; Sundkvist, et al., 2005) that nonlinear solitary vortex
structures can be generated at different layers of the atmosphere-ionosphere-magnetosphere. These
structures transfer trapped rotating medium particles. Moreover, the ratio of the rotational speed of the
particles U to the speed of motion of nonlinear structures U is given by U_/U>1 (Monin, 1978).

We introduce the characteristic time T and spatial scales L of the nonlinear structures. Using equation
(11), (61) we can establish the relation between quantities: U, ~V, U~ L/T. Similarly, for the ratio

of the nonlinear term with the inertial one, we have: (VV)V/(0V/ot) ~V/(L/T)~U_/U. Thus, the
nonlinearity plays an essential role for wave processes satisfying the condition U, > U . This estimation
shows that nonlinear effects play a crucial role in the dynamics of IGW-type wave, the initial linear
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stage of development of which is considered in previous section. Inequality U, > U coincides with the

anti-twisting condition (Williams and Yamagata, 1984). Satisfying just the latter condition the initial
nonlinear dynamic equations (61) and (62) may have the solitary (vortex) solutions (Williams,
Yamagata, 1984; Nezlin, Chernikov, 1999).

From the general theory of nonlinear waves is well known the fact (Whitham, 1977) that if in the
system the nonlinear effects are significant, then the principle of superposition can’t be applied and the
solution in the form of a plane wave is unjust. Nonlinearity distorts the wave profile and the wave form
differs from a sinusoid. If in a nonlinear system the dispersion (or non-uniform equilibrium parameters
of the medium) is lacked, all small-amplitude waves with different wave numbers k propagate with the
same speed and have the opportunity for a long time interaction with each other. So, even a small
nonlinearity leads to the accumulation of distortions. Such nonlinear distortion, as a rule, leads to the
wave front curvature growth and its upset (breaking) or to the formation of the shock wave. In the
presence of dispersion the phase velocities of waves with different k vary with the latter, the waves
with different k propagate with different velocities and virtually unable to interact with each other.
Therefore, the wave packet tends to spreading. For not very large amplitude the wave dispersion can
compete with the nonlinearity. Because of this before breaking the wave may split into separate
nonlinear wave packets, and the shock wave will not form. Indeed, in the real atmosphere, the shock
wave, as a rule, (spontaneously, without external influence) is not formed spontaneously. Primarily,
this means that in the atmosphere-ionosphere medium dispersion effects are strongly pronounced and
significantly compete with nonlinear distortion. If the nonlinear steepening of the wave is exactly
compensated by the dispersion spreading, there may appear the stationary waves such as solitary
vortices propagating in a medium without changing its shape.

It should be noted also, that the results of ground and satellite observations show clearly that in the
different layers of the ionosphere the zonal winds (currents) are permanently present, which are non-
uniform along the vertical (Gershman 1974; Gossard and Hook, 1978; Kazimirovskii and Kokourov,
1979). As noted in section 3, at interaction with non-uniform zonal flow the wave disturbance obtains
an additional dispersion as well as a new source of amplification and the nonlinear effects come into
play in their dynamics. Thus, the ionospheric medium with shear flow creates a favorable condition for
the formation of nonlinear stationary solitary wave structures.

So, we want to find a solution of the nonlinear equations (61) and (62) (a non dissipative
casev=0p =0) in the form of stationary regular wavesy =wy(n,z)and R =R(n,z), propagating

along the parallel (along the x-axis) with a constant velocity U = const without changing its form,
where 1 =x-Urt. Moreover, we consider the case when the wave structures propagate on the

background mean zonal wind, which has the non-uniform velocity.
In the non-dissipative case (v =cp, =0), passing to above mentioned auto model variables n and z

and considering that in this case 0/ 0t = —Ud/0n, the system of equations (61), (62) can be written as:

—Ui(A‘P— \P2J+8—R+J(‘P,A\P)=O, (69)

on 4H on
—Ua—R—mga—Tu(w,R):o. (70)

on on

Here we have introduced a new feature of the stream function

Y(n,2) =0 (2) +y(x,2), (71)
and the velocity potential @ (z) of the background zonal shear flow through the notation:
dd,(z
vo(z) = - 2202 (72)
dz
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Providing the so-called vector integration, according to (Aburjania, 2006), the general solution of
equation (70) can be presented as:

R(n,2) =0,z +F(¥ + Uz), (73)
where F(§) is the arbitrary function of its argument. Next, substituting (73) into (69) and performing the
similar transformation we get a nonlinear equation in the form of the Jacobian:

1| A + U dz N dF(¥ + Uz)
4H?  d(¥ +Uz)

The general solution of (74) has the form (Aburjania, 2006):
AP + Uj dz2 N dF(¥Y + Uz)
4H d(¥ + Uz)
where G(§) - a new arbitrary function of its argument.

As it was mentioned earlier, the results of observations and experiments show that vortex streets of
various forms can be generated in ordinary liquid and plasma environment in the presence of the shear
flow, as a consequence of the nonlinear saturation of Kelvin-Helmholtz instability. Such structures may
occur if the asymptotic form of the function G(§) in equation (75) is nonlinear (Petviashvili and
Pokhotelov, 1992; Aburjania, 2006).

We assume that the nonlinear structure move by a velocity U that satisfies the following condition:
dz2 N dF(¥ + Uz) - (76)
4H d(¥ + Uz)
It is obvious that (76) holds for IGW at only case when the function F(§) is a linear function of its

z,V + Uzj =0. (74)

z=G(Y +Uz), (75)

argument over the plane x, z, i.e.F = —U(¥ + Uz)/(4H?) . In this case, choosing an arbitrary function

G as the following nonlinear function G(&)=ygK’(exp(-2&/yy) (Petviashvili and Pokhotelov,
1992; Aburjania, 2006), equation (75) reduces to:

A(Y + Uz) = yix? exp[-2(¥ + Uz) /y{ . (77)
Now let’s choose an expression for the stream function of the background shear flow in the form:
®,(z) = Uz +y; In(x,2). (78)

Here \|18 characterizes the amplitude of the background structure, but 2n/x u 2n/x, presents the
characteristic size of the vortex structure and parameter of non-uniform background shear flow,

respectively.
Given (71) and using (78), the vorticity equation (77) can be transformed into:
2 0
Ay = ‘l’oKol:K e Vv —1] (79)
Ko
This equation has the solution (Mallier and Maslow, 1993):
_ ch(kz) + /1 -2 cos(kn)
¥(n,2) = ygln : : (80)

ch(x,z)

which is a street of the oppositely-rotating vortices. Substituting (80) and (78) into expression (71), we
finally obtain the solution:

¥ (M,2) = Uz+ ) In[ch(kz) + /1 - cos(kn)]. (81)
From equations (81), (78) and (59) we obtain the following expressions for the components of the
medium velocity and shear flow, respectively:
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sh(kz)
ch(xz) ++/1—1x; cos(kn) ’
V,(,7) =yl VKo (83)
ch(kz) +4/1- K(z) cos(kn)
vo(2) = =U =y, th(i,z) , (84)
At x, =1 the solution (81) describes the background flow to the type of shear zonal flow (84). At

V. (n,2)=-U-yx (82)

kg <1 in the middle of the zonal flow (84) the longitudinal vortex street will form (Fig. 3). Solution
(82), (83) with closed streamlines in the form of "cat's eyes" was first obtained by Lord Kelvin.
It must be mentioned that the nonlinear stationary equations (74), (75) also have an analytical

solution in the form of a Larichev-Reznik type dipole pair of cyclone-anticyclone (Petviashvili and
Pokhotelov, 1992; Aburjania, 2006) and vortex transverse chains (Aburjania et al., 2005).

7. Energy transfer by the vortex structures

In the dynamic equations of IGW structures (61) and (62) the source of convergence of external
energy due to shear flow (non-uniform wind), the terms with v (y), and divergence sources of energy

due to dissipative processes in the environment - terms of induction 6, and viscous v damping are
included obvious. The above mentioned nonlinear solitary vortex structures can self-sustain only at the
existence of an appropriate balance between the convergence and divergence of energy in the wave
perturbations in the ionosphere medium.

Further, we obtain the energy transport equation for the IGW vortex structures. With this purpose
we multiply the equation (61) by ¥ and (62) — by ‘R, then integrate them according to x and z.
After performing simple transformations of obtained relations we finally get the regularities of the
dynamics of energy of the IGW structures:

a_E:IVo(Z)%(Z—lPdXdZ—p—OyI(%Pj dxdz — 2280 I[(&‘Pj s }dXdZ
z

ot Po Po 0z 4H?
2’ AN TR
Y oW + oW +2 o dxdz, (85)
ox* oz* 0x0z
where
1 —v ¥? R?
E=—[|(V¥] + +— ([dxdz, 86
2{( f e m;}” (86)

presents energy of the nonlinear internal-gravity vortex structure.

Let’s mention, that the equation (85) is valid for linear as well as for nonlinear stage of evolution of
IGW perturbations. In this equation the first term of the right hand side describes transient sway-
generation of the IGW structures due to the shear instability; the second and the third terms — an
induction damping of the wave disturbances due to Pedersen conductivity, and the last term describes
the viscous damping of the perturbations. According to (85), for generation of the structures it is
necessary the velocity of the shear flow to have at least the first derivative with respect to vertical

coordinate different from zero (v,(z) # 0).
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As noted in section 3.1, the considered IGW perturbations in the linear mode have eigen
frequencies (22) and propagate along the Earth’s parallel (along the x axis). The induction and viscous
damping takes energy from these IGW structures and heat the ionospheric environment with a
decrement y (23), where k, = 2n/L,, k, = 2n/L,. In this case, shear flow temporarily supply
the medium with energy, causing generation - swing of IGW structures and the development of shear
instability with a characteristic growth increment y, (26).

Thus, the non-uniform zonal wind or shear flow can transiently generate and / or intensify the
internal gravity structures in the ionosphere and contribute to self-sustaining of IGW vortices
wheny, 2y. According to section 3.1, the condition of nonlinear self-sustaining of IGW vortex

structures at the levels of F-region of the ionosphere the condition (y, >v) is fulfilled, even with some

reserve, and considered vortex structures are long-lived.

Thus, the revealed internal gravity vortices in the ionosphere are sufficiently long-lived, so they can
play a significant role in the transport of solid matter, heat, energy and form strong turbulence state in
the medium (Aburjania et al., 2009).

8. Discussion and conclusion

In this article the linear stage of generation and further nonlinear evolution of IGW structures in the
dissipative stably stratified (mé > 0) ionosphere in the presence of shear flow (non-uniform zonal

wind) is studied. A model system of dynamic nonlinear equations describing the interaction of internal
gravity structures with viscous ionosphere, non-uniform local zonal wind, and the geomagnetic field is
obtained. On the basis of analytical solutions and theoretical analysis of the corresponding system of
dynamic equations a new mechanisms of linear transient pumping of shear flow energy into that of the
wave perturbation, wave amplification (multiple times), self-organization of nonlinear wave
perturbations into the solitary vortex structures and the transformation of the perturbation energy into
heat is revealed.
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Fig. 1. Evolution of the non-dimensional energy density E(t) (formulae (54))
for the initial parameters: k, =10, S=0.1.

A necessary condition for shear instability of IGW at their interaction with local non-uniform zonal
wind, which is a generalization of the Rayleigh condition, is obtained.
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The equation of energy transfer by nonlinear wave structure in the dissipative ionosphere is
established. Based on the analysis of this equation it is revealed that the IGW structure effectively
interacts with the local background non-uniform zonal wind and self-sustained by the shear flow
energy in the ionosphere.

0.5

r(x)

-0.5| _ _ |
0 100 200 300
T=1%*

Fig. 2. Increment of shear instability I'(t) (formulae (56) ), as function of time
for the parameters: k, =10, S=0.1.

Linear amplification of IGW perturbation is not exponential as in the case of the AGW in the
inverse-unstably stratified (®, <0, when IGW can not be generated) atmosphere (Aburjania, 1996)),

but in algebraic-power law manner. Intensification of IGW is possible temporarily, for certain values of
environmental parameters, shear and waves, which form an unusual way of heating of the shear flow in
the ionosphere: the waves draw their energy from the shear flow through a linear drift of SFH in the
wave number space (fragmentation of disturbances due to scale) and pump energy into the region of
small-scale perturbations, i.e. in the damping region. Finally, the dissipative processes convert this
energy into heat. The process is permanent and can lead to strong heating of the medium. Intensity of
heating depends on the level of the initial disturbance and the parameters of the shear flow.

Fig. 3. Relief and current lines in the rest frame of the vortices W (n, y) — Uy, calculated
from formula (81) fory) =1, k=1, &, =0.5 (the longitudinal vortex street).
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A remarkable feature of the shear flow is the dependence of the frequency and wave number of
perturbations on time k, =k,(0)-k,St, k(1) = (ki +k§(r))” 2 In particular, frequency and wave
number transient growth leads to a reduction of scales of the wave disturbances due to time in the linear
regime and, accordingly, to energy transfer into a short scale region - the dissipation region. On the
other hand a significant change in the frequency range of the generated disturbances stipulates in the
environment the formation of a broad range of spectral lines of the perturbations, which is linked to the
linear interactions and not to the strong turbulent effects. Moreover, amplification of the SFH
perturbation and broadening of wave modes’ spectra occur in a limited period of time (transient
interval), yet satisfied the relevant conditions of amplification and a strong enough interaction between
the modes.

It should be emphasized that the detection of the mechanism of the intensification and broadening
of the spectrum of perturbations became possible within the non-modal mathematical analysis (these
processes are overlooked by more traditional modal approach). Thus, non-modal approach, taking into
account the nonorthogonality of the eigenfunctions of the linear wave dynamics, proved to be more
appropriate mathematical language to study the linear stage of the wave processes in shear flows.

The frequency of considered linear IGW perturbations varies in the interval of

107*¢™! <, <1.7x1072¢™" and includes low-frequency range of AGW. Wavelength lies in the

interval A ~100m +10km , the period — from 5 minutes to - 3 hours. Considering intermediate values of
the IGW wavelengths (k(J1/H, HO 10 km; o[l @, 1107s™") we find that the group and phase

velocities are of the same order V, 'V, [l o HI 1025 x10*m [0 10°m/s. This estimation agrees

with existing observations and they move with velocity (0.1+200) m/s in a random direction along the
horizontal lines, depending on daytime and nighttime conditions. IGW is characterized by an
exponential growth of the amplitude of the perturbed velocity at the vertical propagation in an
environment with exponentially decaying vertical equilibrium density and pressure (Hines, 1960;
Gossard, Hook, 1978). According to observational data, IGW disturbances manifest themselves in a
wide range of heights - from the troposphere to the upper ionosphere heights z < 600 km (Gossard and
Hook, 1975; Francis, 1975; Rishbet and Fukao, 1995; Hecht et al., 2010). At ionospheric altitudes
(above 90 km) the conductive medium strongly impacts on the IGW, causing its remarkable damping
due to local Pedersen currents.

On the basis of analytical solutions of nonlinear dynamical equations it’s shown that the internal-
gravity waves organize themselves (due to the shear flow energy) in the form of stationary solitary
vortex structures. The solution of the nonlinear equations has an exponential asymptotic behavior

~ exp(—K|r|) at |r| — o, 1.e. structures are strongly localized along the plane transverse to the Earth's

surface. Depending on the type of velocity profile of the zonal shear flow (wind) v (z), the generated

nonlinear structures maybe the monopole solitons, cyclone, anticyclone, dipole cyclone-anticyclone
pair, longitudinal vortex streets or transverse vortex chain in the background of non-uniform zonal
wind (see also Aburjania, et al., 2005). The presence of spatially non-uniform winds in the ionosphere
gives IGW the properties of self-organization and self-sustaining in the form of the aforementioned
nonlinear solitary vortex structures of different shapes.

Phase velocity of linear IGW occupies a range: —V, , <V <V, . in an incompressible

atmosphere, where V,,, =2Ho, = 2(gH)1/ 2 This means that if the source (for example, the above

mentioned nonlinear vortex structure) moves along x axes at a velocity greater than V the source

max ?
does not come in resonance with the linear internal gravity waves. Nonlinear vortices, moving faster
than the corresponding linear waves, can retain their nonlinear amplitude as far as they do not lose
energy by radiation of linear waves. It means that these sources can not excite a linear wave due to
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Cherenkov mechanism and can retain its initial energy (Stepanyants and Fabrikant, 1992). Thus, these
vortex structures can be generated, self-sustained and propagated with velocity |U| >V __ along the

horizon in any direction. For the height of the atmosphere H = 4.5 + 6 km, we can estimate the value
of maximal speed of linear IGW - V__ ~440m / sec. Thus, the identified vortex structures are

max

supersonic and do not loose energy by radiation of linear IGW in the velocity |U| <V, ., m/sregion.

It should be noted that the discussed nonlinear two-dimensional vortex structures are very different
from the atmospheric Rossby-type vortices (Larichev and Resnick, 1976; Aburjania, 2006). The main
difference is that the motion velocity of our vortices is completely symmetric, i.e. the structures can
move with velocities greater than the maximum phase velocity of linear waves in any horizontal
direction. While Rossby vortices can move to the west only at the velocities exceeding the maximum
velocity of Rossby waves. In the East such vortices can move with any speed as far as the linear
Rossby waves do not propagate in this direction. In addition, we assumed that the atmospheric-
ionospheric medium is isothermal. In case, when the equilibrium temperature T, of the medium is not

constant, in the expression of maximum velocity of linear IGW V. =2c (y— )2 /y, the termy —1
must be replaced by y—1+H(dT,/dz)/T,. Then, for temperatures, coinciding instability threshold
(ie. dInT,/dz<0) (Stenflo and Stepaniants,1995), and for y=14 we get
Vix < |U| << ¢, # 330 m/s a nonlinear stationary IGW structure can be generated in atmospheric-

ionospheric media .

Nonlinear vortex structures of large amplitude, very similar to those theoretically identified by us,
were found at atmosphere-ionosphere layers with satellite and ground observations and analyzed in the
papers (Bengtsson and Lighthill, 1985; Ramamurthy et al., 1990; Cmyrev et al., 1991; Nezlin, 1994;
Shaefer et al., 1999). The motion of medium particles trapped by vortex structures is characterized by a
non-zero vorticity VxV =0, i.e. particles rotate along the closed trajectories in the nonlinear
structures. Characteristic value of rotational velocity U is of the order or greater than the structure

velocity as a whole U , U_ > U. In this case, the structures trap the medium particles (whose number is

comparable to the number of passing particles) and moving in the environment, transfer these rotating
trapped particles. Therefore, being long-lived entities, IGW vortex structures can play a significant role
in the process of transfer of mass, heat, energy and in the creation of macro turbulent state of
ionosphere (Aburjania et al., 2009). In particular, the vortex structure can play the role of "turbulent
agent" or elements of horizontal macroscopic turbulent exchange processes in general circulation of the
ionosphere. Coefficient of horizontal turbulent eddy exchange can be estimated using the Obukhov-

Richardson formula (Monin and Yaglom, 1967): K, ~10°d** m?/s. So, for the typical size of vortices

d ~10km, we find that K, ~10 m?/s. This estimate (which must be regarded as an upper limit)

shows that the exchange processes between the upper and lower latitudes, the meridional heat transport
from north to south in the ionosphere can have macro-turbulent vortex nature (note that in the
ionosphere, the polar region is warmer than equatorial).

IGW structures are eigen degrees of freedom of the ionospheric resonator. Therefore, influence of
external sources on the ionosphere above or below (magnetic storms, earthquakes, artificial explosions,
etc.) will excite these modes (or intensified) in the first, (Aburjania and Machabeli, 1998). For a certain
type of pulsed energy source the nonlinear solitary vortical structures will be generated (Aburdjania,
1996; Aburdjania, 2006), which is confirmed by experimental observations (Ramamurthy et al., 1990;
Cmyrev et al., 1991; Nezlin, 1994; Shaefer et al., 1999; Sundkvist et al., 2005). Thus, these wave
structures can also be the ionospheric response to natural and artificial activity.
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I'enepauus, UHTEHCHU(PUKALMA U CAMO-OPraHU3alUsl BHYTPEHHH X~
rPaBUTAIMOHHBIX BOJTHOBBIX CTPYKTYP B 3¢MHO# HOHOC(epe ¢
HANPABJICEHHBIM CABUIOBBIM BETPOM

I'. AOypaxanua, X. Yaprazua

Pe3rome

N3ydena renepanusi, MHTEHCHU(UKaLUs W JAajbHEWIIass HEJIMHEHHass JWHAMMKAa BHYTPEHHHX
rpaBuTanoHHBIX BONH (BI'B) B ycroifumBo-cTpaTHGHUIMPOBAHHON TUCCHIIATHBHONH HOHOCHEpe ¢
HEOJHOPOAHBIM 30HAIBHBIM BETPOM (CIBHUTOBBIM TE€UYEHHEM). B CIOBUTOBBIX TEUEHMSAX OIEPATOPHI
JMHEHHBIX 3a/1a4 SBISIOTCS HECAMOCOIPSHKEHHBIMHU, a COOTBETCTBYIOIINE COOCTBEHHBIC (DYHKIIMHA —
HEOPTOTrOHAJIHBIMH, IT03TOMY KAHOHUYECKU-MOAAJIBHBIN MTOAXO0/ MaJIO IPUTOJIEH IPU U3YYEHNUN TaKUX
JBIWKEHNU. boree afekBaTHBIM JUIsl TAKUX 3a/1a4 CTAHOBUTCS HEMOJAJIBHBIN MAaTEMATUYECKUI aHAIIN3.
Ha ocHoBe HEMOAAIBHOIO MaTeMaTHYECKOIO aHaJIM3a IOJIy4YE€Hbl YPaBHEHHs JUHAMMKHU M IIEpEHOCa
sHeprun BI'B Bo3mymieHuit B moHocepe co COBUIOBBIM TedeHHEM. BwiBoauTcs HE0OXoaMMOe
yCIIOBHE KPUTEpPHUH HEYCTOMYMBOCTHM CABHMIOBOTO TedeHHs B MoHochepHOoil cpene. HaiineHo TouHoe
AQHAJIMTUYECKOE PEIICHHE KaK JIMHEHHBIX, TaK W HEJIWHEHWHBIX JUHAMWUYECKHX YPaBHEHUU
paccmaTpuBaeMbIX 3anad. HaliileH MHKpeMeHT caBUroBod HeyctounBoctd BI'B. BbiaBieno, urto
BpeMeHHOe ycwieHne BI'B Bo3mylieHHII TpOMCXOMUT HE SKCHOHEHIMAIBHO, a alreOpanyecKum —
cTerneHHbIM 00pa3oM. YacToTa U BOJIHOBOM BeKTOp reHepupyeMbix BI'B mon sBisitorcss GyHKIMSIMU
BpeMeHHM. Tak 4yTo, B MOHOC(Epe CO CIBUIOBbIM TEYEHHEM, BOJHOBBIE BO3MYILIEHHUS C IIHPOKUM
CIEKTPOM TOPOXKIAIOTCS € JIMHEHHBIM 3¢ (EeKTOM Aa)ke TOrAa, KOrAa OTCYTCTBYIOT HEJIMHEHHbIE U
TypOynenTtHeie d3pdexTsl. [IpoananusupoBana 3pPeKTHBHOCTD JIMHEHHOTO MexaHu3Ma ycuinenus BI'B
IPU UX B3aUMOACHUCTBUM C HEOJHOPOIHBIM 30HAJIbHBIM BeTpoM. Ilokazano, uro BI'B sddextusHO
YEpHarT 3SHEPrUI0 CIABUTOBOIO TEUYEHUS B JIMHEHHOM CTaauy DHBOJIIOIUU M CYLIECTBEHHO
YBEJIMYMBAIOT (Ha MOPSIOK) CBOIO SHEPruio M amIuutyny. C yBeIMUeHHEM aMIUIMTY]Ibl BKIIOYAeTCs
HEJIMHEHHBI MEXaHW3M CaMOJOKaIM3allMHd, W IPOLECC 3aKAHYMBACTCS  CaM-OpraHU3alueu
HEJIMHENHBIX, CUJIBHO JIOKanu30BaHHBIX BI'B Buxpebix cTpykryp. Tem camum nosiBiaseTcst HOBas
CTeNEeHb CBOOOJBI CUCTEMBI M IYTh 3BOJIIOIMH BO3MYILEHUN B Cpelde CO CABUIOBBIM TeueHueMm. B
3aBHCUMOCTH OT BUJa MPOoQMIs CKOPOCTU CABUIOBOTO TeueHMs HenuHeitHsle BI'B cTpykTypsl MoryT

92



OBITh WM YUCTO MOHOIOJIbHBIM BUXPEM, WM BUXPEBOI JOPOKKOM, MIIM BUXPEBOM 1IEMOYKOM Ha (oHe
HEOJHOPOJHOTO 30HANBHOIO BeTpa. Hakoruienume Takux BHXped B HOHOC(hEpHOHl cpele MOXKeT
CO3/71aBaTh CHIBHOTYPOYJICHTHOE COCTOSIHUE.
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Abstract

Quasi-viscous interaction between the solar wind plasma and the geomagnetic field
regularly takes place at the boundary of the magnetosphere. Like the effect of reconnection of
force lines of the Earth magnetic field and the interplanetary magnetic field (IMF) transported by
the solar wind the intensity of the quasi-viscous interaction depends on the magnetic viscosity of
the plasma. Anomalous increase of the value of this parameter in the MHD boundary layer of the
Earth, the magnetopause is analogized with which, is connected with the variation of the solar
wind perturbation. In such circumstances for presenting the development process of the
magnetopause dynamics the numerical and analytical methods of mathematical modeling have
been used. Their effectiveness depends on the quality of the model describing the energy
transmission process from the solar wind to the magnetopause. Usually, adequacy of a model for
the development dynamics of the phenomena inside the magnetosphere is assessed in this way. In
this work one of such theoretical models is considered. This model is based on the Zhigulev
“magnetic” equation of the MHD boundary layer, which is simplified by means of the Parker
velocities kinematic model. In order to clearly show the physical mechanisms stipulating the
energy transmission process from the magnetosphere boundary to its inner structures some new
characteristics of the MHD boundary layers are presented: thicknesses of magnetic field induction
and the energy driven into the magnetopause. Besides, in the magnetic field induction equation
several models of impulsive time variation of the magnetic viscosity of the solar wind is used and
by means of the sequent approximation method an analytical image of quasi-stationary variation
of the magnetopause parameters correspondent to these models is presented.

1. Introduction

At the boundary of the Earth magnetosphere there is a distinguished structure called
magnetopause — an area where the solar wind plasma screens the geomagnetic field. According to
the physical properties the magnetopause may be analogized with the magnetohydrodynamic
(MHD) boundary layer that is usually created during overflow of a solid surface magnetized by
fluid or gas characterized with finite electric conductivity [1]. Similarity between the magnetized
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surface and the magnetosphere boundary is especially obvious at the boundary of the dayside of
the magnetosphere. In its central area the flow of the solar wind plasma ramifies and a focal area is
formed. Generally, the image of the overflow of the magnetosphere is spatial and asymmetric.
According to various theoretical models the asymmetric character of the overflow of the
magnetosphere is caused by the MHD nature of the flow of the solar wind plasma [2-4].
Experimentally this theoretical result is more or less proved by the work [5], and more completely-
by results of computer simulations carried out recently [6].

Usually, energy dissipation always takes place in any type boundary layer (dynamic,
temperature, magnetic). Therefore, during overflow of a solid surface stipulated by fluid or gas
some part of the thermal flux formed by the dissipation in the boundary layer will penetrate into
the overflowing body. It is natural that such an effect occurs during MHD overflow as well.
Though, due to the specific nature of the overflow of the magnetosphere, thermal flux is
substantially impossible on the magnetopause due to extremely low density of the solar wind. At
the same time temperature change in the components of this extremely low density plasma is quite
presumable. Change of the size as well as the direction of the induction flow of the magnetic field
is also possible. The result of the former may appear in development of anomalous electric
resistance effect in the plasma characterized with very high electric conductivity before interaction
with the magnetosphere. This, in its turn, will intensify dissipation processes in the magnetopause.
Both effects are connected with deceleration of the solar wind near the magnetosphere boundary.
Invasion of additional flow of the magnetic field from the magnetopause into the magnetosphere is
especially seen during sharp change in the distribution of the geomagnetic field induction in the
MHD boundary layer. In such a case a change in the energy balance inside the magnetosphere is
especially felt and it is linked with the reconnection of the force lines of the interplanetary
magnetic field and the geomagnetic field [7]. Consequent to this process the corpuscular flow
caused by erosion of the magnetosphere boundary will be distributed into different structures of
the magnetosphere causing intensification of the radiation belts of the Earth.

Thus, analogizing the magnetopause with the magnetic boundary layer of the Earth is
approved by physical similarity between the solid magnetized surface and the magnetosphere
boundary. Such a view is especially suitable for analysis of the mechanisms directing the energy
transition from the solar wind to the magnetosphere. However, for reliability of its qualitative
physical image to strengthen it by quantitative assessments is very important. In its turn, it requires
mathematically correct modeling of MHD effects developed in the magnetosheath (transitional
area) before the magnetosphere and in its boundary. For the case of the magnetopause the basis for
such modeling is the so called Zhigulev equation system of the plane magnetic boundary layer that
corresponds to the main sections of the magnetosphere. In particular, the Zhigulev first category
boundary layer corresponds to the meridional section of the magnetosphere that is directed along
the central boundary force line of the geomagnetic field, and the second category magnetic
boundary layer corresponds to the perpendicular equatorial section of the magnetosphere. The
difference between the MHD equation systems that correspond to these layers is caused by the
direction to each other of the components of the magnetic and velocity fields [1,3]. The reason for
this difference is the flat characteristic of the equation system of the boundary layer and has no
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substantial meaning from the viewpoint of similarity of the physical processes taking place in the
magnetopause.

Like any equations of the boundary layer, it is possible to solve the equations of the MHD
boundary layer by numerical as well as analytical methods. At the same time, it is to be taken into
account that to receive a precise analytical solution, except in the cases that are very simple and
less interesting in the physical viewpoint, is almost impossible. This is connected with the problem
of self-consistency of the magnetic and velocity fields that is a huge problem for tasks of MHD
overflow. Therefore, the hydrodynamic image of the solar wind flow is primarily determined by
means of any kinematical model. Generally, the purpose of the mathematical modeling of the
boundary layer is to determine its parameters by means of the characteristics of the overflowed
surface and the overflowing environment. The most important among these parameters are the
thickness of the boundary layer and the image of latitudinal and longitudinal varieties forming the
boundary layer. In the case of the magnetic boundary layer of the Earth such a characteristics is the
distribution of the geomagnetic field over the magnetopause [3]. This parameter, like the thickness
of the magnetopause, is especially variable due to regular changes in the velocity and density of
the solar wind plasma and the frozen interplanetary magnetic field transported by the plasma. As
the gas-dynamic pressure of the solar wind depends on its perturbation value its change is
especially well manifested in the distance from the Earth to the critical point Ry of the
magnetosphere. As far as this linear parameter is changing the thickness of the magnetopause must
be changing as well. Nevertheless, in some cases this effect might be leveled by the change in the
electric conductivity of the solar wind. It means that the thickness of the magnetopause might not
always be in correlation with the Rg parameter. The image of variation of the latter is especially
made obvious by the numerical model [8], the theoretical basis of which is described in the work
[9]. However, this model, like other theoretical models, is not able to clearly determine the
thickness of the magnetopause. The main reason for such a circumstance is gaps of the theoretical
models and limited capacity of the analytical methods for solving the MHD equation systems. In
this viewpoint the numerical methods have certain advantage, though they have quite significant
disadvantage as they provide only retrospective analysis. Therefore, in case of the changes of the
parameters of the solar wind it is impossible to forecast the nature of changes in the magnetopause
parameters. In this respect we assume that the so called Schwec successive approximation method
is more effective compared to other methods [10]. It enables to receive an image of the thickness
of meridional and equatorial magnetopause and the magnetic field distribution in it in a clear
analytical form [3,11,12]. In these works, for simplification of the Zhigulev equation system of the
first and second category MHD boundary layer, the so called wedge-like model of magnetosphere
and the Parker kinematic model were used. These models primarily determined the field of the
velocities of the plasma near the critical point of the magnetosphere [ 13]. It is noteworthy that the
Parker model and also its generalization in three-dimensional event have been very popular for
modeling the annihilation process of the geomagnetic field at the dayside boundary of the
magnetosphere [14].

Thus, the central area of the magnetopause at the dayside of the magnetosphere represents
a main energy channel, by means of which the structures inside the magnetosphere are supplied
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with corpuscular flow from the solar wind. This process also involves gigantic funnel-shaped
structures, polar cusps. By means of them the particles of the solar wind easily reach to the polar
ionosphere. However, here the bulk of these particles are lost. Consequently, polar lights and
aurora are observed. Only a few protons and electrons of the solar wind reach the magnetosphere
structures from the solar wind. We may suppose that a structure similar to the MHD boundary
layer may be formed also at the boundary of the polar cusp, in which formation of global
geomagnetic storms is most probable due to the nature of the plasma flow. Therefore, the laminar
approximation and consequently the use of equations of the MHD boundary layer are quite
uncertain here.

2. The basic principles and initial equation

As we mentioned above, with its abilities the Parker kinematic model is quite effective as it
enables to determine the velocity field of the ideal flow of the incompressible plasma near the
critical point of the overflowing body. This very model has enabled to determine the parameters of
the quasi-stationary meridional magnetopause [3,11,12]. As the velocity field was stationary the
time dependence value has entered the induction equation of this magnetic field by means of
different models of impulsive time variation in the electric conductivity of the solar wind.
Furthermore, by the Shwec successive approximation method the parameters of the MHD
boundary layer were determined in the same way: thickness and distribution of magnetic and
electric fields over the magnetopause, and the velocity of the electromagnetic drift. However, these
works do not involve any survey of the problem of the energy balance between the magnetopause
and the dayside of the magnetosphere, modeling of which is the purpose of our work. For this
reason qualitative admission was made, according to which during the changes of the parameters
of the solar wind the magnetopause and the focal part of the dayside of the magnetosphere are
considered as a closed system. It means that within some limits in this area the law of constancy of
energy is quite admissible. It is natural that such an admission is quite inaccurate approximation
compared to the real circumstances. At the same time, as it will be seen, it has adequate results
with regard to the experimental data.

Thus, we may admit that in the focal area of the magnetosphere the sum of the energy
accumulated in the MHD boundary layer of the Earth and the energy of the surface
magnetospheric global DCF-current is unchanged during the perturbation of the solar wind. It is
supposed, that the components of the summarized energy are the energies of the magnetic flow and
the magnetic field and the energy of the corpuscular flow penetrated into the magnetosphere. It is
clear, that in spite of the perturbation value of the solar wind some partial changes in the full
energy will always take place. It means that the intensity of the DCF-current may change at the
expense of the variation in the distribution of the magnetic field over the magnetopause. However,
increase of the DCF-current certainly causes intensification of the processes inside the
magnetosphere.

Such an image enables to use physical analogy at the hydrodynamic boundary layer, inside
of which for assessment of the energy changes there are two effective parameters: the thickness of
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the boundary layer and the thickness of loss of the mechanical impulse. For the MHD boundary
layer, as the analogy of these parameters, two characteristics were used: 1) &, - the thickness of

displacement of magnetic field induction; 2) &y - the thickness of magnetic energy displacement

[3]. According to the explanation the thickness of displacement of magnetic field induction shows
the thickness of the induction flow loss by means of comparing the distribution of the magnetic
field to the corresponding distribution of the ideal profile in the latitudinal section of the
magnetopause. In addition, the thickness of the energy loss of the magnetic field shows the
thickness of the lost energy layer by comparing it to the ideal distribution. Generally, these
parameters are defined by the following expressions:

6, = [ (1- Z)ar, (1)
G, = [0 (1= :-f-l dx, 2)

where the X -coordinate from the critical point of the magnetosphere is directed to the sun, and the
magnetic field induction—H, the characteristic value of which is
Hg, is directed alongside the extreme force line of the geomagnetic field. The upper boundary of

integration may be replaced by the finite thickness of the MHD boundary layer only in case when
this parameter is defined in analytically clear form. Such a possibility is given by the Schwec
successive approximation method. In the approximation of the wedge-like model of the
magnetosphere the above mentioned parameters were determined for the first time by this method
and this have been the only attempt to use them so far. However, in the previous results the
impulsive time variation of either the electric resistance of the solar wind plasma, or the parameter
depended on it - the magnetic viscosity were not considered. The further obtained experimental
data proved the possibility of anomalous increase of the electric resistance of the solar wind that
has been used in modern computer experiments [6]. Therefore, it is obvious that qualitative and
quantitative corrections of the data works [11,15,16] carried out earlier are necessary.

MHD equations involve magnetic viscosity 4,, as a coefficient that is defined by & specific

electric conductivity (C is light speed):

A m 3)

' L i1

Let us use the following expressions for modeling of the impulsive time variation of this parameter
during perturbation of the solar wind:

t t

1) Ay = Aom[l+ Bsin(t/ 74)]; 2) Ay =Agme A =Aom(1—€ ), (4)
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where A, is the value characterizing the magnetic viscosity, 7, - the time characterizing the
impulsive variation of the magnetic viscosity, £ - the coefficient of the impulsive strengthening. It

is obvious that the first model corresponds to the periodic perturbation of magnetic viscosity, and
the rest of the models are physically similar and show the change of the electric conductivity of the
plasma from the finite to the ideal and vice versa.

Let us not take into account the curvilinearity of the extreme force line of the geomagnetic
field on the dayside and direct the y axis from the critical point of the magnetosphere to the
periphery. In case of such admission for determining topologic image of nonstationary distribution
of the magnetic field in the Zhigulev first category plane boundary layer we may use a single-
component equation of magnetic induction

0’H
N, O
ot OX oy Y oy 0°X

)

According to the Shwec successive approximation analytical method suppose that the value of
the Earth’s dipole magnetic field in the lower boundary of the magnetopause is constant and
gradually decreases in latitudinal direction of the o, thickness of the magnetic boundary layer.
Thus, we have the following boundary conditions for the (5) equation
H,=H,, when x=0; H, =0, when x=4,. (6)
Near the critical point of the magnetosphere the velocity field of the noncompressible plasma is
determined by the Parker kinematic model [13]
U=-ax, V=ay, (7)
where o is the reverse value of the time characteristic for the overflow of the magnetosphere day
side. Thus, by means of (6) and (7), e.g. in case of the (4.1) model, we will have the equation
oH oH 0°H

8ty —ax axy —aH, = A [1+ Bsin(at 1 7,)] axzy' (8)
In the (6) boundary conditions, for solving the (8) equation, also the corresponding equations of
the (4.2) and (4.3) models and for gaining information on the determination scheme of the
magnetopause thickness we may refer to the works [3,11,12]. Therefore, it is quite sufficient to
present quasi-stationary expressions of the distribution of the magnetic field over the meridional
magnetopause and the boundary layer thickness (" means the time derivative)

@) A, =Agnll+ fsin(at/ 7,)]

H [IRVE] ' 3 2
—y:(l—% j+/10;q[1+ﬂsin(7zt/r0)]_]xﬁa*' X _ Xj+0{ X —X—+5HXH, (9)

H, . 5.6 6 36, 2 6

; 2 12
Op = (6/10'“) l:l+2a—€2[sin(7ziJ—Lco{ﬁi}tie(_m)ﬂ : (10)
a o’ +7/1] 7, ) ar, 7, ) ar,

t
(4.2) Ay =Agme ™
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Dy X + A, e" 5—“2)(——5” X |+a] = —X—+5—HX (11
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4 ¢ 12
S, =(6lomal)l/2[e‘“+(le [e b e“‘}] , (12)
ar,

t

(43) Ay =Agn(1-€ ™)

-1
H _t 13 y 3 2
=X e dme | | (X Oy (XX Oy (13)
H, oy 6,76 6 360, 2 6

4 ‘ 1/2
S, (6,10ma1)1/{(1—e‘“)+[1—L] [e b —e“tﬂ . (14)
ar,

3.Physical analysis

By means of the (9)-(14) expressions it is possible to use the (1) and (2) expressions and
determine their corresponding parameters by the magnetopause thickness. The results obtained
before did not take into account the perturbation nature of the solar wind, possibility of which is
given by the variation of the boundary conditions. By this way the qualitative analysis becomes
easier, purpose of which is to show the so called North-South of the interplanetary magnetic field
(IMF), as we have marked the 5, component, the variation of the value and direction in case of the

(6) conditions changes in the image of the magnetic field distribution over the magnetopause. Such
an analysis is interesting for qualitative consideration of a dynamical image of strong geomagnetic
perturbations. It is known that when B is directed in the anti-parallel direction (i.e. to the South)

of the geomagnetic field the reconnection of the force lines of the IMF and the geomagnetic field
boundary may occur. Consequently, it will be followed by erosion of the magnetosphere boundary.
In the opposite case, when B is directed to the North, the magnetosphere boundary is especially

resistant to the invasion of the solar wind particles. Taking into account the first event of the B
effect in the (6) boundary conditions leads to the following qualitative result: when B is directed

to the North, addition of its value must not cause any change of the geomagnetic field profile
screened on the magnetopause. However, when B is directed to the South, probably, the profile

will qualitatively change and will resemble the profile characteristic for the Quetta MHD flow

[17]. R
X A 4
g, »0 B, <0 »
L "\ <
S, ”
"\
.
—> y - —> . >
a) Hy+By>0 by He=5; c) Iz

Figure 1. a) and b) The qualitative image of the geomagnetic magnetic field induction
distribution over the magnetopause; c) distribution of the generated electric current for
the b) case.



The above mentioned is illustrated by Figures la and 1b, which show corresponding
profiles of varieties of 5.. The most interesting is fig. lc. It clearly shows that the electric current

generated in the magnetopause must be a partial component of the surface magnetospheric DCF-
current.

The Figure 1c shows the profile of the inducted current that corresponds to the 1b event.
Seemingly, like the magnetic field induction, in this case the direction of the electric current
generated in the magnetopause is inverted as well. Similar behaviour must be characteristic for the
corresponding component of the electric field intensity. It is obvious that formaly the electric
current generated in the magnetopause is a partial component of the surface magnetospheric DCF-
current. Therefore, this event is especially interesting in the viewpoint of analysis of the
geomagnetic effects caused by the DCF- current intensity varieties.

Thus, the Fig.la corresponds to the event when the IMF has a quite strong northern
constituent. According to strong magnetospheric perturbation, e.g. the dynamics of the global
geomagnetic storm development, this event is one of the reasons for the increase in the surface
DCF- current intensity. The indicator is intensification of the screening effect in the
magnetosphere boundary. Indeed, as in the B_:= 0 event the electric current generated in the

magnetopause is parallel to the DCF-current it causes intensification in the latter. Though,
meanwhile the change of the Ry parameter may not be conspicuous. However, if the velocity and

density of the solar wind increase violently, i.e. the gasodynamic pressure of the plasma increases
and the magnetosphere boundary comes close to the Earth, it refers to a positive jump of the
geomagnetic field. Usually it means that the initial phase of sudden commencement geomagnetic
storm (SSC) is being formed. When B, =@ an opposite event, i.e. the geomagnetic field

depression takes place. This event corresponds to the main phase of the geomagnetic storms. Its
development is caused by the erosion of the magnetosphere boundary due to the reconnection of
the force lines of the IMF and the geomagnetic field. On the other hand, it means that the effect
screening the DCF- current that connects the plasma particles is weakened, due to which the
intensity of the DR- the circular current inside the magnetosphere is increased [2,7]. Such a
situation must be expressed by the figure 1c, according to which when there are anti-parallel and
spatially distant from each other currents on the magnetopause their interaction is quite possible. It
is natural that a summarized effect in the form of the global DCF- current takes place on the
surface of the magnetosphere. However, due to the superposition of the partial currents which
have opposite directions their contribution in the DCF- current decreases. In such a case the
magnetosphere boundary moves again away from the Earth, and in the magnetosphere an injection
of the additional corpuscular flow and magnetic field flux will take place. We may imagine the
latter as the part of the geomagnetic field flux driven to the magnetopause, which appeared in the
erosive area of the magnetosphere boundary. It is noteworthy that suggested by us the qualitative
scheme of the development of the global geomagnetic storm with sudden commencement (SSC) is
in principal accordance to the up-to-date global numerical model of the interaction of the
magnetosphere and the solar wind [18]. This work, besides the complete simulation, considers the
results of virtually strong geomagnetic storms in order to imagine the whole section dynamics of
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the magnetosphere. In particular, the records of the geostationary satellite GEOS and the records of
the geomagnetic field on the Earth are compared to each other. Their analyses proved complete
synchronism of the effects developed in the magnetosphere and on the Earth surface. The global
geomagnetic storms, besides the variation in the intensity of the geomagnetic field, are followed by
other effects as well. Among them is the increase of electron concentration in the ionosphere, the
main radiation belt of the Earth. In its upper F- layer this event is especially felt. This effect is
especially promptly observed in the main phase of the geomagnetic storm in the polar and high-
latitude ionosphere. Therefore, it was considered that the ionosphere was mainly supplied with the
energy from the polar cusp. However, according to [19] in the lower D-layer of the ionosphere, in
low and middle latitudes, during day time, increase of electron concentration and intensification of
very low frequency electromagnetic radiation are observed. As this effect occurs with certain time
delay the author of the work [19] supposes that the energy electrons are distributed from high
latitudes to the low ones. However, the force lines of the geomagnetic field corresponding to the
low latitudes form a boundary of the plasmasphere, the main plasma reservoir of the almost
entirely closed magnetosphere. Consequently, on the dayside this ellipsoid-shape structure that
represents the spatial projection of the central area of the magnetopause must be supplied with
energy mainly from the focal area of the magnetosphere. Indeed, high energy electrons,
concentration of which is always insignificant in unperturbed solar wind, may appear in the low
latitudes as a result of reconnection of the force lines of the IMF and the geomagnetic field.
Acceleration of the electrons that have penetrated into the magnetosphere from the erosive area of
the magnetosphere boundary is caused by a vast electric field, the direction of which is anti-
parallel to the electric field of the DCF- current in the focal area. It is natural that these fields
influence on each other. In particular, according to the figure 1c the intensity of the surface
magnetospheric electric field must decrease due to the weakening of the summarized field
generated in the magnetopause. Consequently, the value of the electric field inside magnetosphere
must increase that is equal to activation of acceleration mechanism in low energy electrons.
However, it must be emphasized that such a scheme of development of the above described events
is appropriate only for the dayside of the magnetosphere. However, there are up-to-date data that
prove that concentration increase of the energy electrons in the low latitude ionosphere is also
possible in the nightside of the plasmasphere [20]. By this time, intensification of the VLF
electromagnetic radiation and short-time geomagnetic pulsation generation are observed here. This
work involves a detailed morphological analysis of a similar event on the example of one concrete
case. According to the conclusion, such events are connected not with the development of global
geomagnetic storms but with the generation of sufficiently strong magnetic substorms in the polar
area.

4.Results of numerical analysis

According to the specification of the Parker kinematic model in the stationary event the
thickness of the magnetic boundary layer, as it is obvious in the corresponding analytical
expressions, is constant. As the time correlation has entered the task from the magnetic viscosity
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coefficient, and the equation (5) has no starting condition all its solutions (9)-(16) are quasi-
stationary [16]. The admission that the thickness of the magnetic boundary layer does not vary
alongside the magnetosphere boundary is quite inaccurate and it is natural that it decreases the
value of the results. Though this defect is rather quantitative than qualitative. Consequently, the
above mentioned must have no substantial influence on the vast MHD image of the magnetopause.
In order to corroborate this fact we carried out analysis of the (9)-(14) expressions. For quantitative
and qualitative assessments we used the following parameters characterizing the magnetosphere

overflow: Ay, =10%cm’s”, =107, 7, =500s and o = % =0.01 s . According to the model the
0

last parameter is determined by the velocity characterizing the solar wind in the focal area of the
magnetosphere and the linear scale of this structure: V, =2-10"cm.s™ ,l, =2-10°cm [16]. In the
first model, as sin(zt/7,) the function argument varies in the interval /0-7/, increase in the

magnetic viscosity is possible by two rates. Such increase is natural for perturbated solar wind in
case when all the conditions for development of anomalous electric resistance in the space plasma
are fulfilled. In such a case generation of either global geomagnetic storms or high latitudinal
magnetospheric substorms becomes especially probable [19]. The perturbation of the second type
in the magnetosphere is usually much briefer compared to the first one. Therefore, in the fig. 2 the
minimal time for development of a storm is used as a characteristic of impulsive time variation of
the magnetic viscosity.

X.cm

25000000
20000000
15000000 -
10000000 ~+ _ .

a) 4 = A, [+ Bsin(zt/z,)]

S0000000

X, €M

35000000 -
30000000
25000000
20000000
15000000 - .
10000000 - b) ﬂ’m = ﬂ’Ome "
5000000 -

Q

82

28

55
109
136
163
190
217
244
271
298
325
352
379
406
433
460
437



X, CIL
50000000 I

45000000 -

40000000 -
t

©) A, =4, (1-e ™)

35000000 -
30000000

25000000 -
20000000 -
15000000 -
10000000 -

5000000

0

t,s

27

53

79
105
131
157
183
209
235
261
287
313
339
365
391
417
443
469
495

Figure 2. a),b) and ¢)- quantity change of characteristic
magnetopause parameters 8y, &y,5,

5.Conclusion

Interpretation of experimental data correctly is an actual problem of the magnetosphere
physics. Modeling of MHD interaction effects of the solar wind and the geomagnetic field in the
magnetopause is particularly connected with this problem. Mathematically, this task, is especially
complex, though in the boundary layer approximation it is quite simplified. For this purpose, this
work involves a theoretical model that enables to receive a clear vast MHD image of dynamic
variation of the magnetopause parameters. In particular, it is possible to adequately express the
physical mechanisms for energy transmission from the dayside boundary of the magnetosphere to
its inner structures during the perturbation of the solar wind. The fig. 2 shows the behaviour of the
thicknesses of the magnetopause, the magnetic field induction displacement and the magnetic field
energy loss within the frameworks of each model of the impulsive time variation of the magnetic
viscosity of the solar wind plasma. In all the three cases synchronous time variation of the
magnetopause thickness and the (1) and (2) parameters was observed. The quantitative dissipation
effect of the surface DCF-current during the screening process of the geomagnetic field in the
magnetopause was clearly seen that may be considered as the main indicator for the physical value
of the magnetopause model presented by us.

This project was carried out by grant ( contract Ne 12/70 ) obtained through Shota Rustaveli National

Science Foundation.
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MarHuTHbIN NOTPAHUYHBIN CJI0H 3eMJIH, KaK KaHAJI
CHa0KeHHMsl JHeprueil MNPoOLECCOB BHYTPHU MArHUTOCGepHI

M.C. Uxurynnaze, H.W. Konxoaanze
Pe3rome

Ha rpanuiie Maraurocqepbl NPOUCXOIUT IEPMAHCHTHOE KBAa3UBSI3KOE B3aUMOJICHCTBHUE MEXIY
IUIa3MOH COJTHEYHOTO BETPa U reOMarHUTHBIM nosieM. [1on06H0 addexTy nepecoetMHeHUs CHIOBBIX THHUN
BMOPOKEHHOTO B COJIHCYHBIH BETEpP MEKIUIAHETHOTO ¥ 3€MHOIO MArHHTHBIX IOJICH, MHTEHCHBHOCTD
KBa3HUBA3KOI'O BSaHMOﬂeﬁCTBHH 3aBUCAT OT MATrHUTHOM BS3KOCTHM IUIa3Mbl. AHOMAJIbHOE BO3paCTaHUC
BEJIMYMHBI dTOro mapamerpa B MIJl morpaHudHoM ciioe 3eMIIM, C KOTOPBIM OTOXKACCTBISCTCS
MarauTonaysa, 3aBUCUT OT YPOBHA BO3MYIICHUA COJIHCUHOI'O BETpaA. I/ICXOI[SI n3 HeO6XOI[I/IMOCTI/I SIBHOT'O
NpeACTaBlIeHUs  JUHAMUYSCKUX W3MEHEHMH KPYNHOMACIITAOHOM KapTUHBI MAarHUTONAY3bl, 10
HACTOSIIEr0 BPEMEHHU HCIIOIb3YIOTCS Pa3INYHbIC YHCICHHBIC H aHATUTHIECKAE METO/BI MaTEMAaTHIECKOTO
MozenupoBaHusa. D(P(EKeTHBHOCTh 3THX METOJOB 3aBUCHT OT TOTO, KaK YZAadHO OIMCHIBAET MOZEIh
mepefadyy SHEPrHM COJTHEYHOro BeTpa MarHurocdepe. OOBIYHO, TaKMM OOpasoM JaeTcs OleHKa
a/IeKBATHOCTH MOJEJH OTHOCHTENBHO IIPOLEcca PasBUTHS Pa3IMYHBIX MarHUTOC(EpHHIX sBICHHIL. B
JaHHOH paboTe paccMaTpPHUBAeTCs OJHA M3 TAaKHX TEOPETHYECKUX MOJETedl MarHWUTONAay3bl, OCHOBOI
KOTOpOW SIBISIETCS «MarHuTHoe» ypaBHenue MIJl morpanumuHoro cios JKurysesa, yHpoOIIEGHHOE IIpU
HOMOIIM KMHEMaTH4eckoil moneny Ilapkepa mis CKOpOCTH miasMbl. JlIsl MpeCcTaBIeHUs B SIBHOM BHJC
(1)I/I3I/I'-IeCKI/IX MCXaHHU3MOB, HAIIPaBJIAIOMIUX NPOLECC Mepeaadr 3HEPTrun OT I'paHUIBI MaI‘HI/ITOC(i)epI)I K €€
BHYTPCHHUM CTPYKTypaM, BBOISATCS JOIOJHHUTEIbHbIC —XapakTepucTukun MIJ] HOrpaHHYHOrO CIOs:
TOJIIMHBI BBITCCHEHWS MHIYKIMU W SHEPIMH MAarHUTHOTO IIOJNIS HAa Marauromayse. Ilpum stom B
«MarHUTHOM» ypaBHEHUH JKuryneBa HCHONB3YIOTCS Pa3iIM4HBIC MOJEIH HMILYJBCHOIO M3MEHEHUS BO
BPEMCHH MarHUTHON BSI3KOCTH COJHEYHOTO BeTpa. B pesylsibraTe mpy MOMOLIM METOJA IOCIIe0BATEIbHBIX
HpH6JIH)KeHHﬁ ornpeacicHa COOTBETCTBYIOIIAd O3THUM MOJACIAM KBasUCTAallMOHApHasd aHAJIMTHUYCCKAA
KapTHHA U3MCHCHUS IaPaMETPOB MAarHUTOIIAY3bI.

gesdofol 35360 9M0 Lobabmg®m ¢gbs, MHmama3
BosdoboGmbggagemo 30m3glgdol gbg@ymdmds®sggdols
S bo

do@0bs hbo@obody, bobm gmbgmensdy

A9boydy
335b0oesbBo  9OmogamJdggds dbol  Jodol 3eobdsls s ggmdsabody®  ggeols
do@ol  396HdobgbB o  J0dobsmgmol dsaboBmbygg@ml Lobmgs@bg. dbols Jodols dog®
AOSbLIMAOF0M oo Lod@sbg@omsdm@olic dogbodydo gganols s wgesdofols dspbo@ydo
3900l doenFodgdols goog@mgdols g3gJdol bgogbow, ggobodasbBo goHmogHmJdgogdols

107



063 gblogmds ©sdMogdymos Jesbdol Joabo@u@ Lodsb@gbg. o3 3oMdgB@ols Lowowols
obmdogyy®o  bOws  aesdofol 3  Lobobwgdem  ggbsdo, @MIganmsbsi  go0g059d a0
do260BM3o9bs, ©s353dodmgdgemos d3bols Jodol dgdgmmgdol wmbol geoggdolinsbh. sbigm
30005096530 dogboBm3sygbols wobsdogy@o by®dsmol yobgomo®gdols 3GmE Lol bowo Labom
Jomdmeagbols  syEomgdembosb  godmdwoboty, osdwg 2°dm094gbgds  Jomgds@ogy®o
JmEgmo®gool Gmama 3 Gogbgomo, sbggg obosgoby®o dgmmegdo.  domo  989]B O™
©5dM 0O JOYE 0> 03>by, 0y OO NARE demgeno dbols Jodosb
doab0BmbggOmbomngol  gbg@aool  gosigdol  3GmiEgbl.  hggyergddog, obg  Robpgds
Jogmol 5093350 YOMds  Dos  dogboRmbgg@ygmo  dmgamgbgdol  aobgomo@mgdols
©065d0golmsb.  dmigdye  boI@mIdo  pobbognyganos  dopbo@m3sybol  gBm-gomo  sSbigmo
ngm@oygmo  dopgao,  Gmdgaoi  bagydggerl  Fo@dmopagbl  3o@gg@ols  Lobds@gms
30693530390  dmegaol  Lodgomgdomn  asdsM@0g9dgeo  goageggol  d3  Lobsbpg®m
39bols 730260 M0”  gobGmagds.  dsaboBmbggaml  Lobmgdowsh  dobo  dogws
LAOYJAatgoobsmgols  gbgdgool  aoesi3gdol  3GmEgbol  Fo®@ddsdmggero  gobogydo
d9J560bdols 3bose  [omdmbgbols dJobbom dgdm@obogros 3@ Lobobwgdhm ggbol sbhogro
dobolbosmgdemgdo:  dogbo@m3oyboby  dopbodydo  ggeol  obpydaoolbs  ©s  9bgdao0ls
2odmEggbols  Lolgggdo.  odobmsb,  dogbodydo  ggemols  0bpydiool  gobBmengdsdo
2odmygbgdygmos dbol  Jodols dopbo@dydo Lodasb@oll @@mTo 0d3ygmlbyg@o  3geoegdols
53096039 Jmegeno ©s dodEggamdomo dosbamgdol dgmmeols sbds®gdom dowgdyeos oI
Jopgangdols  Yglbsdsdolbo  dogbo@mdoygbols 355393 gdols 335bolBsiEombomyeo
(g0 gdols sbsgobydo Lydomo.

108



Journal of the Georgian Geophysical Society,
Issue (B), Physics of Atmosphere, Ocean, and Space Plasma, v.15, 2011-2012, pp. 109-119

On the question of investigation of variations of the solar constant
during the period of the severe geomagnetic storms

'Chkhetia A.M., *Gigolashvili M.S., 'Ebralidze M.O.

'M. Nodia Institute of Geophysics at I. Javakhishvili Tbilisi State University, M. Alexidze 1,
Thilisi 0193, Georgia

’Georgian E.Kharadze Astrophysical Observatory at I. Chavchavadze State University, A. Kazbegi
Ave 2a, Thilisi 0160, Georgia.

Abstract

Still actinometrical observations in the interplanetary space, scientific workers of the
Smithsonian Astrophysical Institute (USA), under his guidance of C. Abbott, obtained conclusion
during the period of the severe geomagnetic storms, solar constant, as a rule, is anomalously
decreased. This phenomenon is explained by Abbott like this — due to strong solar flare in solar-
terrestrial interplanetary space. corpuscular cloud is ejected from the Sun. Corpuscular clouds
condition Raleigh scattering of photon emission of the Sun and correspondingly, decrease of solar
constant.

Comparison of variations of solar constant and intensity of the geomagnetic field in the period of
large and very large magnetic storm (ADst <— 150 nT) demonstrated that all considered cases can be
divided into five types, according to the character of solar constant variation. From above stated
experimental data follows undoubtedly that the result of Abbot’s scientific school (“in the day of very large
magnetic storm solar constant value, as a rule, is anomalously decreased”) should be corrected so:
correlation between variations of solar constant and magnetic storm is not simple.

Comparison of variations of solar constant and plasma cloud concentration of interplanetary
medium, with high level of density (PCIMWHLD, ng > 25 pr.cm ), revealed that variations of
solar constant do not at all react at changes of PCIMWHLD. From above-stated experimental
data logically follows that there aren’t connection between variations of solar constant and
PCIMWHLD. Hence Abbot’s conception that -“due to strong solar flare in solar-terrestrial
interplanetary space corpuscular cloud is ejected from the Sun. Corpuscular clouds condition
Raleigh scattering of photon emission of the Sun and correspondingly, decrease of solar constant”,
unfortunately proved to be incorrect.

Intrudaction

Still actinometrical observations in the interplanetary space, scientific workers of the
Smithsonian Astrophysical Institute (USA), under his guidance of C. Abbott, obtained conclusion
during the period of the severe geomagnetic storms, solar constant, as a rule, is anomalously
decreased [1]. This phenomenon is explained by Abbott like this — due to strong solar flare in solar-
terrestrial interplanetary space corpuscular cloud is ejected from the Sun. Corpuscular clouds
condition Raleigh scattering of photon emission of the Sun and correspondingly, decrease of solar
constant.

Above — stated results of C. Abbot and his scientific school logically demand answers for two following
questions:

1. If at the time of severe magnetic storm value of solar constant, as a rule, is anomalously decreased,
what is main connecting link between solar activity and meteorological phenomena — electromagnetic
irradiation or corpuscular radiation of the sun?

2. If C.Abbot’s conception, that decrease of solar constant during severe magnetic storms is
conditioned by Raleigh scattering by corpuscular cloud which is ejected from the Sun into interplanetary
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space, is true then it is necessary to make a correction for change of density of interplanetary space is solar
constant data by space vehicles.

Now, measurements of solar constant, which have been made in circum terrestrial cosmic space,
exclude effects, which are connected with transparence of Earth atmosphere, and received results of the
investigation are quite trustworthy.

The goal of the work is the following: to make our modest contribution to specification of above
mentioned questions on the bases of complex synchronous measurements of solar constant, solar wind
concentration in interplanetary space, and by magnetic observatories intensity of the geomagnetic field.

The following initial data was used in the process of investigation:

1. Daily average values of solar constant (SI) according to measurements made by the satellite
NIMBUS 7 [2];

2. in order to characterize geomagnetic field during magnetic storm hourly values Dst-index
were used [3], because Dst-index describe temporal variations of intensity of extra ionosphere
current systems which occur during magnetopause (DCF) and in radiation zone (DR);

3. in order to characterize density variations of plasma clouds of interplanetary space hourly values of
proton concentration (n) were taken from King’s catalogue [4] (it is obvious plasma density of interplanetary
space is p =m pr n).

Part 1
Comparison of Variations of solar Constant and Intensity of the Geomagnetic Field
during Severe Geomagnetic Storms

It is obvious, that, in order to solve the stated problem, it was necessary for investigation to compile the
catalogue of severe magnetic storms during investigated period according to Dst-index. In the work [5]
geomagnetic disturbances, which are classified in “Cosmic Data” [6] as magnetic storms of various intensity,
during the period of 1965-1974 years, were compared with hourly values of Dst-index. It was established
that cases, when Dst-index decrease in the main phase of storm fulfilled condition A Dst < - 150 n. T, were
attributed to very large geomagnetic storms (VLGS). Hence, for investigated period, according to hourly
values of Dst-index the catalog of VLGS was compiled, when Dst-index decrease in the main phase  of
storm fulfilled condition A Dst < - 150 n.T.

Comparison of variations of solar constant and intensity of the geomagnetic field in the period of
VLGS revealed rather complex situation — it turned out that if in some cases VLGS value of solar constant
was really decreased in a day, in other cases, its violation was observed. In order to understand such complex
picture we have classified the cases according to groups, according to the character of solar constant
variation in the period of VLGS duration. We have established that all considered cases could be divided into
five types.

To the I types belong events, when in the period of the main phase of the geomagnetic storm, value of
the solar constant undergo decreases (which coincides with results receiving by Abbott).

* Basic results of investigation were presented on the International conference — “2009
UN/ NASA/ESA/JAXA Workshop on Basic Space Science and the International Heliophy - sical
Year 2007. Septembe r 21-25, 2009 Daejeon, Korea,” p. 92.

The period analyzed by us includes temporal interval of measurements of solar constant, which were
made by NIMBUS-7 from 16.11.1978 to 17.6.1992. Temporal interval of measurements, which we have
investigated, includes the period between maxima of 21and 22 cycles of solar activity.
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Fig.1.The example of I type interconnection (July 9-19, 1982 DR=-338 nT.)

Symbols: in figures 1-5, ordinate endwise average daily values intensity of the geomagnetic field of
Dst-index; departure of solar constant (Al,) from normal (Iuem=1370Wm™) are built up, and abscissa
endwise — month days. DR is the value of Dst-index decrease in main phase of a storm, calculated according
to hourly values of Dst-index.

To the II types belong events when in the period of the geomagnetic storm, value of the solar constant
stays almost constant.
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Fig.2. The example of Il type interconnection (May 4-11, 1988). DR=-160 nT.

To the III types belong events, when in the period of the main phase of the geomagnetic storm, value of
the solar constant undergo increases.
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Fig.3. The example of III type interconnection (November 15-22, 1989). DR=-266 nT.

To the IV types belong events when in the period of the geomagnetic storm value of the solar constant
gradually decreases.
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Fig.4. The example of IV type interconnection (June 3-8, 1991). DR=-219 nT.

To the V types belong events when in the period of the geomagnetic storm value of the solar constant
gradually increases.
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Fig.5. The example of V type interconnection (October 16-26, 1981). DR=-194 nT.

Analyzing curves of figures 1-5, we conclude that during VLGS definite, unambiguous interconnection
between variations of solar constant and intensity of the geomagnetic field does not exist.
It is known that statistical method superposition of epochs (Chree’s method [7,8]). is vide by used in

analogous investigations in geophysics, astronomy and other sciences.
Proceeding from above-said, we decided to use the method superposition of epochs too, in order to
determine finally interconnection between variations of solar constant and intensity of the geomagnetic
field during VLGS

In the process of the investigation, days of maximum decrease of geomagnetic field during main phase
of magnetic storms were used as benchmark (zero) moment.

Fig.6 shows averaged (by the method superposition of epochs) variations of Dst-index and solar
constant for VLGS observed in 1978-1992 years.
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Fig.6. By the method superposition of epochs variations intensity of the geomagnetic field (Dst - index)
and solar constant during VLGS in 1978-1992 years.
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Fig. 6 shows that during VLGS solar constant value stays almost unchanged. Hence, the method
superposition of epochs demonstrates again that during VLGS definite, unambiguous interconnection
between variations of solar constant and intensity of the geomagnetic field does not exist.

Basic results of comparison of variations of solar constant and intensity of the geomagnetic
field during very large geomagnetic storms (VLGS) are the following:

1. It was established that:

a) all considered cases of variations of solar constant during VLGS come to five types: in the period of
main phase of the storm it decreases (I type); during storm is stays unchanged (II type); in the period of main
phase of the storm it increases (III type); during the storm it gradually decreases (IV type); during the storm
it gradually increases (V type).

b) By the method superposition of epochs variations intensity of the geomagnetic field and solar
constant show that during VLGS value of solar constant stays almost unchanged.

Experimental facts demonstrate that during VLGS definite, unambiguous inter-connection between
variations of solar constant and intensity of the geomagnetic field does not exist.

2. Conclusion of Abbot’s school that “at the time of severe magnetic storms solar constant value is, as a
rule, anomalously decreased”, which was drown on the basis of actinometrical observations, was not
corroborated.

3. It s known that VL magnetic storms (for example, E. Mustel [9]) and considerable variations of solar
constant — 0,1-0,3% (for example, H. Volland [10]) may change atmospheric pressure appreciably and exert
influence upon circulation processes of in terrestrial atmosphere.

Hence, when we study solar-atmospheric connection, it is logical and necessary to investigate separately
those cases of observation of large and very large magnetic storms, which were not accompanied by
considerable variations of solar constant and separately — considerable variations of solar constant which
were not accompanied by large and very large magnetic storms.

Part 2
Comparison of variations of solar constant and plasma clouds of interplanetary medium with
high level of density

Before we state results of the investigation concerning II part, we think it is necessary to clear up the
role of plasma clouds of solar wind in magnetic storm formation.

It is known that classical geomagnetic storms, according to character of H — component change of
geomagnetic field of middle latitude observatories (which are not influenced by auroral and equatorial
electric stream), are characterized by initial phase main phase and recovery phase.

Initial phase (DCF-disturbance) is the period, during which level intensity of the geomagnetic field is
higher than non-disturbance value. Amplitude of initial phase is AH= 20-40 nT and lasts from 2 to 8
hours. Basic key factor, that is responsible for DCF — disturbance formation, is plasma cloud of solar wind
with high level of density [on condition that north-directed interplanetary magnetic field (I m F) B,>0].

Main phase (DR - disturbance) is characterized by sharp decrease intensity of the geomagnetic field
below normal non-disturbance value. Depression difference is of the order of (50-200) nTl. Main phase of
magnetic storm generally continues several hours. Basic key factor, that is responsible for DR — disturbance
formation, is magnetic cloud with south-directed IMF B, <- (3-5) nT.

According to S. Akasoff and S. Chepman [11], geomagnetic storms of classical type usually consist of
two forms of elementary disturbances — DCF and DR. Theoretically, each form of elementary disturbance
can exist independently from each other.

Physical bases of the role of plasma parameters of solar wind in geomagnetic storm formation can be
seen in detail in A. Chkhetia’s monograph [12].

It follows from above stated that plasma clouds of solar wind do not participate in formation of severe
geomagnetic storms. Therefore, it can be supposed, that Abbot’s conception that Raleigh scattering
conditions solar constant decrease during severe magnetic storms, ejected from the Sun corpuscular cloud,
may not be true.

It is obvious that, in order to solve the stated problem, it is necessary for investigation to compile the
catalogue of plasma clouds of interplanetary medium with high level of density (PCIMWHLD). The
catalogue of PCIMWHLD was compiled based on data analysis of hourly average values of proton
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concentration of interplanetary medium according to King’s catalogue [4]. We selected PCIMWHLD
according to the following succession:

1. For the investigated period, according to hourly average values of proton concentration (n ,) of
interplanetary medium, days were selected in which n o> 40 pr.cm = (1).

Data selection criterion (1) indicates that in selected days increase of proton concentration exceeds
minimum background average value approximately ten times.

2. Selected days which satisfied condition (1), according to King’s catalogue should be full or should
contain 2/3 or more hourly values (N p,), it means N ,,> 14 ........ 2).

Satisfaction of condition (2) means that calculated, according to King’s catalogue, daily average values
of proton concentration of interplanetary medium are trustworthy.

3. Finally, days of PCIMWHLD were selected according to daily average values of proton
concentration of interplanetary medium (ng,), which satisfied the condition ng, > 20 pr.cm = .......... 3).

Satisfaction of condition (3) means that in selected days of PCIMWHLD there is no spontaneous
(impulsive) increase of proton concentration of interplanetary medium.

On the basis of analysis of PCIMWHLD catalogue for investigated period we concluded the following:

1. PCIMWHLD may last 1-5 days;

2. It is advisable to divide PCIMWHLD into three subclasses:
a) Plasma clouds with high seals — 20 pr.cm ~ < ng, < 25 pr.cm ~;
b) Plasma clouds with very high seals — 25 pr.cm ~* < ng, < 35 pr.cm ~;
¢) Plasma clouds with super high seals — ng,> 35 pr.cm ~.

Comparison of variations of solar constant and PCIMWHLD for investigated period revealed rather
complex picture. It was found that in some cases in a day (or period) with high level density of interplanetary
medium solar constant is really decreased, but in other cases its disturbances are observed. It is impossible to
classify cases according to groups, character of solar constant variation in PCIMWHLD period. Picture 7
gives characteristic curves of comparison of variations of solar constant and plasma cloud concentration of
interplanetary medium in the period of very high level of density (ng,> 25 pr.cm ™).

Symbols: in figures 7(a, b, ¢, d, e), ordinates endwise average daily values of plasma cloud
concentration of interplanetary space (n pr.cm “); Departure of solar constant (AL) from normal
(Ionorm=1370Wm™) are built up, and abscissa endwise — month days. n™" are maximum hourly average
values of proton concentration of plasma cloud, in day (d) and hour (h)

n prems Alpw m®
50 25 -
40 2 |
30 15 -
20 1
10 05 |
11 13 15 17 19 21 23  dey 1113 15 17 19 21 23 dey

Fig.7a. Temporal interval 11-23 March, 1982 y. n™*=88,7 pr. cm, 17d, 14 h.
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Fig.7b. Temporal interval 1-11 June, 1981 y. "™ =113 pr. cm™, 7d, 18 h.

114



nprcm3 Alyw m2
3.8
3.6
30
3.4
3.2 1
20 - 3 |
2.8
10 2.6
2.4 -
14 16 18 20 22 24 dey 14 16 18 20 22 24 dey

Fig.7c. Temporal interval 14-23 October, 1991 y. n™ = 62.2, pr. cm™, 21d, 9 h.
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Fig.7d. Temporal interval 12-25 September, 1981 y. n™*=97.7, pr. cm”, 194, 3 h.
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Fig.7e. Temporal interval 26-31 August, 1983 y. n™*=71.1, pr. cm™, 29d, 22 h.

Fig.7 (a, b, ¢, d, e), Characteristic curves of comparison of variations of solar constant and plasma cloud
concentration in the period of very high density level of interplanetary space.

Analyzing Fig.7 (a, b, c, d, e), we conclude that variations of solar constant do not at all react upon
PCIMWHLD.

In order to solve finally the problem of relationship between variation of solar constant and plasma
clouds of interplanetary medium, we decided to use the method superposition of epochs as well in our
investigation, including variations intensity of the geomagnetic field level (Dst-index). In the process of
investigation days with maximum values of concentration of plasma clouds of interplanetary medium, with
seals ng, > 25 pr.cm ~, were used as bench mark (zero) moment.

Fig.8 gives averaged (by the method superposition of epochs) variations - of plasma cloud concentration
of interplanetary space, solar constant and intensity of the geomagnetic field of Dst-index (Dst-indices
were investigated only in those days which were satisfying the criterion of data selection — in selected period
vertical component of IMF - B,>0).
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Fig.8. Averaged (by the method superposition of epochs) variations of Dst-index, of concentration
PCIMWHLD (ng, > 25 pr.cm ) and solar constant for 1978-1992 years.

Curves, presented in Pic.8, allow us to conclude the following:

1. Evident correlation is observed between variations of Dst-index, PCIMWHLD and solar constant;

2. The authors think that

a) Correlation between variations of Dst-index and PCIMWHLD is casual-consequential;

b) there is no correlation between variations of solar constant and PCIMWHLD and only parallelism of
proceeding of events which are called forth by third, mutual for them, reason — some X parameter,
characterizing solar activity, is described (this question needs further thorough investigations).

Basic results of the authors’ investigation of comparison of variations of solar constant and
PCIMWHLD are the following:

1. On the basis of revealed experimental facts we conclude that:

a) Variations of solar constant do not at all react at changes of PCIMWHLD;

b) averaged (by the method superposition of epochs) variations of concentration PCIMWHLD and
solar constant show that in PCIMWHLD period solar constant value, instead of decrease, increases
insignificantly (AI,=0,19 Wm™);

We concluded that there aren’t connection between variations of solar constant and PCIMWHLD;

2. it is established that Abbot’s conception, that “decrease of solar constant during severe magnetic
storms is conditioned by Raleigh scattering, ejected from the Sun into interplanetary space corpuscular
cloud” unfortunately is not confirmed.

General Conclusions
1. Comparison of variations of solar constant and intensity of the geomagnetic field in the period of

large and very large magnetic storm (ADst < — 150 nT) demonstrated that all considered cases can be divided
into five types according to the character of solar constant variation:
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To the I types belong events, when in the period of the main phase of the geomagnetic storm, value of
the solar constant undergo decreases (which coincides with results receiving by Abbott).

To the II types belong events when in the period of the geomagnetic storm, value of the solar constant
stays almost constant.

To the III types belong events, when in the period of the main phase of the geomagnetic storm, value of
the solar constant undergo increases.

To the IV types belong events when in the period of the geomagnetic storm value of the solar constant
gradually decreases.

To the V types belong events when in the period of the geomagnetic storm value of the solar constant
gradually increases.

2. With the help of the method superposition of epochs it was established that during very large
magnetic storms the value of solar constant stays almost unchanged.

3. From above-stated experimental data follows undoubtedly that the result of Abbot’s scientific school
(“in the day of very large magnetic storm solar constant value, as a rule, is anomalously decreased”) should
be corrected so: correlation between variations of solar constant and magnetic storm is not simple and comes
to 5 types.

4. Comparison of variations of solar constant and plasma cloud concentration of interplanetary medium,
with high level of density (PCIMWHLD ng, > 25 pr.cm '3), revealed that variations of solar constant do not at
all react at PCIMWHLD.

5. It was established (with the help of the method superposition of epochs) that during PCIMWHLD
solar constant value increases insignificantly instead of decrease (AI,=0.19 Wm™).

6. From above-stated experimental data logically follows that there aren’t connection between variations
of solar constant and PCIMWHLD. Hence Abbot’s conception that “decrease of solar constant during large
magnetic storms is conditioned by Raleigh scattering, ejected from the Sun into interplanetary space
corpuscular cloud”, unfortunately proved to be incorrect.

7. Now it is established that solar corpuscular currents (geometric storms), as well as electromagnetic
solar irradiance (change of solar constant 0.1 — 0.3%), can provoke marked changes of atmospheric pressure
and influence circulation processes in terrestrial atmosphere.

Therefore, when we study solar — atmospheric connections it is logical and necessary to investigate
separately cases of observation of large and very large magnetic storms which were not accompanied by
solar constant considerable variations, and separately — considerable variations of solar constant which were
not accompanied by large and very large magnetic storms.
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K Bonpocy 00 ucciieqoBaHny BapvManuid COJTHEYHOW NMOCTOSTHHOM
B IIEPUOJ OYeHb 00JIbIINX TEOMATHUTHBIX Oypb

Uxeruss A.M., I'mronamBuau ML.II., Iopamauaze M.O.

Pedepar

Eme mo npoBeneHnsi akTHHOMETPHUYECKHX HAONIONCHHH B MEXKIUIAHETHOM MpOCTpaHCTBE AOOOT H
BO3IUIaBIsieMasl UM HaydHas mkona CMuTcoHnaHckoro Actpodusndeckoro uHctutyta (CHIA), mpummm
K BBIBOJly, YTO B JI€Hb OY€Hb CHJIBHON T'€OMarHUTHOM Oypy BeTWYMHA COJTHEYHON IOCTOSHHOM
OKa3bIBa€TCs, KaK IPaBHJIO, aHOMAJIbHO 3aHKEHHOH. AOGOOT MOAJepX HUBaJl TOYKY 3pPEHHUS O TOM, YTO
MaJiecHUe COJIHEYHOW TOCTOSIHHOW BO BpEeMsI OYECHb OOJBIIUX TE€OMarHUTHBIX Oypb BBI3BAHO TEM, 4YTO
BI00AaBOK K HopMmaidbHOMYy PeneeBy paccesanto (oToHHOW pamwanuu CoiHIIA MOJIEKYJIaMd 3eMHOU
arMocdepbl, BO BpeMs MarHUTHBIX Oypb NPOUCXOIUT JOMOJHUTEIBHOE pAacCEesHHUE KOPITYCKYJSPHBIM
o0yiakoM TIa3Mbl, BBIOpomIeHHBIM CONHIIEM B MEKIUIAHETHOE MPOCTPAHCTBO.

ComnocraBieHre Bapuallil - COJTHEYHOW MOCTOSHHOW ¥ HANMpPSHKEHHOCTH T€OMAarHUTHOTO TOJNS B
nepuo; OONBIINX M OYEHb OONBIIMX TeoOMarHuTHBIX Oyph (A Dst<-1500Tn) mnokasaio, 4To Mo XapakTepy
M3MEHEHHUS] COJHEYHOW IMOCTOSHHOW, BCE PAaCCMOTPEHHBIE CIyYaW MOXKHO pa3OMTh Ha IATH THIOB. U3
BBIIICHU3JIOKECHHOTO DKCIIEPUMEHTAIBHOTO (DakTa HECOMHEHHO CIIEAYeT, YTO Pe3yJbTar, IONy4eHHBIH
Hay4YHOH mKonoii A66oTa 0 TOM, YTO “B J€Hb OYEHb OOJNBLIMX MAarHUTHBIX OYypb BEIWYHMHA COJHEYHON
MIOCTOSTHHON OKa3bIBaeTCs, KaK MPaBHIIO, aHOMAIBHO 3aHWKEHHON’, JTOJDKEH OBITh 3aMEHEH IONpPaBKOU -
MEXIy Bapualieil COTHCTHOM IMOCTOSTHHOW M MarHUTHOW Oyped CBs3b HEOJITHO3HAYHAasl.

ComocraBineHue BapualMii — COJNHEYHOH IOCTOSHHOW M KOHLEHTPAaLUWH I[UIa3MEHHBIX OO0JaKOB
MEKIIAHETHOM cpejibl ¢ BBICOKMM ypoBHeM IIoTHOCTH (IIOMCCBVII,  np. ¢yr. =25 IIP.CM™) BBIIBHIIO, UTO
Bapuanuu cojHedHoW moctosHHOM Ha IIOMCCBYII BoBce He pearupyroT. M3 BBINIEH3I0KEHHOTO
9KCIEPUMEHTAILHOTO (haKTa JIOTUYECKH CIIEAYeT, YTO MEXIy BapHaled  CONHEYHOH MOCTOSHHOH U
[NOMCCBYVII cBs3u BoBce He cymiectByer. CiieoBaTeNibHO, KOHIENUs AOOOTa 0 TOM, 4TO “NajeHUC
COJTHEUHOW TOCTOSHHONH BO BpeMsl OOJNBIIMX MAarHUTHBIX Oyph 0oOycioBieHO PeneeBbIM paccesiHHEM,
BEIOpOMICHHBIM COJTHIIEM B MEXIUIAHETHOE TIPOCTPAHCTBO KOPITYCKYJISIPHBIM 00J1aKOM”, K COXAJIICHUIO, HE
MIOATBEPINIACE.
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Abstract

The comparative analysis of the results of experimental investigations of the processes of
formation, interaction and dynamics of vortex structures in pure electron and gas-discharge
electron nonneutral plasmas taking place for the period of time much less than the electron-neutral
collision time has been given. The general processes of formation and behaviour of vortex
structures in these two plasmas were considered. It is shown that the existing difference in
behaviour of vortex structures is caused by different initial states of nonneutral electron plasmas.
The significant role of vortex structures in the processes taking place in nonneutral electron plasma
is discussed.

1. Introduction

Nonneutral plasmas differ from all known states of any matter. They are the medium
consisting of charged particles of only one sign. Therefore, the nonneutral plasmas have their own
high electrostatic fields having the strong influence on their behaviour and stability. One more
peculiarity of nonneutral plasmas that differs them from the usual neutral plasma is the absolute
absence of recombination. Therefore, nonneutral plasmas can exist at any temperatures down to
absolute zero. Like liquids or gases the nonneutral plasmas consist of the particles of one type,
however in nonneutral plasmas the long-range electrostatic repulsive forces are dominant. Under
the laboratory conditions, these plasmas can be confined only by strong magnetic fields.

Nonneutral plasma can be of electron, ion or positron type. The electron nonneutral plasma
can be conditionally divided into gas-discharge nonneutral electron plasma and pure electron
nonneutral plasma, differing from each other by the methods of their obtaining, by the duration of
their existence, and by the experimental methods of their investigation.

The gas-discharge nonneutral electron plasma is formed at the expense of ionization of
neutral gas by electrons in gas-discharge devices with the crossed electric and magnetic fields of
magnetron, inverted magnetron and Penning cell types. The parameters of discharge are such that
the ions are not magnetized and leave the discharge gap rapidly without collisions. At the same
time, the electrons are strongly magnetized and are trapped by magnetic field. Along the magnetic
field, the electrons are hold by electrostatic fields. As a result, near the anode surface, the
cylindrical sheath of nonneutral electron plasma is formed, and the whole discharge voltage falls on
it. In gas-discharge nonneutral electron plasma there always exist the solitary vortex structures [1-
5], that play the main role in the processes of electron transport and dynamic equilibrium of electron
plasma sheath. One more peculiarity of gas-discharge nonneutral electron plasma is the ejection of
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electrons from the vortex structures and from the electron background surrounding them to the end
cathodes along the magnetic field. The flux of electrons to the cathode always exists in the
discharge and the average value of the current of these electrons reaches 50% of the value of

discharge current [6,7].

Inverted Magnetron Magnetron

| I

Bo
| e

Fenning Cell FPenning-Malmberg Cell

Fig.1.

In contrast to gas-discharge plasma, the pure electron plasma is formed by injection of
electrons into trap with the crossed electric and magnetic fields. In most investigations, the Penning-
Malmberg cell is used as a trap [8-15]. The structure of this cell is very close to Penning cell. Both
of these cells (see Fig. 1) is a hollow cylindrical anode located in the longitudinal magnetic field
and bounded at the ends by cathodes: flat as in the Penning cell, or in the form of short cylinders as
in Penning-Malmberg cell. However, this difference in the form of cathodes is of rather high
importance. In the Penning cell, the flat cathodes serve as a source of primary electrons at the
expense of ion-electron emission. Therefore, the Penning cell, like a magnetron and an inverted
magnetron, is used for ignition of discharge in the crossed electric and magnetic fields. In the
Penning-Malmberg cell the primary electrons disappear on the cathodes under the action of the
magnetic field, and the ignition of discharge in such geometry is very difficult or absolutely
impossible. On the other hand, the Penning-Malmberg cell is ideally adapted for external injection
of electrons and for their “extraction” from the cell after passing a certain time. Pure electron
plasma in the Penning-Malmberg cell “decays” gradually, as the reproduction of electrons does not
take place in it. Therefore, the vortex structures in such plasma are formed only under certain initial
conditions or are formed artificially. However, after being formed, they are kept for a rather long
time, more than the electron-neutral collision time.

In both electron plasmas the vortex structures are formed with the excess electron density.
As the plasma is nonneutral, the excess density means that the vortex structure has its own electric
field, and in the presence of external magnetic field rotates around its own axis together with
rotation around the axis of experimental device. The vortex structures were investigated
experimentally both, in gas-discharge electron and in pure electron nonneutral plasmas. The aim of
the present work is the comparative analysis of the processes of formation, dynamics and
interaction of vortex structures in these two plasmas, the search for the general mechanisms, and the
explanation of the observed differences.

Before we start the analysis of the properties and behaviours of vortex structures in gas-
discharge electron and pure electron nonneutral plasmas, let us stop on experimental methods of
their investigation. We are not going to consider the all used experimental methods we only
mention two main methods of the investigation of vortex structures in these two plasmas. These
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methods are: the method of two wall probes in the gas-discharge electron plasma [1] and the
method of phosphor screen diagnostic in pure electron plasma [8-15].

The method of two wall probes consists in simultaneous measurements of signals from
anode and cathode wall probes during the motion of vortex structures around the axis of discharge
device. It allows to observe continuously the trajectory and the charge of one or several vortex
structures for a long period of time. In combination with the measurement of electron ejection from
vortex structures, this method gives the possibility to determine the parameters of vortex structures,
to study their formation, interaction and dynamics [1-5]. Generally speaking, this method was
developed for the geometries of magnetron and inverted magnetron having internal and external
cylindrical electrodes. However, its modification is applicable to the case of Penning cell [2].

The method of phosphor screen diagnostic consists in instantaneous ejection of all electrons
from the trap to the phosphor screen along the magnetic field. (Sometimes, instead of phosphor
screen a movable collector of electrons is used.) This method gives an instant spatial, in (r,8)

plane, pattern of the arrangement and the shapes of vortex structures in the given time moment.
However, it is connected with the destruction of plasma imposing strict conditions on repeatability
of the process, as each time we investigate the other structures. In order to obtain the exact pattern
of the development of process in time, it is necessary to provide for each cycle not only the similar
initial plasma parameters but, as well, the formation of vortex structures in one and the same place,
at one and the same time, and at one and the same mode of diocotron instability. For this purpose it
is necessary to impose the controlled disturbance of electron plasma. Nevertheless, even when these
conditions are satisfied, some statistical straggling in the course of the processes of formation,
interaction and dynamics of vortex structures still remains.

Thus, the method of phosphor screen diagnostic allows to obtain the full spatial, but
statistically averaged pattern of the behaviour of vortex structures, and the method of two wall
probes, on the contrary, shows not completely spatial but quite exact and continuous evolution of
vortex structures in electron nonneutral plasma. In general, both methods allow to investigate rather
in detail the processes of evolution and dynamics of vortex structures. This gives the possibility to
make the comparison of these processes for both plasmas. On the other hand, the experimental data
obtained by these methods supplement each other making it possible to have a more full pattern of
the behaviour of vortex structures in electron nonneutral plasma.

The evolution and the dynamics of vortex structures in gas-discharge and pure electron
nonneutral plasmas we consider in two different time intervals: (i) fast collisionless processes

(At v;") and (ii) slow processes taking place with the participation of electron-neutral collisions

(AtD v,'). Here, v, is the frequency of electron-neutral collisions. In this paper, the fast

collisionless processes are considered. In section 2 the process of formation of one stable vortex
structure in both plasmas is studied. In section 3 the radial displacement of vortex structures in each
of plasmas is analyzed. In section 4 the process of approaching and merging of vortex structures is
investigated. In sections 5 and 6 the phenomena are considered, that have place only in one of these
plasmas: “vortex crystal” in pure electron plasma and “orbital instability” in gas-discharge electron
plasma. In final section 7 some experimental results obtained in non-standard devices and
fundamental role of vortex structures in the processes taking place in nonneutral electron plasma are
discussed.

2. Formation of stable vortex structure

Let us consider the initial time interval At[l v,', during which the processes of formation

and evolution of vortex structures take place. In this collissionless time interval we can neglect the
ionization, and, therefore, the principle difference between the gas-discharge and pure electron
plasmas disappears. Here, all processes should depend only on the initial parameters of electron
plasma, and the behaviour of vortex structures should be the same for both plasmas. As a starting
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time interval let us take the moment of appearing the diocotron instability. The diocotron instability
in all experiments is a generator of vortex structures with the exception of model experiments in
pure electron plasma when the vortex structures are formed artificially.

For appearing the diocotron instability, the nonneutral electron plasma should have the
shape of annular sheath (hollow column). Besides, the certain conditions should be fulfilled to
excite one or another mode of diocotron instability [16-18].

In gas-discharge electron plasma the annular electron sheath is formed as a result of
ionization of neutral gas by electrons. The sheath adjoins the anode surface, but between them there
is always a gap of the order of electron Larmor radius. After discharge ignition, the electron density
in the sheath increases until it reaches the critical value at which the diocotron instability is excited
[17,18]. The minimum critical density corresponds to | =1 mode. The higher is the mode, the more
is the critical density of electrons. Therefore, in gas-discharge electron plasma the diocotron
instability should be excited at | =1 mode. The experimentally observed instability really has | =1
mode (sometimes |=2 mode) not only in magnetron and inverted magnetron, but as well in
Penning cell in which, according to the theory, the exponentially increasing instability at | =1 mode
should not be excited.

The annular sheath of pure electron plasma in Penning-Malmberg cell is formed by different
ways. In one of them, first, the central electron column is injected with a small seeding asymmetry
at | =1 mode; then, a partially hollow profile is formed by means of decreasing the applied
potential [8]. By other way, from the very beginning a symmetrical partially hollow profile of
electron column is formed. Such electron sheath can be unstable simultaneously for several modes
of diocotron instability. For choosing a mode (usually 1 =1 or | =2) and for a good repeatability of
initial conditions of experiment, a controlled initial disturbance of electron plasma is used [§]. One
more way consists in the direct injection of annular electron sheath. In this case, as a source of
electrons, more frequently, a photocathode is used. Here, from the very beginning, the radius and
the thickness of electron ring are given. If a ring is thin the mode of diocotron instability depends on
the ratio of the length of the circumference of ring to its thickness, and it can be rather great [12].

Fig.2. Hollow electron beam [19]
Distance from cathode is 1cm (left) and 8.7cm (right)

Before passing to the consideration of the processes of formation and evolution of vortex
structures in both plasmas, let us note that the decay of the annular electron sheath into separate
vortex structures was first observed in hollow electron beam that propagated in longitudinal
magnetic field [19], and for observation of its profile, a phosphor screen located at different
distances from the electron gun was used. It was shown that, beginning from a certain distance, the
hollow electron beam decays into separate vortex-like current structures and besides, the
neighbouring vortex structures are connected with each other by thin spiral “arms”. Fig. 2 shows the
images of electron beam at different distances from the electron gun (photos are taken from [19]).

In gas-discharge electron plasma, it is more convenient to study the processes of formation
and evolution of vortex structures in the geometry of inverted magnetron. In this geometry, at low
pressures of neutral gas, a full cycle of the evolution of vortex structures can be observed
continuously: (i) a fast collissionless process from the appearance of diocotron instability to the
formation of one stable (quasistable) vortex structure, and (ii) a slow collissional process of
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“decaying” the quasistable vortex structure [3,4]. When the vortex structure fully disappears, during
a certain period of time before the next diocotron instability appears, only a symmetrical electron
sheath remains without vortices and oscillations. The oscillograms of this periodically repeated
process are shown in Fig. 3. The upper oscillogram is the oscillation of electric field on the anode
wall probe. The lower oscillogram is a total electron current on the end cathodes. Here and below,
the little lines on the oscillograms (to the left) indicate the initial position of the sweep trace. As is
seen from the figure, the process of development of diocotron instability and of the formation of
quasistable vortex structure is accompanied by the pulse of electron ejection along the magnetic
field to the end cathodes.

il

Fig.3. Diocotron instability and vortex structures in inverted magnetron [4]
r,=1.0cm; r,=3.2cm; L=7cm; B=1.8kG; V =0.9kV ; p=2x10"°, 1x10~Torr .

Fig.4 shows the oscillograms of the fragments of this process obtained simultaneously by
several oscillographs. The upper oscillograms are the oscillations of electric field on the anode wall
probe, and the lower ones — on the cathode wall probe.

Fig.4. Formation of solitary vortex structure in gas-discharge electron plasma
r,=2.0cm; r.=3.2cm; L=7cm; B=1.5kG; V =1.0kV ; p=2x10"Torr

Let us consider in detail these oscillograms. The comparison of oscillation amplitudes on the
anode and on the cathode gives evidence that the whole process takes place on one and the same
drift orbit, the radial oscillations of vortex structures are absent and there is no rotation of one
vortex structure about the other one. In the first part of oscillograms the strongly nonlinear
oscillations of diocotron instability are seen. Then, the oscillations increase sharply and in the
disturbed region of the sheath a hole (Y1) is formed. The arrow on the oscillogram denotes the
place, where the described process takes place. Further, the hole widens along the azimuth, or,
speaking strictly, the electrons are bunched at the point diametrically opposite to the azimuth and
form a clump of electrons ({2) followed by a tail. In the tail a lot of small irregular inhomogeneities
are formed (¥3). They approach each other, merge and form one more clump ({4), being smaller
than the main one and it moves with less angular velocity. The main clump overtakes the second
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clump and absorbs it (35). At this point, the formation of a single stable vortex structure (36) is
completed. The formed single vortex structure continues to exist during a long period of time, much
longer than the electron-neutral collision time.

It should be noted that the process of formation of a stable vortex structure beginning from
the moment of formation of a hole up to the moment of merging the vortex structures (31 — 45), is
accompanied by ejection of electrons along the magnetic field to the end cathodes (Fig. 3). This
process is shown in more detail in Fig.5, where, like Fig.3, the upper oscillogram is the oscillations
of electric field on the anode wall probe, and the lower oscillogram — a total electron current on the
end cathodes.

Fig.5. Vortex structure formation and ejection of electrons in inverted magnetron [3]
r,=2.0cm; r.=3.2cm; L=7cm; B=1.5kG; V =1.0kV ; p=1x10"Torr

Ejection of electrons take place from the vortex structure and from the electron background
(sheath) surrounding it. As the duration of the process of vortex structure formation is less than the

time of electron-neutral collisions (At[] v;'), and hence, than the time of ionization, ejection of

electrons from the sheath means the decrease of the average electron density. This should lead to
the decrease of the strength of electric field in the sheath and also on the drift orbit of vortex
structure. The decrease of electric field on the drift orbit will increase the time of rotation of vortex
structure about the axis of discharge device. Indeed, as it follows from Fig. 4, the time of rotation of
vortex structure increases from 0.15us for diocotron instability (on the left) to 0.25 us for the
formed stable vortex structure (on the right).

In pure electron plasma, the mode, at which the diocotron instability arises, depends on the
initial parameters of electron annular sheath and on the external controlled disturbance of electron
plasma. Instability breaks the electron ring into discrete vortex structures, the number of which is
equal to the mode of diocotron instability. The vortex structures are mixed, merged (some of them
decay) and besides, displaced to the trap axis [8-13]. Finally, one stable vortex structure is left, that
is located on the axis of Penning-Malmberg trap. The vortex structures are always followed by
filamentary tails that gradually extend, widen, and finally form the symmetric electron background,
together with the decayed vortex structures. The density of this background is much less than the
density of central vortex structure.

As for | =1 mode, it behaves similar to other modes, although, according to the theory, the
exponentially unstable | =1 mode should not be excited in the geometry with the cathode radius
equal to zero. Here, we will consider in more detail the process of formation of vortex structure just
at | =1 mode, in order to make the comparison with the gas-discharge plasma. In Fig. 6 taken from
[8] the process of evolution of partially hollow electron column with a small “seeding” asymmetry
is shown. Black color of the figure corresponds to the maximum of electron density.

125



Fig.6. Formation of solitary vortex structure in pure electron plasma [§]
t =30,90,150,and 1000 s

As it is seen from the figure, first, the electron ring undergoes breaking. Then, its
compression pinching takes place along the azimuth forming a dense clump, i.e. a vortex structure.
The vortex structure is followed by a tail (or a arm, as it is called sometimes). On the tail some
small clumps are seen, which either disappear or are merged with the main vortex structure. At last,
a stable vortex structure is formed, which gradually shifts to the trap axis. At the same time, the
central part of low density, on the contrary, displaces outside and diffuses along the azimuth.

Thus, the whole process of evolution from the origination of diocotron instability at | =1
mode to the formation of the stable vortex structure in gas-discharge and pure electron plasmas
takes place, practically, in a similar way. However, there is one significant difference: in pure
electron plasma the stable vortex structure shifts to the trap axis, while in gas-discharge electron
plasma it remains near the anode surface.

3. Radial drift of vortex structures

Such, ex facte diametrically opposite behaviour of vortex structures in pure electron and
gas-discharge electron nonneutral plasmas can be explained on the basis of the results of
experimental and theoretical investigations carried out in pure electron plasma. In [13] the evolution
of a thin annular electron sheath was investigated depending on the value of its radius. An annular
electron sheath was formed by a photocathode, and the result of its evolution was observed on the
phosphor screen. Fig. 7 presents the photos taken from [13] that show the evolution of two thin
electron rings of different radii during one and the same time interval. In both cases, as a result of
diocotron instability, the ring breaks into discrete vortex structures. After a small period of mixing
and merging, only one stable vortex structure and symmetrical electron background of lower

density are left. If the ring radius (r,/r,), where r, is the average radius of annular sheath, and r, is

the anode radius, is less or of the order of 0.5, the vortex structure shifts to the center, and the
background falls from the center of the trap to the wall. But if(r;/r,) is more than 0.5, the stable

vortex structure remains shifted from the trap axis, and the background reaches the wall of the trap
and falls towards its center.

Now it is clear why there is a difference in the behaviour of stable vortex structure in gas-
discharge and pure electron plasmas. In gas-discharge electron plasma the electron sheath adjoins
the anode surface. Therefore, the formed solitary vortex structure remains as well near the anode
surface. The pure electron plasma is injected, as a rule, to the central part of Penning-Malmberg
trap. Therefore, the solitary vortex structure formed there is shifted to the trap axis.
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Fig.7. Time evolution of an electron rings [13]
Top: (r,/r,)=0.5, t=0.01,3,10,30ms.. Bottom: (r,/r,)=0.79, t =0.01,1,5,30ms.

The mechanism of radial drift of vortex structures to the axis of Penning-Malmberg trap in
pure electron plasma was investigated theoretically in [20, 21], where the motion of point vortex
structure is considered in axisymmetric nonuniform electron background with the shear of
velocities. The maximum density of electron background is on the trap axis. The vortex having the
density more than the background density is a “clump”, and the vortex having the density less than
the background density is a “hole”. The authors define both, the clumps and the holes as prograde
or retrograde depending on the fact whether they rotate with or against the local shear. According to
such definition, for the background with the maximum on the trap axis the clumps are retrograde,
and the holes — prograde. The work shows that under the condition of conservation of canonical
angular momentum, a clump should move up in the background gradient, i.e. to the trap axis, and a
hole — down in the background gradient, i.e., radially outside. Besides, the velocity of a prograde is
by an order of magnitude less than that of retrograde. The obtained results correspond well to the
experimental data of [10].

Let us see how this theory is qualitatively applicable to gas-discharge electron plasma. In
gas-discharge electron plasma in all three geometries of discharge device — in Penning cell, in
magnetron and in inverted magnetron — the density of electron background increases towards the
anode and has the maximum near the anode surface. Hence, the radial drift of vortex structures
“clumps” at the expense of the gradient of electron background in gas-discharge electron plasma
will be always directed to the anode. However, the vortex structures cannot approach the anode
nearer than the maximum of electron background is located. Therefore, they will be at some
distance from the anode surface. In all these cases, according to the definition of [21], the vortex
structures “clumps” will be prograde. Therefore, the velocity of their radial drift will be much less
than in pure electron plasma, when the clump drifts to the axis of the cell. In the inverted magnetron
the electron sheath is paramagnetic and rotates to the direction opposite to the direction of rotation
of diamagnetic sheath in the magnetron geometry, while the rotation of vortex structures in both
geometries is the same. Hence, in spite of the fact that the density of sheath electrons in the inverted
magnetron increases towards the axis of discharge device, the vortex structures “clumps” will be
prograde.

Thus, the theory of radial shift of vortex structures at the expense of the gradient of the
electron background density is in qualitative agreement with the experimental results not only in
pure electron plasma but also in gas-discharge electron plasma. However, there is one uncertainty
regarding the conservation of canonical angular momentum in gas-discharge electron plasma. The
formation and the interaction (approach, merging) of vortex structures are accompanied by the
pulsed ejection of electrons to the end cathodes along the magnetic field both, from the vortex

127



structures themselves and from the region of electron sheath (background) adjoined to them [1-5].
Under such conditions, it is difficult to say whether the canonical angular momentum is conserved.

It should be noted that the conditions for the ejection of electrons from the vortex structures
for both nonneutral electron plasmas are not similar. At the formation and at the approach (merging)
of vortex structures, as well as at the approach of the vortex structure to the trap axis the potential
barrier between the vortex structure and the cathode decreases. If, at the same time, a part of the
electrons of vortex structure has such a longitudinal velocity which allows them to overcome this
decreased potential barrier, the ejection of these electrons to the end cathodes along the magnetic
field will take place. At the consideration of collisionless situation, we should take into account the
initial longitudinal electron velocity. For the pure electron plasma, it is determined by the
temperature of injected electrons and by the process of filling the trap, and for the gas- discharge
electron plasma — by the previous electron-neutral collisions. In general, one can assume that the
conditions for the ejection of electrons in gas-discharge electron plasma are preferable.

4. Interaction of vortex structures

When in nonneutral electron plasma there exists simultaneously several vortex structures,
the problem of their interaction becomes important. The interaction of vortex structures in the time

interval At[J v,' was studied in both plasmas.

In the pure electron plasma several stable vortex structures are formed either at the expense
of diocotron instability at | >1 mode, or as a result of injection of several electron columns into
Penning-Malmberg trap. In the gas-discharge electron plasma at the low pressures of neutral gas,
one stable vortex structure is formed as a result of diocotron instability. However, at the pressures
of the order or more than 5x107°Torr , there exists simultaneously several vortex structures, and
higher is the pressure, the more is their number. These vortex structures do not depend on each
other. They move on different circular orbits with different angular velocities, and therefore,
approach each other periodically. Fig. 8 shows the oscillograms depicting the process of
approaching the vortex structures.

Fig.8. Approach and merging of vortex structures in magnetron
r,=3.2cm;r, =1.0cm; L=7cm;B=1.5kG;V =1.5kV ; p=1x10"*Torr.

The upper oscillograms present the oscillations of electric field on the anode wall probe, and
the lower - the oscillations of electric field on the cathode wall probe. On the left the process of
passing of one vortex structure by the other one is shown, and on the right — the process of merging
of two vortex structures. In the gas-discharge electron plasma the process of approaching the vortex
structures is accompanied by the pulsed ejection of electrons to the end cathodes along the magnetic
field both, from the vortex structures themselves and from the adjoining region of electron sheath
(background) [1-3]. This is shown in Fig. 9, where the upper oscillograms present the oscillations of
electric field on the anode wall probe, and the lower -the full current of electrons on the end
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cathodes. On the left, the oscillograms are given for two vortex structures, and on the right - when
the number of vortex structures is more than two.

Fig.9. Approach of vortex structures in magnetron
r,=3.2cm; r.=1.0cm; L=7cm; B=1.5kG; V =1.5kV ; p=1x10~*Torr.

As the vortex structures move on different drift orbits, the probability of their merging
depends on how near they approach each other at passing one vortex structure by the other one. The
process of merging of vortex structures and the conditions under which this takes place, were
studied in detail by the experiments in pure electron plasma [9]. In these experiments, two electron
columns of the given diameter and with the given distance between them were formed artificially,
and then the process of their approach and merging was studied.

Fig.10. Merging of vortex structures [9].
D/2R, =1.48, t =10,40,and 70 usec

Fig.10 taken from [9] shows the contours of electron densities in (r,@) plane measured in

the process of merging of two equal vortex structures. As is seen from the figure, the vortex
structures are followed by the filamentary tails that are mixed and form the background of low
density. It appeared that the time of merging of vortex structures depends critically on the ratio of

the distance between their centers to their diameter (D/2R,). If D/2R, <1.6, the merging of
vortex structures takes place for several orbital time. If D/2R, >1.7, two vortex structures make

more than 10* rotations about each other until they merge. The measurements are in good
agreement with two-dimensional fluid theory and numerical simulations.

5. “Vortex crystals” in pure electron plasma
Above we investigated the general mechanisms in the behavior of vortex structures in gas-
discharge and pure electron plasmas. However, there are the phenomena observed only in one of

these plasmas. First of all, this is the “vortex crystals” in pure electron plasma and the “orbital
instability” in gas-discharge electron plasma.
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The vortex crystals are rigidly rotating equilibrium lattices of intense vortices of small
diameters in the background of lower vorticity. Such vortex crystals are formed, e.g. in the rotating
vessel with superfluid helium [22], at the same time, the number of vortices in the lattice increases
with the increase of the velocity of vessel rotation.

In [11] it was shown that the vortex crystals can be formed in pure electron plasma. In this
experiment the layered electron column being a thin flat electron sheath reeled in a roll was injected
into the trap. The strong magnetic field inhibited the mixing of layers. As a result of local diocotron
instabilities, a great number of individual vortex structures (clumps) were formed. The turbulent
state appearing in this case was evolved and relaxed at the expense of chaotic mixing and merging
of vortex structures. A part of vortex structures decayed forming the electron background. The final
state, generally, was the solitary vortex structure located at the center with approximately initial
density of electrons and the electron background of low density surrounding it. The whole process
took place during about 10 rotation times 7, (the lower sequence in Fig. 11). However, sometimes,

the relaxation was stopped and the individual vortex structures were located in the form of regular
vortex lattice (the upper sequence in Fig. 11). Such quasistationary state lasted about 10*z,, after

which the number of the vortex structures decreased to one located at a center of the device. The
decrease of the number of vortex structures took place step-wise. After each decrease the remained
vortex structures rearranged into a new rigidly rotating symmetric quasistationary configuration.

Fig.11. Relaxation of 2D turbulence to vortex crystals and to a single vortex [11]

The experimentally found [11] crystal lattices of electron vortex structures in pure electron
plasma were confirmed by the numerical simulation [23] and reproduced theoretically [24]. In [11,
23, 24] it was shown that the formation of vortex crystal takes place as a result of interaction
between the vortex structures (clumps) and the background of low density surrounding them.

The systematic experimental investigation of the contribution of electron background to
spontaneous formation and decay of vortex crystals was given in [14,15]. In these experiments, the
clumps and the background were generated separately and their superimposition formed the initial
state of the system. The background of the given value and profile was formed preliminarily. Then,
the clumps with the given densities and location were injected in it. This allowed to create the
controllable and well-reproducible conditions of experiment. As the experiments showed, the vortex
crystals are not formed in vacuum. For formation of vortex crystals, the presence of the background
is necessary, and besides, the density of electron background should exceed the definite level
necessary for the given number of clumps. Interaction of clumps with the background leads to the
formation of annular zones around the clumps depleted of electrons. These annular zones hold the
electron vortex structures in lattice points and prevent them to approach each other, even for the
unequal charges of vortex structures. In Fig. 12 taken from [14] such zones are shown for three
vortex structures with different charges.
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Fig.12. Ring holes around the clumps in vortex crystal [14]

Thus, the vortex crystals are formed, when the dense vortex structures (clumps) are in the
electron background of low density and the level of background density has the value necessary for
the given number of clumps. If the initial value of background density is not high enough, the
number of clumps decreases in the process of free relaxation until the value of background is
sufficient for the remained number of clumps to form a crystal. After the crystal is formed, the
configuration remains quasistationary until one of the clumps disappears thanks to some dissipative
processes. Disappearance of a clump destroys the stable configuration and triggers the turbulent
vortex dynamics lasting until a new stable configuration is formed.

6. “Orbital instability” in gas-discharge electron plasma

In gas-discharge nonneutral electron plasma a different phenomenon is observed. At low
pressures of neutral gas ( p <107Torr ), in magnetron geometry and in Penning cell a periodically

appearing instability of orbital motion of single vortex structure was observed [1,2]. Instability
manifests itself in creation of strong radial oscillations of vortex structure the frequency of which is
almost by an order of magnitude less than the frequency of its orbital motion. Fig. 13 shows the
oscillograms of oscillations of electric fields on the anode (the upper) and the cathode (the lower)
wall probes during this instability in the magnetron geometry of the discharge device.

Fig.13. Orbital instability in magnetron
r,=3.2cm;r, =1.0cm; L=7cm;B=1.2kG;V =1.5kV ; p=5x10"Torr.

As it is seen from the figure, the vortex structure moves away from or approaches the anode
periodically. As the period of radial oscillations of vortex structure is much more than the time of its
rotation about the axis of the discharge device, the vortex structure makes the motion in spiral.
When the vortex structure moves away from the anode, it losses a part of its electrons that escapes
along the magnetic field. This is well seen in Fig 14, presenting the oscillograms of oscillations of
the electric field on the cathode wall probe (the lower) and of the full electron current on the end
cathodes (the upper).
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Fig.14. Orbital instability and electron ejection in magnetron
r,=3.2cm;r, =1.0cm; L=7cm;B=1.2kG;V =1.5kV ; p=5x10"°Torr.

The amplitude of radial oscillations of vortex structure is rather large and reaches 1cm [1].
After making 5-8 radial oscillations and losing about one third of its charge, the vortex structure
“calms down”. The orbit of vortex structure becomes stable. However, now the radius of vortex
structure orbit becomes by 5-6 mm less than it was before starting the instability. During the
instability, the vortex structure is not destroyed, only its orbital motion becomes unstable.
Therefore, such instability we will call “orbital instability”. After completing the orbital instability,
the charge of vortex structure and the radius of its drift orbit start to increase slowly, but this is
already the collisional process, which continued until the instability is repeated again.

The orbital instability in Penning cell [2] takes place in the same way as in magnetron
geometry, though there are some differences.

Fig.15. Orbital instability in Penning cell
r,=3.2cm; L=7cm; B=2.0kG; V =2.0kV ; p=6x10~"Torr

The number of radial oscillations in Penning cell is more than in magnetron geometry (of
the order of ten and more). The decay of radial oscillations in the Penning cell in most cases, takes
place in the same way as in magnetron geometry, that is, the amplitude of radial oscillations and the
amplitude of electron ejection along the magnetic field decrease gradually (Fig.15 left). Here the
upper oscillogram is the oscillations of electric field on the anode wall probe, and the lower — the
current of electrons on the cathodes. However, in some cases, the last ejection of electrons appears
to be the greatest and the amplitude of oscillations on the anode wall probe decreases strongly
(Fig.15 right). This indicates that, sometimes, the vortex structure approaches the axis of Penning
cell quite close causing, thus, the great losses of electrons in the vortex structure. Then the vortex
structure remains near the axis of Penning cell during the whole collisionless period. The
mechanism of appearing and progressing of orbital instability is not studied yet.

7. Discussion and conclusion

We considered the processes of formation and dynamics of vortex structures taking place
during the collisionless time interval in pure electron and gas-discharge electron nonneutral
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plasmas. The analysis of experimental results showed that the process of formation of stable vortex
structure as a result of diocotron instability at | =1 mode takes place in similar way in both
plasmas. If, as a result of diocotron instability several vortex structures are formed, in the process of
their evolution and interaction one stable vortex structure is left finally. A great role in both plasmas
is played by electron background that determines the direction of radial drift of vortex structure and
the conditions of vortex crystal formation.

The difference in behaviour of vortex structures in pure electron and gas-discharge electron
nonneutral plasmas is caused, mainly, by the different initial conditions. In pure electron plasma
there is a wide spectrum of externally given initial conditions: the thickness, the location and the
density of circular electron sheath, or the given arrangement of electron columns. Therefore, at the
initial moment we can obtain any mode of diocotron instability and any number of vortex
structures. However, finally, as a result of mixing and merging, one stable vortex structure is left. If
a vortex crystal is formed, in this case as well the number of vortex structures decreases to one in
step-wise manner.

In gas-discharge electron plasma the situation is somewhat different. Here, the cylindrical
annular electron sheath is formed by natural way at the expense of collisions and ionization.
Therefore, the diocotron instability develops at | =1 mode, corresponding to the minimum critical
electron density [17]. This leads directly to the formation of one stable vortex structure. Thus, in
gas-discharge electron plasma there are not possibilities for variation of initial conditions. in
contrast to the case of pure electron plasma. However, here, one can vary the geometry (magnetron
or inverted magnetron) of discharge device depending on the fact in which of these geometries we
can observe better one or another process.

Generally, the use of different geometries or of their modifications is very useful for
carrying out the experiments. In [25] the vortex structures in magnetron geometry with dielectric
end plates were studied experimentally. It was found that in such discharge device, the diocotron
instability appears periodically and a quasistable vortex structure is formed. The existence of
dielectric discs inhibits the ejection of electrons along the magnetic field. In this regard, the
situation reminds the one taking place in pure electron plasma. Periodical formation of vortex
structure and its subsequent “decay” reminds the situation connecting with gas-discharge plasma in
inverted magnetron. In [26] the experimental investigation of the dispersion shifted from the axis of
vortex structure in Penning-Malmberg cell was made. For creation of controllable radial electric
field, a long thin wire was stretched along the cell axis, to which the displacement potential was
applied. This allowed to study the process of evolution and dispersion of vortex structure depending
on its intensity and applied shear. In [27] a uniform annular sheath of magnetized electrons was
formed between two coaxial cylinders by means of continuous electron injection. Diocotron
instability in annular electron sheath led to the formation of stable localized vortex structures of
high density. In [28] the electron column was continuously injected into Penning-Malmberg cell.
With the increase of electron density, the column became hollow. The diocotron instability
appeared and the vortex structures were formed. However, in contrast to the case of short-time
injection, when the formed vortex structures shifted to the cell axis, in the given experiment the
vortex structures shifted to the region between the electron column and the anode. For simulation
and studying the magnetospheric phenomena, the device was created with levitation
superconducting dipole magnet for confining the pure electron plasma with magnetospheric
configuration [29]. It is shown that in this device the electrons, similar to the experiments described
above, are self-organized into dense stable vortex structures.

Thus, it can be assumed that the self-organizing vortex structures (clumps) in nonneutral
electron plasma are one of the fundamental properties of such plasma independent of the method of
its obtaining and of the geometry of confining device. Being initiated by the diocotron instability,

they are formed quickly (At[] v,") and exist long (At v;").

The vortex structures have a strong influence on nonneutral electron plasma and play an
important role in the processes taking place in it. One of such processes in gas-discharge electron
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plasma is the ejection of electrons along the magnetic field to the end cathodes from the vortex
structures and from the regions of electron sheath surrounding them.

The other physical process connected with the vortex structures is the transport of electrons
across the magnetic field. As the vortex structure has its own electric field, the sheath electrons
passing by the vortex structure deviate to the anode or to the cathode and thus, increase their radial
shifts. When the radial shifts exceed significantly the Larmor radius of electron, there appears the
neoclassical transport of electrons across the magnetic field. Besides, at the formation of stable
vortex structure, at the formation and at the stepwise transformation of vortex crystals there appear
many small irregular vortex structures and filamentary tails that are mixed, merged or dissipated
chaotically. Thus, a turbulent state appears periodically in nonneutral electron plasma.

In conclusion, it should be noted that the Drift-Poisson equations describing the noneutral
electron plasma are isomorphic to 2D Eiler equations for nonviscous incompressible fluid [16,8].
Therefore, the investigation of plasma flows, of transport mechanisms, and of the processes of
formation, interaction and dynamics of vortex structures in nonneutral electron plasma is of interest
not only for the physics of nonneutral plasmas and for their practical application, but also for
simulation of large-scale geophysical and astrophysical phenomena.
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[loka3aHo, YTO UMeEMOLMECS pa3Iudus B TOBEJCHUUM BUXPEBBIX CTPYKTYp OOYCIIOBIIEHBI
Pa3NUYHBIMM HAYaJbHBIMHM YCJIOBUSMH HEHEUTpaNbHBIX AJIEKTPOHHBIX IuiasM. OOcyxnaeTcs
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Abstract

The analysis of the results of experimental investigations of equilibrium, interaction and
dynamics of vortex structures in pure electron and gas-discharge electron nonneutral plasmas
during the time much more than the electron-neutral collision time has been carried out. The
problem of long confinement of the column of pure electron plasma in Penning-Malmberg trap is
considered. The mechanism of self-sustaining long-lived stable vortex structure in gas-discharge
nonneutral electron plasma is proposed. The collapse of electron sheath in gas-discharge plasma of
Penning cell is described. The analysis of the interaction between the stable vortex structure and
the symmetric electron sheath, as well as of the action of vortex structures on the transport of
electrons along and across the magnetic field is made.

1. Introduction

In [1] the general mechanisms and the differences in the process of formation, interaction
and dynamics of vortex structures in pure electron and gas-discharge electron nonneutral plasmas
during a short collisionless time interval following the origination of diocotron instability were
studied. The analysis of experimental results showed that the process of formation of stable vortex
structure proceeds in both plasmas practically in the same way, and the observed differences
connected with the different initial parameters of electron plasma. Independent of the initial number
of vortex structures, at the end of the process of collisionless evolution in both plasmas only one
stable vortex structure is left. However, in pure electron plasma, the vortex structure is shifted to the
axis of trap, and in gas-discharge electron plasma, it remains in the electron sheath near the anode
surface. The further evolution and dynamics of vortex structure takes place with the participation of
electron-neutral collisions. The gas-discharge electron plasma differs from the pure electron plasma
in that it exists unlimitedly long at the expense of ionization. Besides, the ionization takes place not
only in plasma sheath, but also inside the vortex structure. The other characteristic feature of gas-
discharge plasma is the ejection of electrons from the plasma and vortex structures to the end
cathodes along the magnetic field in the form of continuous flux and periodically following pulses.

The present work deals with the comparable analysis of the behavior of vortex structures in
pure electron and gas-discharge electron nonneutral plasmas in the presence of electron-neutral
collisions. In section 2, the process of expansion of the column of pure electron plasma in Penning-
Malmberg trap, and the problems connected with its confinement at low pressures of neutral gas are
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considered. In section 3, the behavior of stable vortex structure in gas-discharge electron plasma is
studied at different geometries and at different pressures of neutral gas. In section 4, the mechanism
of self-sustention of long-lived stable vortex structure in gas-discharge electron plasma is
considered. In section 5 the collapse of electron sheath in gas-discharge plasma in Penning cell at
the pressures when the density of neutral plasma becomes comparable to the density of electron
sheath is described. In final section 6, the interaction between the stable vortex structure and the
symmetric electron sheath, as well as the action of vortex structure on the transport of electrons
along and across the magnetic field is discussed.

2. Long confinement of pure electron plasma column

A pure electron plasma is formed by injection of electrons into Penning-Malmberg trap and,
therefore, its initial state can have the arbitrary given density and shape (the central column, the
hollow column, several columns shifted from the axis, etc). However, independent of the initial
conditions and of the consequent collisionless processes, the initial state for the time interval

At v;' (v, is the frequency of electron-neutral collisions) will be the axisymmetric picture with

one vortex structure located on the axis of confinement device and the background of low density
surrounding it. Under the action of electron-neutral collisions, the vortex structure (the electron
plasma column) will be expanded. The velocity of expansion is proportional to the pressure of
neutral gas. Consequently, one could expect a strong increase of the time of plasma confinement at
the transition to very low pressures. However, the experiment did not prove such suggestion. In [2],
the time of confinement (the time during which the electron density at the column center was
halved) of the central column of pure electron plasma in the wide range of neutral gas pressure (He,

107" < p<10~°Torr ) was measured. It turned out that for the pressure of neutral gas p >107"Torr,

the time of confinement is determined by the classical mobility of electrons across the magnetic
field, and at lower pressures, the time of confinement does not depend any more on the pressure [2,
3].

In this range of pressures the frequency of electron-neutral collisions becomes less than the
frequency of electron-electron collisions. However, electron-electron collisions cannot be the reason
of the observed expansion of electron column. Consequently, there is another process of radial
transport of electrons that becomes dominant at low pressures. In [2] it was assumed that this
process can be the asymmetry-induced transport. The asymmetry-induces transport in nonneutral
plasma located in cylindrical symmetric trap is the transport of charged particles across the
magnetic field occurred as a result of distortion of cylindrical symmetry caused by the imperfect
construction of experimental device and by a small asymmetry of electric and magnetic fields.
Thought his process has been studied for a long period of time, the mechanisms of such process, as
well as the agreement between the considered theories and experiment have not been fully
understand yet [4].

Thus, the attempt to increase the time of confinement of electron (ion) plasma in Penning-
Malmberg trap at the expense of decreasing the neutral-gas pressure was not crowned with success.
Nevertheless, the method was found allowing to counteract not only the radial expansion of electron
plasma column, but to compress the electron column increasing multiply its density. This is the so-
called “rotating wall” technique [5,6].

The description of stable state of nonneutral plasma in strong magnetic field, in cylindrically
symmetric trap at low pressure of neutral gas is based on conservation of angular momentum. Small
static asymmetries of trap construction, of electric and magnetic fields create the resistance to
rotation of nonneutral plasma, and the condition of conservation of angular momentum leads to its
expansion. To counteract this expansion the technique of rotating wall was developed, in which the
rotating electric field is used for increasing the angular velocity of nonneutral plasma. This leads to
the stabilization or to the decrease of the average radius of plasma column, i.e. to the increase of
confinement or to the radial compression of plasma. In general case, the torque from the rotating
electric field will compress the plasma if the rotating electric field frequency is larger than the
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plasma rotation frequency. Here, two regimes are possible. In [5], the frequency of applied electric
field was in resonance with Trivelpiece-Gould modes and was much higher than the frequency of
plasma rotation. This is the “slip” regime. In [6], the other regime was used, when the frequency of
applied electric field is close to the frequency of plasma rotation. In this regime, the plasma was
compressed and its density was increased until the frequency of plasma rotation approaches the
fixed applied frequency. This is the “low-slip” regime. In Fig.1 taken from [6], the upper part shows
the process of compression of electron column under the action of rotating wall field. The lower
part of the figure shows the process of expansion of the profile of column density after the field of
rotating wall is detached. As it is seen from the figure, the rate of plasma expansion is much slower
than the rate of compression. At continuously attached rotating wall, the compressed plasma of high
density was confined in the stable state for an indefinite time (24 hours in this experiment).
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Fig.1. Evolution of the profile of electron column density
at compression (upper part) and at expansion (lower part) [6]

3. Stability of vortex structure in gas-discharge electron plasma

The behavior of vortex structures in gas-discharge electron plasma during the time much
more than the electron-neutral collision time depends on the geometry of discharge device and on
the pressure of neutral gas. As a result of the appearance of diocotron instability, in the geometry of

inverted magnetron a stable vortex structure is formed rapidly (At[J v,') and then it “decays”
slowly (At v,") [7, 8]. Hence, during the most period of time we observe one quasi-stable vortex

structure, the charge of which is decreased slowly. At last, the vortex structure disappears and
during some time (before appearing the next diocotron instability) the only symmetric electron
sheath is left without vortices and oscillations. In Fig. 2, the oscillograms of this process are given.
The upper oscillogram is the oscillations of electric field on the anode wall probe. The lower
oscillogram is the full current of electrons on the end cathodes.

The process of development of diocotron instability and of formation of quasi-stable vortex
structure is accompanied by the pulse of electron current along the magnetic field to the end
cathodes.
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Fig.2. Diocotron instability and vortex structures in inverted magnetron [8]
r,=1.0cm; r.=3.2cm; L=7cm; B=1.8kG;V =0.9kV ; p=2x10"°, 1x107, 1x10~*Torr .

In magnetron geometry and in Penning cell, there exists one stable vortex structure at low

pressures of neutral gas. At the pressures lower than 1x10°Torr (here and below the pressures of
argon are given for the parameters of discharge and geometric dimensions of the device at which
the experiments were made), the vortex structure approaches slowly the anode increasing gradually
its own charge [9, 10]. At the definite moment of time, there arise the strong radial oscillations of
the structure being accompanied by ejection of electrons to the end cathodes along the magnetic
field. The period of radial oscillations of vortex structure is much more than the period of its
rotation about the axis of discharge device. Therefore, during the radial oscillations the vortex
structure performs a spiral motion. The ejection of electrons takes place at the moments the vortex
structure moves away from the anode surface. Let us call such radial oscillations of vortex structure
the orbital instability. The orbital instability continues during the time much less than the electron-
neutral collision time (5-8 radial oscillations in magnetron, and about 10 — in Penning cell). As a
result of orbital instability, the vortex structure losses about a third of its charge and returns to the
initial (smaller) orbit. This process is repeated periodically after the interval of time much more than
the electron-neutral collision time.

Fig.3. Periodically repeated orbital instability in magnetron
r,=3.2cm; r.=1.0cm; L=7cm; B=1.2kG; V =1.5kV ; p=6x10"°Torr .

Fig. 3 shows the oscillograms of this process in magnetron. The upper oscillogram is the
oscillations of electric field on the anode wall probe, and the lower one - the full current of electrons
on the end cathodes. Here and below, the little lines on the oscillograms (to the left) indicate the
initial position of the sweep trace.

Both, the average frequency of repetition of orbital instability in magnetron and the
frequency of repetition of diocotron instability in inverted magnetron are proportional to the
pressure of neutral gas. Both, in magnetron and in inverted magnetron, during the most period of
time of periodically repeated processes the vortex structure is quasistable. The difference is in that
in the inverted magnetron the charge of vortex structure decreases slowly, and in the magnetron —
increases slowly. However, in the narrow range of neutral gas pressure, (1—2)x107Torr, the

vortex structure in the magnetron geometry remains always stable [9]. Fig. 4 shows the
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oscillograms of oscillations of electric field on the anode wall probe (upper) and on the cathode wall
probe (lower) in magnetron in this range of neutral gas pressure. As it is seen from the figure, the
vortex structure does not have “tails”, and its charge and orbit remain unchanged.

Fig.4. Stable vortex structure in magnetron
r,=3.2cm; r.=1.0cm; L=7cm; B=1.5kG; V =1.0kV ; p=1x10~Torr.

So, in gas-discharge electron plasma, in the time interval At[] v,', the vortex structure in

magnetron geometry exists indefinitely long and keeps its charge and dimensions despite the
electron-neutral collisions. Even in the geometry of inverted magnetron where the vortex structure
“decays” slowly, its expansion in time is not observed. Fig.5 shows the fragments of oscillations of
electric field on the anode wall probe (upper oscillogram) in inverted magnetron taken at the
moment when the stable vortex structure is fully formed (left), and at the moment close to its full
decay (right). The lower oscillogram is the electron current on the end cathodes.

Fig.5. Decay of vortex structure in inverted magnetron
r,=2.0cm; r,=3.2cm; L=7cm; B=1.5kG; V =1.0kV ; p=2x10"Torr

4. The model of self-sustaining stable vortex structure

The stability of vortex structure at the presence of electron-neutral collisions can be
connected with the simultaneous existence of two processes in the vortex structure: ionization and
ejection of electrons to the end cathodes along the magnetic field. The pulses of electron current on
the end cathodes appear at the formation of vortex structures, at their approach and at radial shift of
vortex structure from the anode surface [7-10], i.e. the moments when the local decrease of
potential barrier takes place or when the vortex structure itself shifts to the region with less potential
barrier. At the same time, a part of electrons with the energy sufficient to overcome the decreased
potential barrier goes to the end cathodes along the magnetic field. However, beside the pulses of
electron current, there is the continuous flux of electrons from the vortex structure to the end
cathodes along the magnetic field [11]. Fig. 6 taken from [11] shows the continuous flux of
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electrons from the vortex structure in the case of one stable vortex structure (left) and in the case of
two approaching vortex structures (right).

Fig.6. Continuous electron ejection from vortex structure in Penning cell [12]
r,=3.2cm; L=7cm; B=1.9kG;V =1.0kV ; p=1x10"Torr

Upper oscillograms are the signals from the anode wall probe, and lower oscillograms— the
current of electrons through the narrow radial slit in the end cathode. The slit was located on the
same azimuth as the wall probe and the width of slit was much less than the diameter of vortex
structure. As is seen from the figure, the continues current of electrons flows from the vortex
structure along the magnetic field and rotates together with the vortex structure around the axis of
discharge device.

The average value of total electron current on the end cathodes is rather high and make
about 50% of the value of discharge current [12,13]. Therefore, this mechanism of losing the
electrons is necessary to be taken into account together with the ionization and transverse diffusion
at the consideration of processes taking place both, in vortex structure and in electron sheath of
discharge.

In [14] the model of stable vortex structure was proposed, in which from the periphery of
vortex structure on the side nearest to the cylindrical cathode, a continuous ejection of electrons
takes place to the end cathodes along the magnetic field. The ejection of electrons compensates the
ionization in the vortex structure and the expansion of the vortex structure due to electron-neutral
collisions. Let us consider this process in more detail. The vortex structure rotates about its own
axis. Therefore, the electrons of vortex structure approach periodically the anode and the cathode.
In this case, the “longitudinal energy” acquired by vortex electrons at the expense of electron-
neutral collisions near the anode, can be enough for overcoming the potential barrier near the
cathode after they approach the cathode. The farther are the electrons from the vortex center, the
more is the value of the “longitudinal energy” acquired by electrons near the anode and the less is
the potential barrier near the cathode, and consequently, the more probable is the escape of
electrons along the magnetic field. The electrons originating in the vortex structure at the expense of
ionization are moved to the periphery of the structure at the expense of electron-neutral collisions
and go to the end cathodes along the magnetic filed by the considered mechanism. Therefore, the
transverse dimension of the structure and its charge remain unchanged. If the balance between these
processes is disturbed, the charge of vortex structure will increase slowly, or on the contrary, will
decrease slowly. Thus, the above-considered mechanism of the balance of processes of ionization
and of escape of the electrons along the magnetic field can explain the stability of vortex structure
in magnetron in the range of pressure (1—2)x107Torr, the increase of the charge of vortex
structure in magnetron at lower pressure and the decrease of the charge of vortex structure in
inverted magnetron.

In the proposed model the electron exchange between the vortex structure and the electron
sheath is absent. Consequently, the vortex structure is considered as an isolated object. Therefore,
the mechanism of stabilization of vortex structure should not depend on the geometry (magnetron,
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inverted magnetron, Penning cell) and on the background. However, the background, geometry and
the place of location of vortex structure in the discharge gap will have an influence on the
dimension and the shape of vortex structure. This is connected with the value of gradient of the
containment potential along the radius of discharge device on the diameter of vortex structure. In
particular, if, as a result of radial shifting the vortex structure appears in the center of Penning cell,
the action of above-considered mechanism of stabilization of vortex structure will be stopped. The
vortex structure will start to expand and the charge will increase. This will lead to the formation of a
circular sheath, then to the diocotron instability and further to the formation of stable off-axis vortex
structure. Thus, in the gas-discharge electron plasma there works not only the mechanism of self-
sustention, but the mechanism of self-recovery of stable vortex structure as well.

For describing the model of stable vortex structure, let us consider two cylindrical

coordinate systems: the fixed (r,@,t) with the center on the axis of discharge device, and the

moving ( p,&,t) with the center on vortex axis. For simplification of the problem let us use the

planar geometry and assume that the background equals zero, i.e. the electric field between the
anode and the cathode E, =const. Then, for the electrons of vortex structure in the moving

coordinate system (moving with the velocity of vortex structure drift u, =cE,/B), the continuity
equation will have the following form:

on +li(pnvu):vinv—1“ (1)

ot pop

\

Here n, is the density of electrons, v, is the frequency of electron-neutral collisions, v; is

the frequency of ionization, I' is the loss of electrons along the magnetic field. Taking into account
the Poisson equation and the classical transverse mobility of electrons, in the stationary case
(0/0t =0) equation (1) will have the following form:

p 2
2 pdp=—o Lyn,-r) @
P Oop 3, 4zme” v,

Let us solve this problem in the following way. On the basis of experimental data, let us
give the value of electron density and determine I'. Then, using the obtained value T", let us find
the dependence of the density of electron current to the end cathodes on the discharge radius in
magnetron geometry and compare the obtained result with the experiment.

At p =0, the electrons are not displaced on the radius, and thus, F( p= 0) =0. Then, from

(2) it follows that:
B> v
n =0)=n_ = —L 3
W(p=0)=n, 4zme’ v, ®)

This value of density is close to the experimentally measured density of vortex structures [8, 9, 15].
In our model, the shape of distribution of electron density in vortex structure is not of fundamental
importance and we will use the Gaussian profile of density. Then:

2
n,=n, exp[—p—zj 4)
0,

Y

where, p, is the radius of vortex structure. Substituting (4) into (2), we will find:

143



I'(p)= 2vin0[1—exp(—p—22j]exp(—p—zzj (5)
Py Py

Now, let us use the obtained value of I" for magnetron geometry with stable vortex structure and
electron sheath (background), the density of which, according to the experimental data is about by
an order of magnitude less than the density of electrons of the vortex structure. In (5), the electron
losses are distributed uniformly in vortex structure circle. However, as @, >> @, >>v, (o, is the

angular velocity of rotation of vortex structure about the axis of discharge device, and @, is angular

velocity of rotation of vortex structure about its own axis), for distribution of electron density in
vortex structure, it is not very important whether the electrons escape from the whole vortex
structure circle or from any of its point. At this point there should be a minimum potential barrier
along the magnetic field. Therefore, passing to the fixed coordinate system, let us assume that in the
magnetron the electrons escape from vortex structure on the straight line segment connecting the
vortex structure center with the center of discharge device, i.e. at the points of maximum approach
of electrons near the cathode. In fixed coordinate system, the electron flux from the vortex structure
will be uniformly distributed on the discharge device circle due to the rotation of vortex structure
around the axis of discharge device. Hence, for I' we can write the following relation:

27rI°(r) =27l (o) where p=r,—r (6)

I is the radius of the orbit of vortex structure in magnetron geometry. The density of electron

v

current from the vortex structure on the end cathode will be equal to
jo=er(rL/2

Here, L is the anode length. Finally, we will obtain:

2 2
(Lvino)rv_r 1—exp _(I’V—rj exp _(rv—rj for r<r
r

0 for r>r

Je = (7)

Fig. 7 (left) shows the dependence of n, and j, on the radius of fixed coordinate system.

Though the vortex structure is the isolated system, its influence on the electron sheath is rather
great. In the sheath there is the velocity shear and each electron of the sheath passes the vortex
structure many times for the collision interval. As the vortex structure has its own electric field, the
sheath electrons deviate to the anode or to the cathode while passing the vortex structure. The
electrons deviated to the cathode, appear in the region of low containment potential and a part of
them escape to the end cathodes along the magnetic field. Thus, alongside with the electron current
from the vortex structure, there is also the current of electrons from the sheath to the end cathodes.
This current is located closer to the cylindrical cathode than the current from the vortex structure.
The both currents are continuous and rotate together with the vortex structure around the axis of
discharge device. Fig. 7 (right) shows the experimental dependence of the density of electron
current along the magnetic field on the radius of end cathode in the magnetron geometry for
different magnetic field in the region of neutral gas pressures, when one stable vortex structure is
observed. As it is seen from the figure, the considered model of vortex structure is in qualitative
agreement with the experimental results.
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Fig.7. Continuous electron ejection from vortex structure in magnetron
(right:V =4kV ; p=2x10~Torr;a- B=12,b-1.5,c- 1.8kG)

5. Collapse of gas-discharge electron sheath

At higher pressure of neutral gas, both, in magnetron and in inverted magnetron, there exist
simultaneously several vortex structures, and higher is the pressure, the more is their number. This,
probably, is caused by the fact that the decay rate of vortex structure increases with the pressure
slower than the growth rate of electron density in the sheath. Consequently, the new vortex structure
formed as a result of the next diocotron instability appears earlier than the preceding structure has
time to decay.

Under these conditions, the interaction of vortex structures becomes the dominant process in
electron plasma. It should be noted that these simultaneously existed vortex structures are not
coherent. They appear at different time, move on different circular orbits with different angular
velocities [9]. The vortex structures periodically approach each other, sometimes they merge, and
sometimes the new structures are formed and all these processes are accompanied by ejection of
electrons along the magnetic field to the endplate cathodes [7-10]. Fig.8 gives the oscillograms
showing the process of approaching the vortex structures at different pressures of neutral gas. The
upper oscillograms show the oscillations of electric field on the anode wall probe, and the lower —
the full current of electrons on the end cathodes.

By its structure, the Penning cell is the closes analog of the Penning-Malmberg cell, as there

is not a central cathode in it. However, at the pressures above 5x107°Torr the average density of
ions in Penning cell begins to approach the density of electrons, and in gas-discharge electron
plasma in Penning cell there appear the new effects [18]. In pure electron plasma the ions are absent
and such kind of problem does not arise.

In contrast to a magnetron and an inverted magnetron, in a Penning cell the ions oscillate
along the radius inside the hollow cylindrical anode and, at the same time, they move slowly along
the axis of a cylinder towards the end cathodes. Outside the anode sheath in the central region of a
Penning cell, ions are neutralized by electrons. With the increase of neutral gas pressure the density
of ions increases and, as a result, becomes comparable to the density of electrons. This is the so-
called transition mode of discharge, in which the electron sheath is “enclosed” between the anode
and the neutral plasma of about the same density as the sheath. In the transition mode the discharge
current shows a strong nonlinear dependence on the pressure: first, it increases rapidly, passes the
maximum, then decreases, passes the minimum and then again increases sharply. The electron
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sheath disappears and the discharge changes abruptly to the low-voltage glow discharge in the
transverse magnetic field.

Fig.8. Approach of vortex structures in magnetron
r,=3.2cm;r, =1.0cm; L=7cm;B=1.5kG;V =1.5kV ; p=1x10~*,4x10*Torr

The behavior of vortex structures in transition mode was studied in [18]. The experiments
was carried out in modified Penning cell, in which a flat cathode was located on the one end of
cylindrical anode, as in Penning cell, and on the other end a cylindrical cathode was located, as in
Penning-Malmberg cell. At such modification, the characteristics of discharge and the behavior of
vortex structures remain the same as in Penning cell with flat cathodes. Behind the cylindrical
cathode a flat collector was placed serving for measuring the current of electrons or ions ejected
along the magnetic field from the electron sheath and the neutral plasma. For observation of vortex
structures a diamagnetic probe was used instead of wall anode probe. This method is described in
detail in [19] and consists in that only one narrow slit is cut along the whole length of the
cylindrical anode, and an insulated diamagnetic probe, consisting of several turns of rf cable, is
placed around the anode. When the inhomogeneity (vortex structure) passes by the slit, the image
charge induced by it overcomes the slit in the anode by the current flowing around the anode circle
backwards, and generating the pulse of magnetic field registered by the diamagnetic probe. The
signal from the diamagnetic probe is similar to the signal from the wall probe and therefore, it is
convenient to use a diamagnetic probe for the external cylindrical electrode being under a high
potential. Besides, a diamagnetic probe is capable to register abrupt changes of diamagnetic
properties of electron sheath caused, e.g. by a partial or a full loss of electrons of the sheath.

The results of investigations showed that at the beginning of transition mode, the signals
from collector and diamagnetic probe have the same form as in magnetron. However, starting from
the pressures that correspond about to a half of a discharge current maximum, the observed pattern
changes significantly. There appear the strong relaxation oscillations. Fig.9 shows the oscillograms
of oscillations on the diamagnetic probe (lower), on the collector (upper left), and on the wall probe
of cylindrical cathode (upper right). The similar oscillations are observed on both sides of discharge
current maximum.

First of all, let us pay attention to the large positive pulses on the oscillogram of diamagnetic
probe. Each pulse is caused by an abrupt increase of magnetic field due to a sharp decrease of
diamagnetic properties of electron sheath as a result of a partial or a full ejection of sheath electrons
to the anode. This is indicated by the physical processes taking place before and after the
appearance of a pulse.
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Fig.9. Collapse of electron sheath in Penning cell

On the oscillogram of diamagnetic probe each pulse is preceded by the oscillations
connected with the motion of vortex structures. The vortex structures are formed at the moment of
appearing the diocotron instability in the discharge electron sheath as in the case of low pressures of
neutral gas. In the transition mode the annular electron sheath is located between the anode and the
neutral plasma density of which is about equal to sheath density. The sheath density, as well as the
plasma density increases in time until the diocotron instability appears and the formation of vortex
structures starts. The formation and the interaction of vortex structures are accompanied by the
ejection of electrons along the magnetic field to the end cathodes (upper left oscillogram in Fig.9).
However, in contrast to low pressures, when the formation of vortex structures limits the increase of
electron sheath density, in the transition mode the plasma density and the electron sheath density
continue to increase, as is evidenced by a continuous increase of ion current on the cylindrical
cathode (upper right oscillogram in Fig.9). The increase of electron sheath density at the fixed
discharge voltage should be accompanied by its compression. This process will be continued until
the sheath transforms into one-Larmor sheath, and its density reaches the Brillouin limit. Such
sheath is unstable and the ejection of the electrons to the anode takes place causing thus the jump of
magnetic field. As it is seen from the oscillograms, at the same time, on the collector and on the
cylindrical cathode the large narrow pulses are observed that are caused by an abrupt increase of
electric field on the cathodes. On the screened collector such pulse does not present. This confirms
as well the distortion of electron sheath. The appearance of longitudinal electric field causes an
increase of ion current from the plasma to the collector and a decrease of ion current to the
cylindrical cathode (upper right oscillogram in Fig.9). Then, the electron sheath begins to recover.
Its density increases as is evidenced by the decrease of ion current on the collector and by the
increase of ion current on the cylindrical cathode. Further, the whole process is repeated. Thus, we
have a periodically repeated process: the compression of electron sheath and its subsequent rapid
distortion, i.e. the collapse of electron sheath. The compression of electron sheath with the increase
of neutral gas pressure was discovered long ago [20]. However, in the transition mode there is not a
continuous (gradual or abrupt) transition from the anode potential drop to the cathode one. In fact,
the electron sheath in the transition mode “runs” periodically the complete cycle of its development
from the formation of anode sheath to its maximum compression and subsequent distortion.

It should be noted that in the transition mode the vortex structures continue to be formed and
to generate the electron flux along the magnetic field to the end cathodes. The formation of vortex
structures is observed up to the transition to the glow discharge, while, the ejection of electrons to
the end cathodes exists only up to the maximum of discharge current.
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6. Discussion and conclusion

Thus, there is a certain difference in the behavior of vortex structure in pure electron and
gas-discharge electron nonneutral plasmas in time interval At[l v,', when the electron-neutral

collisions play a significant role. In pure electron plasma the vortex structure is located on the axis
of experimental device (on-axis state) and is expanded continuously until it disappears fully. For its
long confinement and compression, it is necessary to use the rotating electric field - “rotating wall”
technique. In gas-discharge electron plasma the vortex structure is located near the anode surface
(off-axis state). This is a stable, self-organizing, self-sustaining and self-recovering structure
retaining its charge and profile. In a certain sense, the vortex structure in gas-discharge electron
plasma can be considered as a soliton-like structure, inside of which the formation of particles and
on the periphery their removal take place.

In general, the gas-discharge electron plasma is a long existed “symbiosis” of stable off-axis
vortex structure and of symmetrical electron sheath. This combination is characterized by a strong
mutual effect of both components on each other and has the new surprising properties. One of them
is the ejection of electrons from vortex structures and neighboring regions of electron sheath to the
end cathodes. The electron ejection current is rather great, exists always and is a new mechanism of
the loss of electrons from the vortex structure and electron sheath. In the vortex structure this
current compensates the ionization in vortex structure and its expansion at the expense of electron-
neutral collisions. In the electron sheath the electron ejection current limits the electron density. In
[16,17], the model of electron sheath was considered, in which the equilibrium density of electrons
is determined not by a balance between the ionization and the mobility of electrons across the
magnetic field, as it was assumed earlier, but by a “critical” electron density, at which there appears
the diocotron instability generating the vortex structures. The model describes well the current
characteristics of discharge in the crossed electric and magnetic fields both, in magnetron geometry
and in the geometry of inverted magnetron [17].

The vortex structures located in discharge electron sheath have an influence on the transport
of electrons across the magnetic field. Even in the case of one stable vortex structure, the sheath
electrons pass the vortex structure multiply during the mean free time. As the vortex structure has
its own electric field, the sheath electrons passing by the vortex structure deviate to the anode or to
the cathode increasing thus their radial shifts. When the radial shifts exceed significantly the
Larmor radius of the electron, there appears the neoclassical transport of electrons across the

magnetic field. At relatively high pressures of neutral gas ( p >107Torr), in the discharge electron

sheath there exists simultaneously several vortex structures, and the higher is the pressure, the more
is their number. At a great number of vortex structures, their movement and interaction become
chaotic that can lead to the turbulent transport of electrons across the magnetic field.

The electron sheath (background), in its turn, has the influence on the behavior of vortex
structures, for example, on the radial drift of vortex structures and on the formation of vortex
crystals.
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JAMHaMuKa YeAMHEHHON BUXPEBOM CTPYKTYPbI B CTOJIKHOBHUTEIbHBIX
YUCTOM U ra3opaspsaIHOH HEHEHTPAJIBHBIX JIEKTPOHHBIX IJI1a3MaxX

Hukou103 A. KepBannmBuian

Pe3rome

[IpuBoauTCcs aHanM3 pe3ysibTaTOB SKCIEPUMEHTAIBHBIX MCCIENOBAaHUN paBHOBECHS,
B3aUMOJCHCTBUS M JAVNHAMUKH BHUXPEBBIX CTPYKTYp B YHUCTO 3JJIEKTPOHHOM W Tra3opa3psIHOi
JIEKTPOHHON HEHEUTPAJIbHBIX IJIa3MaX, B TEUEHHE BPEMEHH, MHOTO OOJIBIIEr0 BPEMEHH AJIEKTPOH-
HEHTpaJbHBIX CTOJKHOBEHHUI. PaccmoTpena mpoOriema AIUTENBHOTO YJEp)KaHUsl CToj0a YHCTO
JIEKTPOHHOM  mia3Mbl B JioBymke  Ilennunra-Manmbepra.  IlpemiokeH — MexaHu3M
CaMOTIOJIICP)KAHKS  JTONTOKUBYIIEH CTaOMIBHOW BHXPEBOH CTPYKTYphl B  Ta30pa3psaHON
HEHENTPaJIbHOW AJIEKTPOHHON Iu1azMe. OmMcaH KOJUIallC JIEKTPOHHOIO CJOs B ra3opas3psIHON
miasMme sueiikn [leHHWHra. AHATU3HPYETCs B3aUMOACHCTBHE MEXKIY CTaOUIBHON BUXPEBOM
CTPYKTYpOll M CHUMMETPUUYHBIM 3JIEKTPOHHBIM CJIOEM, a TAaKXKE, BIMSIHHUE BUXPEBBIX CTPYKTYp Ha
MIEPEHOC JIEKTPOHOB BJOJIb U MTONEPEK MArHUTHOTO MOJISI.
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Obituaries:

(1932-2012) (1935-2012) (1932-2012) (1934-2011) (1951-2012)

In 2011-2012, the Institute of Geophysics they left forever several leading specialists in the field of physics of
the atmosphere and clouds and plasma physics. They all - Tamaz Salukvadze, was born into 1934; Eteri Khelaya, was
born into 1935; Roman Doreuli, was born into 1932; Albert Nodia, was born into 1934, Giorgi Aburjania was born
into 1951 - after end of the Physics Faculty of Tbilisi State University during several decades were occupied by
scientific activity in the Department of Physics of Atmosphere of the Institute of Geophysics. Today we recall about
them.

T. Salukvadze (it worked in the Institute of Geophysics in 1958-2012), E. Khelaya (1963-2012) and R. Doreuli
(1962-2005), they were the specialists of high class in the field of the radar of convective clouds and artificial action on
the clouds, and A. Nodia (1968-2011 - in the field of the electricity of the atmosphere and clouds. They all took direct
part in the measurements, the collection and the analysis of observational data.

T. Salukvadze worked on the different posts from the senior technician to the senior scientific worker. In 1980 it
protected candidate thesis. The significant contribution to the cause of the establishment of the radar structure of
convective clouds made. He was the author more than 70 scientific works, including of one monograph and one
invention. The rewards and the money rewards of the governments of the Soviet Union and Bulgaria were obtained for
the successes in the practical activity in the region of artificial action on the hail processes in the different time.

E. Khelaya worked as junior, then senior scientific worker. In 1984 it protected candidate thesis. She made
the significant contribution to the cause of the establishment of the thunderstorm and hail danger of convective clouds
by radar methods. She was the author more than 60 scientific works, including of one monograph. In 1978 in the
service of fight with the hail of Georgia was inculcated the developed by it radar method of the recognition of hail and
rain clouds.

R. Doreuli worked as engineer, junior scientific and scientific worker. In essence it worked at the composition
of the detailed maps of the fields of the distribution of hail and thunderstorm processes in Eastern Georgia on the basis
of radar data. He was the author more than 40 scientific works, including of one invention. For the successful work in
Georgia and Bulgaria it was rewarded with medal and money rewards.

A.Nodia worked as engineer, junior and senior scientific worker. In 1990 it protected candidate thesis. Being
based on the results of field (including aircraft) and laboratory experiments, it made the significant contribution to the
cause of the establishment of the electrical structure of clouds and active action on them for the purpose of the
regulation of their electrical structure. He was the author more than 110 scientific works.

Professor Giorgi Aburjania suddenly passed away in Cosenza, Italy during his scientific visit at the University of
Calabria within the 7" framework project of the Euro Commission, leaving his family, friends and colleagues in deep
sorrow. Prof. Aburjania’s was born in 1951 in Khobi, Georgia. He has graduated from V.M. Komarov secondary school
of physics and mathematics in Tbilisi in 1968. In 1973 he completed the course of theoretical physics at the faculty of
physics at 1. Javakhishvili Thbilisi State University (TSU) with honors. In 1978 he defended the dissertation work with
the degree of candidate of physical and mathematical sciences (PhD) at the institute of physics At Georgian Academy
of Sciences, Tbilisi in the field of plasma physics. In 1990 he obtained the degree of doctor of physical-mathematical
science with specialty “theoretical and mathematical physics” in Tbilisi State University, Georgia. At this university
prof. Aburjania has prepared and read various general and special lecture courses of physics for students, post graduated
students and doctoral fellows for many years. He was a head of Laboratory of Investigation of the Extraordinary
Phenomena at the I. Vekua Institute of Applied Mathematics of TSU. He was Chief scientist at M. Nodia Institute of
Geophysics, TSU. Well known specialist in the field of plasma physics, physics of ionosphere and magnetosphere,
theories of linear, nonlinear wavy, solitary vortex structures and vortical turbulences in the dispersed media. He was an
author of known monograph “Aburjania G.D. “Self-Organization of the Nonlinear Vortex Structures and the Vortical
Turbulence in the Dispersive Media”, Moscow, KomKniga —URSS, 2006”. Pro. Aburjania worked at the leading
scientific centers of Russia, Ukraine, Italy and others. Author more than 190 scientific articles, published in
international impact factor and refereed scientific journal. His works were always progressive and recognized by the
international scientific society. All his life he served a science nevertheless his heath condition. Prof. Aburjania was full
of life, energy, with very special sense of humor. So, smiling he left us — his colleagues in deep sadness.

They all repeatedly participated in many local and international conferences.
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EUROPEAN COMMISSION RESEARCH EXECUTIVE AGENCY
International Fellowships Head of Unit

AU IUY 4 o vVv U A v ae aa e a a1

Legal representative of Ivane Javakhishvili Tbilisi State University

Dear Mr. Aleksandre Kvitashvili,

It is with great sadness that I have been informed today about the death of Dr. Giorgi Aburjania during a secondment as
an experienced researcher in the framework of the GEOPLASMAS IRSES project.

On behalf of the Research Executive Agency and my unit, please accept our deepest and most sincere condolences. Our
thoughts are with Dr. Aburjania’s family, friends and colleagues at this difficult time.

Francois Willekens, Head of Unit
Dear family members of Giorgi
I knew Giorgi for almost 40 years.
Last time we met in CALABRIA couple of years ago. He loved this country, enjoyed staying there and it is impossible
to believe that he passed away in this beautiful place. Giorgi was always full of life and energy, he never complained
and I even do not know about any heart problems he had. He was very enthusiastic about science, was very active last
years and I am very proud that we finished our first (and already last) joint paper. I will always remember him smiling,
writing equations and arguing about plasma science.

Lev Zelenyi, Head of IKI - Space Research Institute
To the family of Giorgi Aburjania,
I am Gaetano Zimbardo, the Italian colleague of Giorgi. As you know, he came here for an exchange visit within the
framework of a European project called Geoplasmas. Herewith I would like to give you my condolences as well as
those of all the teams of the Geoplasmas project, including the project officer in Bruxelles. Many people knew Giorgi
and his passing away was really shocking to us. I was always very impressed by his will to carry out research, as well as

by his attachment to family and to his own country.

Gaetano  Zimbardo,  University = of  Calabria
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Papers intended for the Journal should be submitted in two copies to the Editor-in-Chief. Papers
from countries that have a member on the Editorial Board should normally be submitted through
that member. The address will be found on the inside front cover.

1.

PNk

e

1.

Papers should be written in the concise form. Occasionally long papers, particularly those of a
review nature (not exceeding 16 printed pages), will be accepted. Short reports should be
written in the most concise form not exceeding 6 printed pages. It is desirable to submit a copy
of paper on a diskette.

A brief, concise abstract in English is required at the beginning of all papers in Russian and in
Georgian at the end of them.

Line drawings should include all relevant details. All lettering, graph lines and points on graphs
should be sufficiently large and bold to permit reproduction when the diagram has been reduced
to a size suitable for inclusion in the Journal.

Each figure must be provided with an adequate caption.

Figure Captions and table headings should be provided on a separate sheet.

Page should be 20 x 28 cm. Large or long tables should be typed on continuing sheets.
References should be given in the standard form to be found in this Journal.

All copy (including tables, references and figure captions) must be double spaced with wide
margins, and all pages must be numbered consecutively.

Both System of units in GGS and SI are permitted in manuscript

. Each manuscript should include the components, which should be presented in the order

following as follows:

Title, name, affiliation and complete postal address of each author and dateline.

The text should be divided into sections, each with a separate heading or numbered
consecutively.

Acknowledgements. Appendix. Reference.

The editors will supply the date of receipt of the manuscript.
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