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J. Gómez-Torrecillas, Algebra, Universidad de Granada, Spain
V. Maz’ya, PDE and Applied Mathematics, Linkoping University and University of Liverpool
G. Peskir, Probability, University of Manchester UK,
R. Umble, Topology, Millersville University of Pennsylvania, USA

Associate Editors:

J. Marshall Ash DePaul University, Department of Mathematical Sciences, Chicago, USA
G. Berikelashvili A. Razmadze Mathematical Institute, I. Javakhishvili Tbilisi State University, Georgia
O. Chkadua A. Razmadze Mathematical Institute, I. Javakhishvili Tbilisi State University, Georgia
A. Cianchi Dipartimento di Matematica e Informatica U. Dini, Università di Firenze, Italy
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R. Keskin, Z. Şiar and M. G. Duman. Solutions of some Diophantine
equations in terms of Horadam sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .79

Z. Kvatadze and B. Parjiani. Construction of a kernel density estimator
of Rosenblatt–Parzen type by conditionally independent observations . . . . . . . . . . . . . . . . . . . . . . . . . 93

M. Mrevlishvili and D. Natroshvili. Investigation of nonclassical transmission
problems of the thermo-electro-magneto elasticity theory for composed
bodies by the integral equation method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .103
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THE ASYMPTOTIC BEHAVIOR OF PRECISE LOWER ESTIMATE OF

RECONSTRUCTION OF A LINEAR ORDER ON A FINITE SET

SHALVA BERIASHVILI

Abstract. In the present paper we consider reconstructions of a linear order on a finite set and give
the extremal lower estimate of those reconstructions. The asymptotic behavior of such estimate is

studied.

The study of discrete point-systems is one of the most important directions in modern mathematics
and the methodology of studies of such point-systems is quite diverse. In particular, it uses the methods
and principles of combinatorial set theory, mathematical analysis, algebra, graph theory, etc.

The present article is devoted to a concrete topic of discrete mathematics and describes some
extremal cases connected with finite linearly ordered point sets. Discrete linearly ordered point-
systems can be met in various fields of pure and applied mathematics. One can indicate several such
directions in contemporary mathematics, for instance, discrete and computational geometry, classical
number theory, combinatorics (finite or infinite), the theory of convex sets, discrete optimization,
etc. The investigation of the combinatorial structure of various discrete and finite point-systems in
Euclidean spaces is a rather attractive and important topic.

Properties of various discrete point systems are considered in many works (see, t.g., [2–11].)
Throughout this article, we use the following standard notation:
N is the set of all natural numbers;
R is the set of all real numbers;
Rm is the m-dimensional Euclidean space, where m ≥ 1;
(X,≤) is a linearly ordered set with card(X) = n, where n is a natural number.
For our further purpose, we need to formulate one important result, which is a particular case

of the so-called Master’s Theorem. The mentioned universal theorem plays an important role in
investigation of various combinatorial problems and questions. Let us formulate a weak version of the
Master’s Theorem.

Lemma 1. Let f : N → N be an increasing (in general, not strongly increasing) function such that
the inequality

f(2n) ≤ 2f(n) + an+ b

holds true for two fixed real numbers a ≥ 0 and b ≥ 0 and for all n ∈ N. Then there is an upper
estimate of f in the form

f(n) = O(log2(n)).

In other words, there exists a real constant d > 0 such that

f(n) ≤ d · log2(n)

for all natural numbers n > 1.

The proof of Lemma 1 can be found in many works, textbooks and monographs (see, e.g., [2,5,7]).
Suppose that a nonempty finite linearly ordered set (X,�) is given with

card(X) = n.

Take any two-element subset {x, y} of X, where x 6= y, and compare x and y with respect to
“�”. In out further considerations, such a comparing will be called an elementary operation. Since �

2010 Mathematics Subject Classification. 05C30, 52C99.
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trivially induces the linear ordering on {x, y}, we have the disjunction x � y ∨ y � x. Moreover, since
x 6= y, we can write

x ≺ y ∨ y ≺ x.

Suppose now that for every two-element subset {x, y} of X, we are able to specify, by using exactly
one elementary operation, which of the two relations x ≺ y and y ≺ x is valid. Briefly speaking, we
are in the situation where full information on the induced orderings

�{x;y} (x ∈ X, y ∈ X,x 6= y)

is available. For our future purpose, several simple auxiliary propositions will be helpful.
Recall that any pair of the form (V,E), where V is a set and E is some subset of the family of all

two-element parts of V , is called a graph (see, e.g., [6, 11]).

Lemma 2. If a finite graph (V,E) is such that

card(V ) = n, card(E) < n− 1,

then this graph is not connected.

The above assertion immediately follows from the fact that any nonempty finite connected graph
(V,E) contains a subtree (V,E′) such that

card(E′) = card(V )− 1.

Lemma 3. Let (L,≤) be a linearly ordered set and let X and Y be any two nonempty disjoint finite
subsets of L such that

X = {x1, x2, . . . , xm}, Y = {y1, y2, . . . , yn},
x1 < x2 < x3 < · · · < xm, y1 < y2 < y3 < · · · < yn.

Consider the set Z = X ∪ Y . Then m + n − 1 elementary operations are sufficient for describing
the ordering on Z induced by ≤.

The proof of this lemma can be done by induction on the sum m+ n.

Lemma 4. Let (X,�) be a linearly ordered set with card(X) = n, where n ≥ 2. Then no test of n− 2
(or less) pairs of elements from X can give full description of the ordering �.

Proof. Suppose otherwise. Then there are n − 2 (or less) elementary operations which allow us to
reconstruct the given linear ordering �.

Consider the graph (V,E) where V = X and E consists of all those two-element parts of V which
were used in the process of making the above-mentioned elementary operations. Our assumption
means that card(E) ≤ n− 2.

Then Lemma 2 says that the graph (V,E) is not connected. i.e., we have a representation

X = V = V1 ∪ V2,

where V1 and V2 are nonempty disjoint sets and no edge of (V,E) has one vertex in V1 and the order
vertex in V2.

Let us denote

�′= (� ∩(V1 × V1)) ∪ (� ∩(V2 × V2)).

Obviously �′ is a partial ordering on X. Taking into account this circumstance, we can readily define
two distinct linear orderings on X which both satisfy the list of the carried out elementary operations.

Namely, the first linear ordering is such that it extends �′ and all elements from V1 are strictly less
than all those from V2, and the second linear ordering is such that it also extends �′, but all elements
from V2 are strictly less than all elements from V1. In other words, we see that the test suggested by
the made n− 2 elementary operations could not reconstruct the given linear ordering �. �
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In connection with the last lemma, there naturally arise the questions: how many two-element
subsets of X should be taken for total reconstruction of the linear ordering � on X?

Equivalently, one may ask: how many elementary operations are sufficient for the total description
of the linear orderings � on X?

By using Lemma 1 and Lemma 3, one can deduce the next well-known statement.

Theorem 1. The minimal number of those two-element subsets of a nonempty finite linearly ordered
set (L,≤) with card(L) = n that suffices to reconstruct the given ordering ≤ is estimated from the
above by O(n · log2(n)).

Equivalently, O(n · log2(n)) elementary operations are enough to reconstruct the linear ordering ≤
on L.

Example. Let (L,�) be an arbitrary linearly ordered set. Recall that for every set {x, y} ⊂ L, where
x 6= y, the elementary operation corresponding to {x, y} allows one to recognize the induced ordering
on {x, y} or, in other words, provides information which of the two relations x ≺ y and y ≺ x is valid.

Let nowX1, X2, X3, . . . , Xm be some subsets of a linearly ordered set (L,�). Consider the Cartesian
productX1×X2×X3×××Xm and equip it with the so-called lexicographical ordering≤. In particular,
if m = 2, then we have

(x1, y1) < (x2, y2)⇔ ((x1 ≺ x2 ∨ (x1 = x2&y1 ≺ y2)),

where (x1, y1) and (x2, y2) are any two distinct pairs from X1 ×X2.
Let n be a nonzero natural number and Z be the subsets of the Cartesian product X1×X2×X3×

× × Xm with card(Z) = n. Using Theorem 1, one can demonstrate that O(n · log2(n)) elementary
operations, each of which is applied either to a two-element subset of X1, or to a two-element subset
of X2, . . . , or to a two-element subset of Xm, are sufficient to reconstruct the lexicographical ordering
on Z .

For more detailed information about Theorem 1, its generalizations and applications in the discrete
and combinatorial geometry, see [3–5,8, 9, 13].

Theorem 2. Let (X,≤) be a nonempty finite linearly ordered set with card(X) = n. The probability
that exactly n− 1 elementary operations suffice to reconstruct the given ordered ≤, is equal to

p =
1(n2
)

n− 1

 .

Proof. First of all, let us find a number of all elementary operations on (X,≤). In fact, we wish to
find a number of all two-element subsets of the given linearly ordered set (X,≤). It is well known
that, the number of all two-element subsets of a finite set with card(X) = n is

(
n
2

)
.

At the second step we calculate the number of all possible (n−1)-subsets of
(
n
2

)
, which is obviously

equal to (n2
)

n− 1

 .

Let us prove that exactly one set of two-element subsets enables us to reconstruct the given ordering.
Let us consider two-element subsets {xi, xj}, which allow us to reconstruct the given linear ordering

x1 < x2 < · · · < xn.

Notice that to reconstruct given ordering, at least one pair must exist which contains x1, otherwise
reconstruction will be not uniquely determined.

Let us look at those two-element subsets that contain the element x1. Enumerate all elements of
X in the pairs with x1 as follows:

xi1 , xi2 , . . . , xik
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and consider the set of all such two-element subsets which contain x1

{x1, xi1}, {x1, xi2}, . . . , {x1, xik}.

We fixed the ordering

x2 < x3 < · · · < xn

and by induction n−2 elementary operations are enough to reconstruct the above mentioned ordering.
Suppose that k ≥ 2. Then n− k − 1 elementary operations are needed to reconstruct the ordering

of the remaining elements x2, x3, . . . , xn.
It is clear that if k ≥ 2, then

n− k − 1 < n− 2.

But this contradicts the inductive assumption.
Therefore, k = 1 and x1 is in the pair with just xi1 .
Now let us prove that

xi1 = x2.

Suppose that xi1 6= x2 and xi1 = xk (k 6= 2). In such a case we get another ordering of the given set
(X,≤).

For example,

x2 < x3 < · · · < xk−1 < x1 < xk < · · · < xn

or

x2 < x3 < · · · < x1 < xk−1 < xk < · · · < xn.

It is clear that such an ordering is not the given one. Consequently, xi1 should be x2 in order for a
linear ordering to be uniquely determined. �

We thus obtain

p =
1(n2
)

n− 1

 .

By using the well-known combinatorial formulas, we get(n2
)

n− 1

 =

(n(n− 1)

2

)
!

(n− 1)!
( (n− 1)(n− 2)

2

)
!

.

A precise estimate of n! that is of importance both for numerical calculations and for theoretical
analysis is Stirlinng’s formula (see, e.g., [1]):

n! ∼ nne−n
√

2πn.

This formula implies that

lim
n→∞

n!

nne−n
√

2πn
= 1.

For more details about this formula and its applications see, e.g., [12].
Applying Stirling’s approximation in our case, we get(n(n− 1)

2

)
!

(n− 1)!
( (n− 1)(n− 2)

2

)
!

∼

(n(n− 1)

2e

)n(n−1)
2

√
2πn(n− 1)

2(n− 1

e

)n−1√
2π(n− 1)

( (n− 1)(n− 2)

2e

) (n−1)(n−2)
2 √

π(n− 1)(n− 2)

.

Since

e−
(n−1)n

2

e−(n−1)e−
(n−2)(n−1)

2

= 1,
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we have (n2
)

n− 1

 ∼
(n(n− 1)

2

)n(n−1)
2

(n− 1)n−1
( (n− 1)(n− 2)

2

) (n−1)(n−2)
2

√
n

2π(n− 2)(n− 1)

=

[ (n(n− 1)

2

)n
2

(n− 1)
( (n− 1)(n− 2)

2

) (n−2)
2

]n−1√
n

2π(n− 2)(n− 1)

=

[
(n(n− 1))

n
2 2−

n
2

(n− 1)((n− 1)(n− 2))
(n−2)

2 2−
n−2
2

]n−1√
n

2π(n− 2)(n− 1)

=
1

2n−1

[
n
n
2 (n− 1)

n
2

(n− 1)(n− 1)
(n−2)

2 (n− 2)
(n−2)

2

]n−1√
n

2π(n− 2)(n− 1)

=
1

2n−1

[
n
n
2

(n− 2)
n
2 (n− 2)−1

]n−1√
n

2π(n− 2)(n− 1)

=
1

2n−1

[
n− 2(n− 2

n

)n
2

]n−1√
n

2π(n− 2)(n− 1)

=
1

2n−1
(n− 2)n−1en−1(n− 2)−

1
2

√
n

2π(n− 1)

=
1

2n−1
(n− 2)n−

3
2 en−1

√
n

2π(n− 1)
∼ nn

(e
2

)n√ 1

2π
.

Remark. The number nn( e2 )n
√

1
2π is much bigger than nn for sufficiently large natural numbers n.

Since the probability p in Theorem 2 is asymptotically equal to 1

nn( e2 )
n
√

1
2π

, we conclude that even

for n = 15, this probability is almost zero.

In case n = 15, the 1515 is an extremely big number. In particular, about 1011 many stars are in
the Milky Way.
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CERTAIN FRACTIONAL INTEGRAL AND FRACTIONAL DERIVATIVE

FORMULAE WITH THEIR IMAGE FORMULAE INVOLVING GENERALIZED

MULTI-INDEX MITTAG-LEFFLER FUNCTION

MEHAR CHAND1, HAMED DAEI KASMAEI2, AND MEHMET SENOL3

Abstract. The main objective of this paper is to establish some image formulas by applying the

Riemann–Liouville fractional derivative and integral operators to the product of generalized multi-

index Mittag–Leffler function Eγ,q
(αj ,βj)m

(.). Some more image formulas are derived by applying

integral transforms. The results obtained here are quite general in nature and capable of yielding a
very large number of known and (presumably) new results.

1. Introduction

In fractional calculus several important functions known as special functions are presented via
improper integrals or series. Among these vital functions, the Bessel function is widely used in physical
sciences and engineering by many authors (see [9, 13, 15, 14, 1, 3, 2, 4, 7, 6, 8]). In recent years, a
remarkably sizable amount of research works involving generalizations of Mittag–Leffler function is
presented by several researchers.

For our present study we start with recalling the previous work. The Mittag–Leffler function is
given as (see Marichev [23]): In this section we recall some known facts about Mittag–Leffler function
and its generalizations, and also about the Riemann–Liouville fractional integral and a derivative
operator.

Let us begin with few notions and facts related to the Mittag–Leffler function. In this presentation
we follow mainly the review article [12] (see also [11]).

The Mittag-Lefler function Eα(z) with α > 0 is named in honour of the great Swedish mathemati-
cian G.M. Mittag–Leffler who introduced it in the early of this century in a sequence of five notes and
defined in the form of series

Eα(z) =

∞∑
k=0

zk

Γ(αk + 1)
. (1.1)

It was noted by Mittag–Leffler himself that for all α; <(α) > 0 the series in (1.1) converges in the
whole complex plane (and thus is an entire function of a complex variable z). For special values of
parameter α the function Eα(z) coincides with some elementary and special functions. In particular,
E1(z) = exp(z). Hence, sometimes, the Mittag–Leffler function is called a generalized exponential.
Anyway, the asymptotic behavior at infinity of this function differs of that for exponential function,
namely, for all α, 0 < <(α) < 2, α 6= 1 there exists an angle of exponential growth, and an angle at
which the function is bounded.

First generalization of the function Eα(z) was mentioned by Wiman [34],

Eα,β(z) =

∞∑
k=0

zk

Γ(αk + β)
.

For each α, β ∈ C, <(α) > 0; Eα,β(z) is an entire function. The function Eα,β(z) reduces to the
classical Mittag–Leffler function if we choose β = 1.

2010 Mathematics Subject Classification. 26A33, 33C45, 33C60, 33C70.
Key words and phrases. Pochhemmer symbol; Fractional calculus; Fractional derivative; Fractional integration;

Mittag–Leffler function; Beta transform; Laplace transform; Whittaker transform.
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Further generalization of the function Eα(z) was proposed by Prabhakar [25]:

Eγα,β(z) =

∞∑
k=0

(γ)kz
k

Γ(αk + β)
,

where α, β ∈ C, <(α) > 0 and (γ)k is the Pochhammer symbol:

(γ)k :=

{
1, k = 0,

γ(γ + 1) . . . (γ + k − 1), k ∈ N.

Extended exposition on the theory and applications of this function is given in [22]. Evidently,
the function Eγα,β(z) is related to the classical Mittag–Leffler function Eα(z) and two-parametric

Mittag–Leffler function Eα,β(z):

E1
α,β(z) = Eα,β(z); E1

α,1(z) = Eα(z).

Another generalization of two-parametric Mittag–Leffler function is the so-called four-parametric
function.

Eα1,β1;α2,β2
(z) =

∞∑
k=0

zk

Γ(α1k + β1) Γ(α1k + β1)
.

For positive α1 > 0; α2 > 0 and real β1;β2 ∈ R it was introduced by Djrbashian [10]. It is not
hard to see that the convergence conditions for this function can be extended to all α1, α2, β1, β2 ∈ C;
<(α1) > 0, <(α2) > 0. Besides, Eα,β;0,1(z) = Eα,β(z).

Generalizing the four-parametric Mittag–Leffler function, Al-Bassam and Luchko [5] introduced
the Mittag–Leffler type function

E(αj ,βj)m(z) = E
(
(αj , βj)

m
j=1; z

)
=

∞∑
k=0

zk∏m
j=1 Γ(αjk + βj)

. (1.2)

with 2m real parameters αj > 0; βj ∈ R (j = 1, . . . ,m) and with complex z ∈ C. In [5], an
explicit solution to the Cauchy type problem for a fractional differential equation is given in terms of
(1.2). The theory of this class of functions was developed in a series of articles by Kiryakova et al.
[18, 19, 20, 22, 21] (see also [16]).

Generalization of the Prabhakar type function was done by Shukla and Prajapati [29]:

Eγ,q(α,β)(z) =

∞∑
k=0

(γ)qkz
k

Γ(αk + β)
, (n ∈ N). (1.3)

under the following assumptions on parameters: q ∈ (0, 1) ∪ N and min{<(β);<(γ)}. In [33], it is
shown the existence of the function (1.3) for a wider set of parameters:{

α, β, γ ∈ C;<(α) > max{0;<(q − 1)};<(q) > 0
}
.

The definition (1.3) was combined with (1.2) in [27] (see also [28]). As a result, there appeared the
following definition of generalized multi-index Mittag–Leffler function

Eγ,q(αj ,βj)m
(z) =

∞∑
k=0

(γ)qk∏m
j=1 Γ(αjk + βj)

(z)k

k!
,

where m ∈ N, αj , βj , γ, q, z ∈ C (j = 1, . . . ,m) such that

m∑
j=1

<(αj) > max{0;<(q)− 1}; <(q) > 0.

The results given by Kiryakova [17], Miller and Ross [24], Srivastava et. al., [32] can be referred for
some basic results on fractional calculus. The Fox-Wright function pΨq is defined as (see, for details,
Srivastava and Karlsson 1985, [31])

pΨq[z]= pΨq

[
(a1, α1), . . . , (ap, αp);
(b1, β1), . . . , (bq, βq);

z

]
= pΨq

[
(ai, αi)1,p;
(bj , βj)1,q;

z

]
=

∞∑
n=0

∏p
i=1 Γ(ai+αin)∏q
j=1 Γ(bj+βjn)

zn

n!
, (1.4)
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where the coefficients α1, . . . , αp, β1, . . . , βq ∈ R+ such that

1 +

q∑
j=1

βj −
p∑
i=1

αi ≥ 0.

2. Fractional Derivative and Integral Operators

The right-sided Riemann–Liouville fractional integral operator Iσa+ and the left-sided Riemann–
Liouville fractional integral operator Iσa− and the corresponding Riemann–Liouville fractional deriva-
tive operator Dσ

a+ and Dσ
a− are given as follows [26].

Lemma 1 (Riemann–Liouville fractional integral operators [26]). Let Ψ = [a, b] (−∞ < a < b <∞)
be a finite interval on the real axis R. The left-sided Riemann–Liouville fractional integral operators
Iσa+ and the right-sided Riemann–Liouville fractional integral operators Iσb− of order σ ∈ C are defined
as (

Iσa+f
)

(x) =
1

Γ(σ)

x∫
a

f(t)

(x− t)1−σ
dt (x > a; <(σ) > 0), (2.1)

(
Iσb−f

)
(x) =

1

Γ(σ)

b∫
x

f(t)

(t− x)1−σ
dt (x < b; <(σ) > 0).

Lemma 2 (Riemann–Liouville fractional derivative operators [26]). Let Ψ = [a, b] (−∞ < a < b <∞)
be a finite interval on the real axis R. The Riemann–Liouville fractional derivative operators Dσ

a+ and
Dσ
b− of order σ ∈ C are defined as(

Dσ
a+f

)
(x) =

dn

dxn
(
In−σa+ f

)
(x),

(
<(σ) ≥ 0; n = 1 + [<(σ)]

)
, (2.2)(

Dσ
b−f

)
(x) = (−1)n

dn

dxn
(
In−σb− f

)
(x),

(
<(σ) ≥ 0; n = 1 + [<(σ)]

)
,

where the function is locally integrable, <(σ) denotes real part of the complex number and [<(σ)] means
the greatest integer in <(σ). Also, the following nth order derivative of xα is defined as:

dn

dxn
(xα) =

Γ(α+ 1)

Γ(α+ 1− n)
xα−n, <(α) > 0. (2.3)

For our present work, the following result is also required:
a∫
b

(a− t)β−1(t− b)α−1dt = (a− b)α+β−1B(α, β)
(
<(α) > 0; <(β) > 0; b < a

)
. (2.4)

3. Fractional Integral and Derivative Formulae Involving Generalized Multi-index
Mittag–Leffler Function

In this section, we derive the formulae by using the Riemann–Liouville fractional integral and
derivative operator involving generalized multi-index Mittag–Leffler function.

Theorem 1. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) > 0. For x > a, the following integral formula(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψmr+r

[
(γ1, q1), . . . , (γr, qr), (ρ+ 1, µr)
(β1j , α1j)1,m, . . . , (βrj , αrj)1,m, (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

(3.1)

holds.
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Proof. Let the left-hand side of equation (3.1) be denoted by I. Applying (1.4) and using the definition
in equation (2.1) and interchanging the order of integration and summation, we have

I =
1

Γ(σ)

r∏
i=1

{ ∞∑
k=0

(γi)kqi∏m
j=1 Γ(kαij + βij)

ξk

k!

} x∫
a

(x− t)σ−1(t− a)ρ+µkrdt, (3.2)

applying the result (2.4), the above equation (3.2) reduces to

I =
1

Γ(σ)

r∏
i=1

{ ∞∑
k=0

(γi)kqi∏m
j=1 Γ(kαij + βij)

ξk

k!

}
(x− a)σ+ρ+µkrB(σ, ρ+ µkr + 1). (3.3)

After simplification, the above equation (3.3) reduces to

I = (x− a)σ+ρ
r∏
i=1

1

Γ(γi)

{ ∞∑
k=0

Γ(γi + kqi)∏m
j=1 Γ(kαij + βij)

Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)

(ξ(x− a)µ)kr

k!

}
, (3.4)

the above equation (3.4) can be written as

I =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

}
, (3.5)

interpret the above equation (3.5), in the view of (1.4), we have the required result (3.1) �

Theorem 2. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) > 0. For b > x, the following integral formula

(
Iσb−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψmr+r

[
(γ1, q1), . . . , (γr, qr), (ρ+ 1, µr)
(β1j , α1j)1,m, . . . , (βrj , αrj)1,m, (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

(3.6)

holds.

Proof. The proof of Theorem 2 is similar to that of Theorem 1, therefore we omit the details. �

Theorem 3. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) ≥ 0. For x > a, the following integral formula(
Dσ
a+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψmr+r

[
(γ1, q1), . . . , (γr, qr), (ρ+ 1, µr)
(β1j , α1j)1,m, . . . , (βrj , αrj)1,m, (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

(3.7)

holds.

Proof. Let the left-hand side of equation (3.7) be denoted by D, then interchanging the order of
differentiation and summation, we have

D =

r∏
i=1

{ ∞∑
k=0

(γi)kqi∏m
j=1 Γ(kαij + βij)

ξk

k!

}(
Dσ
a+(t− a)ρ+µkr

)
(x), (3.8)
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now using the result given in equation (2.2) and further applying the result (2.1), the above equation
(3.8) reduces to the following form

D =
1

Γ(n− σ)

r∏
i=1

{ ∞∑
k=0

(γi)kqi∏m
j=1 Γ(kαij + βij)

ξk

k!

}
dn

dxn

x∫
a

(x− t)n−σ−1(t− a)ρ+µkrdt, (3.9)

substituting the result (2.4) into the above equation (3.9) and after simplification, we get

D =

r∏
i=1

{ ∞∑
k=0

(γi)kqi∏m
j=1 Γ(kαij + βij)

ξk

k!

}
Γ(ρ+ µkr + 1)

Γ(k − σ + ρ+ µkr + 1)

dn

dxn
(x− a)ρ−σ+n+µkr, (3.10)

using the result given in equation (2.3) into the above equation (3.10), we have

I =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(ρ− σ + µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

}
, (3.11)

further, interpret the above equation (3.11) with the view of (1.4), we obtain the required
result (3.7). �

Theorem 4. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) ≥ 0. For b > x, the following integral formula(
Dσ
b−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψmr+r

[
(γ1, q1), . . . , (γr, qr), (ρ+ 1, µr)
(β1j , α1j)1,m, . . . , (βrj , αrj)1,m, (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

(3.12)

holds.

Proof. The proof of Theorem 4 is similar to that of Theorem 3, therefore we omit the details. �

3.1. Special cases of fractional integral and derivative formulae. Choose m = 1, the general-
ized multi-index Mittag–Leffler function Eγ,q(αj ,βj)m

(.) reduces to the generalized Mittag–Leffler function

Eγ,q(α,β)(.) defined by Shukla and Prajapati. Using this concept, the results established in equations

(3.1), (3.6), (3.7) and (3.12) are reduced to the following form

Corollary 1. Let r ∈ N, αi, βi, γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > max{0;<(qi) − 1};
<(qi) > 0 and <(σ) > 0. For x > a, the following integral formula(

Iσa+(t− a)ρ
r∏
i=1

Eγi,qi(αi,βi)
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 2. Let r ∈ N, αi, βi, γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > max{0;<(qi) − 1};
<(qi) > 0 and <(σ) > 0. For b > x, the following integral formula(

Iσb−(b− t)ρ
r∏
i=1

Eγi,qi(αi,βi)
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.
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Corollary 3. Let r ∈ N, αi, βi, γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > max{0;<(qi) − 1};
<(qi) > 0 and <(σ) > 0. For x > a, the following integral formula(

Dσ
a+(t− a)ρ

r∏
i=1

Eγi,qi(αi,βi)
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 4. Let r ∈ N, αi, βi, γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > max{0;<(qi) − 1};
<(qi) > 0 and <(σ) > 0. For b > x, the following integral formula(

Dσ
b−(b− t)ρ

r∏
i=1

Eγi,qi(αi,βi)
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Choosing q = m = 1, the generalized multi-index Mittag–Leffler function Eγ,q(αj ,βj)m
(.) reduces to

the generalized Mittag–Leffler function Eγ(α,β)(.) defined by Prabhakar. Using this concept, the results

established in equations (3.1), (3.6), (3.7) and (3.12) are reduced to the following form.

Corollary 5. Let r ∈ N, αi, βi, γi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; <(qi) > 0 and
<(σ) > 0. For x > a, the following integral formula(

Iσa+(t− a)ρ
r∏
i=1

Eγi(αi,βi)
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, 1) , . . . , (γr, 1) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 6. Let r ∈ N, αi, βi, γi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; <(qi) > 0 and
<(σ) > 0. For b > x, the following integral formula(

Iσb−(b− t)ρ
r∏
i=1

Eγi(αi,βi)
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, 1) , . . . , (γr, 1) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Corollary 7. Let r ∈ N, αi, βi, γi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; <(qi) > 0 and
<(σ) > 0. For x > a, the following integral formula(

Dσ
a+(t− a)ρ

r∏
i=1

Eγi(αi,βi)
(ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, 1) , . . . , (γr, 1) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.
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Corollary 8. Let r ∈ N, αi, βi, γi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; <(qi) > 0 and
<(σ) > 0. For b > x, the following integral formula(

Dσ
b−(b− t)ρ

r∏
i=1

Eγi(αi,βi)
(ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)

×r+1Ψ2r

[
(γ1, 1) , . . . , (γr, 1) , (ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Choosing γ = q = m = 1, the generalized multi-index Mittag–Leffler function Eγ,q(αj ,βj)m
(.) reduces

to the generalized Mittag–Leffler function E(α,β)(.) defined by Prabhakar. Using this concept, the
results established in equations (3.1), (3.6), (3.7) and (3.12) are reduced to the following form.

Corollary 9. Let r ∈ N, αi, βi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For
x > a, the following integral formula(

Iσa+(t− a)ρ
r∏
i=1

E(αi,βi) (ξ(t− a)µ)
)

(x)

= (x− a)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 10. Let r ∈ N, αi, βi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For
b > x, the following integral formula(

Iσb−(b− t)ρ
r∏
i=1

E(αi,βi) (ξ(b− t)µ)
)

(x)

= (b− x)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Corollary 11. Let r ∈ N, αi, βi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For
x > a, the following integral formula(

Dσ
a+(t− a)ρ

r∏
i=1

E(αi,βi) (ξ(t− a)µ)
)

(x)

= (x− a)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 12. Let r ∈ N, αi, βi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For
b > x, the following integral formula(

Dσ
b−(b− t)ρ

r∏
i=1

E(αi,βi) (ξ(b− t)µ)
)

(x)

= (b− x)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(β1, α1) , . . . , (βr, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Choosing βj = γ = q = m = 1, the generalized multi-index Mittag–Leffler function Eγ,q(αj ,βj)m
(.)

reduces to the Mittag–Leffler function Eα(.) defined by the great Swedish mathematician G.M. Using
this concept, the results established in equations (3.1), (3.6), (3.7) and (3.12) are reduced to the
following form.
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Corollary 13. Let r ∈ N, αi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For x > a,
the following integral formula (

Iσa+(t− a)ρ
r∏
i=1

Eαi (ξ(t− a)µ)
)

(x)

= (x− a)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(1, α1) , . . . , (1, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 14. Let r ∈ N, αi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For b > x,
the following integral formula (

Iσb−(b− t)ρ
r∏
i=1

Eαi
(ξ(b− t)µ)

)
(x)

= (b− x)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(1, α1) , . . . , (1, αr) , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Corollary 15. Let r ∈ N, αi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For x > a,
the following integral formula (

Dσ
a+(t− a)ρ

r∏
i=1

Eαi
(ξ(t− a)µ)

)
(x)

= (x− a)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(1, α1) , . . . , (1, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− a)µ)r
]

holds.

Corollary 16. Let r ∈ N αi, ρ, ξ, µ ∈ C (i = 1, . . . , r) such that <(αi) > 0; and <(σ) > 0. For b > x,
the following integral formula (

Dσ
b−(b− t)ρ

r∏
i=1

Eαi
(ξ(b− t)µ)

)
(x)

= (b− x)σ+ρ1Ψ2r

[
(ρ+ 1, µr)
(1, α1) , . . . , (1, αr) , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− x)µ)r
]

holds.

Choosing r = m = 1, the generalized multi-index Mittag–Leffler function Eγ,q(αj ,βj)m
(.) reduces to

the Mittag–Leffler function Eγ,q(α,β)(.) defined by the great Swedish mathematician G.M. Using this

concept, the results established in equations (3.1), (3.6), (3.7) and (3.12) are reduced to the following
form.

Corollary 17. Let α, β, γ, q, ρ, ξ, µ ∈ C such that <(α) > max{0;<(q)− 1}; <(q) > 0 and <(σ) > 0.
For x > a, the following integral formula(

Iσa+(t− a)ρEγ,q(α,β) (ξ(t− a)µ)
)

(x) =
(x− a)σ+ρ

Γ(γ)
2Ψ2

[
(γ, q) , (ρ+ 1, µ)
(β, α) , (σ + ρ+ 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 18. Let α, β, γ, q, ρ, ξ, µ ∈ C such that <(α) > max{0;<(q)− 1}; <(q) > 0 and <(σ) > 0.
For b > x, the following integral formula(

Iσb−(b− t)ρEγ,q(α,β) (ξ(b− t)µ)
)

(x) =
(b− x)σ+ρ

Γ(γ)
2Ψ2

[
(γ, q) , (ρ+ 1, µ)
(β, α) , (σ + ρ+ 1, µ)

∣∣∣∣ ξ(b− x)µ
]
.

holds.
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Corollary 19. Let α, β, γ, q, ρ, ξ, µ ∈ C such that <(α) > max{0;<(q)− 1}; <(q) > 0 and <(σ) ≥ 0.
For x > a, the following integral formula(

Dσ
a+(t− a)ρEγ,q(α,β) (ξ(t− a)µ)

)
(x) =

(x− a)σ+ρ

Γ(γ)
2Ψ2

[
(γ, q) , (ρ+ 1, µ)
(β, α) , (ρ− σ + 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 20. Let α, β, γ, q, ρ, ξ, µ ∈ C such that <(α) > max{0;<(q)− 1};<(q) > 0 and <(σ) ≥ 0.
For b > x, the following integral formula(

Dσ
b−(b− t)ρEγ,q(α,β) (ξ(b− t)µ)

)
(x) =

(b− x)σ+ρ

Γ(γ)
2Ψ2

[
(γ, q) , (ρ+ 1, µ)
(β, α) , (ρ− σ + 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.

Choosing r = m = γ = q = α = β = 1, the generalized multi-index Mittag–Leffler function
Eγ,q(αj ,βj)m

(.) reduces to the Mittag–Leffler function E1,1
(1,1)1

(.) = E1,1
(1,1)(.) = exp(.) defined by the great

Swedish mathematician G.M. Using this concept, the results established in equations (3.1), (3.6), (3.7)
and (3.12) are reduced to the following form.

Corollary 21. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For x > a, the following integral formula(
Iσa+(t− a)ρ exp (ξ(t− a)µ)

)
(x) = (x− a)σ+ρ 1Ψ1

[
(ρ+ 1, µ)
(σ + ρ+ 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 22. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For b > x, the following integral formula(
Iσb−(b− t)ρ exp (ξ(b− t)µ)

)
(x) = (b− x)σ+ρ 1Ψ1

[
(ρ+ 1, µ)

(σ + ρ+ 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.

Corollary 23. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For x > a, the following integral formula(
Dσ
a+(t− a)ρ exp (ξ(t− a)µ)

)
(x) = (x− a)σ+ρ 1Ψ1

[
(ρ+ 1, µ)

(ρ− σ + 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 24. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For b > x, the following integral formula(
Dσ
b−(b− t)ρ exp (ξ(b− t)µ)

)
(x) = (b− x)σ+ρ 1Ψ1

[
(ρ+ 1, µ)

(ρ− σ + 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.

Choosing r = m = γ = q = β = 1;α = 2, the generalized multi-index Mittag–Leffler function
Eγ,q(αj ,βj)m

(.) reduces to the Mittag–Leffler function E1,1
(2,1)1

(.) = E1,1
(2,1)(.) = cosh

√
(.) defined by the

great Swedish mathematician G.M. Using this concept, the results established in equations (3.1), (3.6),
(3.7) and (3.12) are reduced to the following form.

Corollary 25. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For x > a, the following integral formula(
Iσa+(t− a)ρ cosh

√
(ξ(t− a)µ)

)
(x) = (x− a)σ+ρ 1Ψ2

[
(ρ+ 1, µ)
(1, 2) , (σ + ρ+ 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 26. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For b > x, the following integral formula(
Iσb−(b− t)ρ cosh

√
(ξ(b− t)µ)

)
(x) = (b− x)σ+ρ 1Ψ2

[
(ρ+ 1, µ)
(1, 2) , (σ + ρ+ 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.
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Corollary 27. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For x > a, the following integral formula(
Dσ
a+(t− a)ρ cosh

√
(ξ(t− a)µ)

)
(x) = (x− a)σ+ρ 1Ψ2

[
(ρ+ 1, µ)
(1, 2) , (ρ− σ + 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 28. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For b > x, the following integral formula(
Dσ
b−(b− t)ρ cosh

√
(ξ(b− t)µ)

)
(x) = (b− x)σ+ρ 1Ψ2

[
(ρ+ 1, µ)
(1, 2) , (ρ− σ + 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.

Choosing r = m = γ = q = β = 1; α = 0, the generalized multi-index Mittag–Leffler function
Eγ,q(αj ,βj)m

(z) reduces to the Mittag–Leffler function E1,1
(0,1)1

(z) = E1,1
(0,1)(z) = (1− z)−1 (where |z| < 1).

Using this concept, the results established in equations (3.1), (3.6), (3.7) and (3.12) are reduced to
the following form.

Corollary 29. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For |ξ(t− a)µ| < 1, the following integral formula(
Iσa+

(t− a)ρ

1− ξ(t− a)µ

)
(x) = (x− a)σ+ρ 1Ψ1

[
(ρ+ 1, µ)
(σ + ρ+ 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 30. Let ρ, ξ, µ ∈ C such that <(σ) > 0. For |ξ(b− t)µ| < 1, the following integral formula(
Iσb−

(b− t)ρ

1− ξ(b− t)µ

)
(x) = (b− x)σ+ρ 1Ψ1

[
(ρ+ 1, µ)
(σ + ρ+ 1, µ)

∣∣∣∣ ξ(b− x)µ
]
.

holds.

Corollary 31. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For |ξ(t− a)µ| < 1, the following integral formula(
Dσ
a+

(t− a)ρ

1− ξ(t− a)µ

)
(x) = (x− a)σ+ρ 1Ψ1

[
(ρ+ 1, µ)
(ρ− σ + 1, µ)

∣∣∣∣ ξ(x− a)µ
]

holds.

Corollary 32. Let ρ, ξ, µ ∈ C such that <(σ) ≥ 0. For |ξ(b− t)µ| < 1, the following integral formula(
Dσ
b−

(b− t)ρ

1− ξ(b− t)µ

)
(x) = (b− x)σ+ρ 1Ψ1

[
(ρ+ 1, µ)
(ρ− σ + 1, µ)

∣∣∣∣ ξ(b− x)µ
]

holds.

4. Numerical Results and Graphical Interpretation

In this section, the numerical results of the formulae established in equations (3.1), (3.6), (3.7) and
(3.12) are presented in Tables 1, 2, 3 and 4, respectively. The graphs of the formulae are plotted in
Figures 1–7. All these numerical values are selected for r = m = 2. The product of Mittag–Leffler
function for these values reduces to the form

2∏
i=1

Eγi,qi(αij ,βij)2
(.) = Eγ1,q1(α11,β11;α12,β12)

(.)Eγ2,q2(α21,β21;α22,β22)
(.)

We select the values of parameters γ1 = 0.2, γ2 = 0.3, q1 = 0.05, q2 = 0.06; α11 = 0.3, β11 = 0.5;
α12 = 0.4, β12 = 0.6; α21 = 0.5, β21 = 0.7; α22 = 0.6, β22 = 0.8; ν = 0.1; ξ = 0.5; µ = 0.2;
in all Figures 1–7 and Tables 1–4, which are fixed for our investigation for generalized multi-index
Mittag–Leffler function. It is also noted that imaginary part of complex numerical values of fractional
integrals and fractional derivatives arguments are ignored in each case. The generalized multi-index
Mittag–Leffler function Eγi,qi(αij ,βij)m

(.) given in equation (1.4) is in summation form and all the results

established in equations (3.1), (3.6), (3.7) and (3.12) involve the generalized multi-index Mittag–Leffler
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Table 1. Numerical values of equation (3.1)

x σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7
0.00 7.38 -1.90 -12.39 -19.64
0.50 5.95 -1.21 -9.08 -14.33
1.00 4.68 -0.69 -6.40 -10.08
1.50 3.56 -0.32 -4.31 -6.77
2.00 2.59 -0.08 -2.72 -4.28
2.50 1.78 0.05 -1.58 -2.49
3.00 1.13 0.10 -0.81 -1.28
3.50 0.63 0.10 -0.34 -0.55
4.00 0.27 0.06 -0.10 -0.17
4.50 0.07 0.02 -0.01 -0.02
5.00 0.00 0.00 0.00 0.00
5.50 0.11 0.08 0.05 0.04
6.00 0.50 0.41 0.33 0.26
6.50 1.25 1.10 0.95 0.82
7.00 2.41 2.24 2.05 1.86
7.50 4.01 3.89 3.73 3.53
8.00 6.10 6.14 6.10 5.98
8.50 8.70 19.03 9.24 9.35
9.00 11.85 12.62 13.27 13.78
9.50 15.58 16.98 18.27 19.41
10.00 19.91 22.15 24.33 26.40

Table 2. Numerical values of the equation (3.6)

x σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7
0.00 19.91 22.15 24.33 26.40
0.50 15.58 16.98 18.27 19.41
1.00 11.85 12.62 13.27 13.78
1.50 8.70 9.03 9.24 9.35
2.00 6.10 6.14 6.10 5.98
2.50 4.01 3.89 3.73 3.53
3.00 2.41 2.24 2.05 1.86
3.50 1.25 1.10 0.95 0.82
4.00 0.50 0.41 0.33 0.26
4.50 0.11 0.08 0.05 0.04
5.00 0.00 0.00 0.00 0.00
5.50 0.07 0.02 -0.01 -0.02
6.00 0.27 0.06 -0.10 -0.17
6.50 0.63 0.10 -0.34 -0.55
7.00 1.13 0.10 -0.81 -1.28
7.50 1.78 0.05 -1.58 -2.49
8.00 2.59 -0.08 -2.72 -4.28
8.50 3.56 -0.32 -4.31 -6.77
9.00 4.68 -0.69 -6.40 -10.08
9.50 5.95 -1.21 -9.08 -14.33
10.00 7.38 -1.90 -12.39 -19.64

function. To establish the graphs and data-base of the results, we take a sum of the first 500 terms of
the summation involved in each result.
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In Figure 1, we have opted the parametric value as ρ = .01; a = b = .5 and σ = 0.01 : 0.02 : 0.07.
ρ = 1.8; a = b = 2 and σ = 0.1 : 0.2 : 0.7 are opted for Figure 2. ρ = 2.5; a = b = 2 and
σ = 0.1 : 0.2 : 0.7 are opted for Figure 3. Tables 1–2 are established on the basis of parametric values
as those of Figure 4. Figures 5-7 are plotted for the values of the parameters as those of the values
of the parameters of the Figures 1–3, which depict that the graphs of formulae (3.1) and (3.6) are
reflected identically in each figure, respectively.

5. Image Formulas Associated With Integral Transform

In this section, we establish certain theorems involving the results obtained in previous section
associated with the integral transforms like Beta transform, Laplace transform and Whittaker trans-
form.

5.1. Beta transform. The Beta transform of f(z) is defined as [30]

B
{
f(z) : α, β

}
=

1∫
0

zα−1(1− z)β−1f(z)dz,

Theorem 5. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1};<(qi) > 0 and <(σ) > 0. For x > a, the following integral formula

B

{(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x) : α, β

}
=

Γ(β)(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)
r+2Ψ(m+1)r+1

[
A1

B1

∣∣∣∣ (ξ(x− a)µ)r
]
, (5.1)

A1 = (γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (α, µr),

B1 = (β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (σ + ρ+ 1, µr), (α+ β, µr), (−1, 1)1,r−1
(5.2)

holds.

Proof. For convenience, we denote the left-hand side of the result (5.1) by B, then using the definition
of beta transform, we have

B =

1∫
0

zα−1(1− z)β−1
(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ
(
z(t− a)

)µ])
(x)dz, (5.3)

further applying the result from equation (3.5) to the above equation (5.3), then interchanging the
order of integration and summation, we have

B =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

} 1∫
0

zα+µkr−1(1− z)β−1dz,

applying the definition of beta transform and after little simplification, we have

B =
Γ(β)(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
Γ(α+ µkr)

Γ(α+ β + µkr)

(ξ(x− a)µ)kr

k!

}
,

now interpreting in view of (1.4), we have the required result (5.1). �
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Theorem 6. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) > 0. For b > x, the following integral formula

B

{(
Iσb−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x) : α, β

}

=
Γ(β)(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)
r+2Ψ(m+1)r+1

[
A1

B1

∣∣∣∣ (ξ(b− x)µ)r
]

holds, where A1 and B1 are defined in equation (5.2).

Theorem 7. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) ≥ 0. For x > a, the following integral formula

B

{(
Dσ
a+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x) : α, β

}

=
Γ(β)(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)
r+2Ψ(m+1)r+1

[
A2

B2

∣∣∣∣ (ξ(x− a)µ)r
]
,

A2 = (γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (α, µr),

B2 = (β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (ρ− σ + 1, µr), (α+ β, µr), (−1, 1)1,r−1
(5.4)

holds.

Table 3. Numerical values of the equation (3.7)

x σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7
0.00 8.84 -4.71 -36.63 -82.17
0.50 7.13 -3.17 -26.86 -59.87
1.00 5.60 -1.98 -18.98 -42.04
1.50 4.26 -1.11 -12.80 -28.17
2.00 3.11 -0.51 -8.11 -17.75
2.50 2.14 -0.14 -4.73 -10.29
3.00 1.35 0.05 -2.43 -5.29
3.50 0.75 0.11 -1.03 -2.25
4.00 0.33 0.08 -0.30 -0.68
4.50 0.08 0.03 -0.04 -0.09
5.00 0.00 0.00 0.00 0.00
5.50 0.13 0.14 0.14 0.14
6.00 0.61 0.73 0.86 0.99
6.50 1.52 1.98 2.53 3.18
7.00 2.93 4.04 5.49 7.31
7.50 4.89 7.06 10.02 13.99
8.00 7.44 11.15 16.43 23.80
8.50 10.63 16.43 24.99 37.36
9.00 14.48 23.01 35.97 55.26
9.50 19.05 31.00 49.64 78.12
10.00 24.35 40.49 66.25 106.53
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Table 4. Numerical values of the equation (3.12)

x σ = 0.1 σ = 0.3 σ = 0.5 σ = 0.7
0.00 24.35 40.49 66.25 106.53
0.50 19.05 31.00 49.64 78.12
1.00 14.48 23.01 35.97 55.26
1.50 10.63 16.43 24.99 37.36
2.00 7.44 11.15 16.43 23.80
2.50 4.89 7.06 10.02 13.99
3.00 2.93 4.04 5.49 7.31
3.50 1.52 1.98 2.53 3.18
4.00 0.61 0.73 0.86 0.99
4.50 0.13 0.14 0.14 0.14
5.00 0.00 0.00 0.00 0.00
5.50 0.08 0.03 -0.04 -0.09
6.00 0.33 0.08 -0.30 -0.68
6.50 0.75 0.11 -1.03 -2.25
7.00 1.35 0.05 -2.43 -5.29
7.50 2.14 -0.14 -4.73 -10.29
8.00 3.11 -0.51 -8.11 -17.75
8.50 4.26 -1.11 -12.80 -28.17
9.00 5.60 -1.98 -18.98 -42.04
9.50 7.13 -3.17 -26.86 -59.87
10.00 8.84 -4.71 -36.63 -82.17

Theorem 8. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) ≥ 0. For b > x, the following integral formula

B

{(
Dσ
b−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x) : α, β

}

=
Γ(β)(b− x)σ+ρ

Γ(γ1) . . .Γ(γr)
r+2Ψ(m+1)r+1

[
A2

B2

∣∣∣∣ (ξ(b− x)µ)r
]

holds, where A2 and B2 are defined in equation (5.4).

Proof. The proof of Theorems 6, 7 and 8 is the same as that of Theorem 5, therefore we omit the
details. �

5.2. Laplace transform. The Laplace transform of f(z) is defined as [30]

L{f(z)} =

∞∫
0

e−szf(z)dz
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Theorem 9. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that

m∑
j=1

<(αij) >

max{0;<(qi)− 1}; <(qi) > 0 and <(σ) > 0. For x > a, the following integral formula

L

{
zl−1

(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x)

}

=
(x− a)σ+ρ

slΓ(γ1) . . .Γ(γr)
r+2Ψmr+r

[
C1

D1

∣∣∣∣ (ξ(x− as )µ)r]
, (5.5)

C1 = (γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (l, µr),

D1 = (β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (σ + ρ+ 1, µr), (−1, 1)1,r−1

holds.

Proof. For convenience, we denote the left-hand side of the result (5.5) by L, then using the definition
of Laplace transform, we have:

L =

∞∫
0

e−szzl−1
(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x)dz, (5.6)

further applying the result from equation (3.5) to the above equation (5.6), interchanging the order
of integration and summation, we have

L =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

} ∞∫
0

e−szzl+µkr−1dz,

applying the definition of Laplace transform, after little simplification, we have

L =
(x− a)σ+ρ

slΓ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)Γ(l + µkr)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
1

k!

(
ξ

(
x− a
s

)µ)kr}
(5.7)

interpret the above equation (5.7) in the view of (1.4), we can easily arrive at the required result
(5.5). �

Theorem 10. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) > 0. For b > x, the following integral for-

mula

L

{
zl−1

(
Iσb−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x)

}
=

(b− x)σ+ρ

slΓ(γ1) . . .Γ(γr)
r+2 Ψmr+r

×
[

(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (l, µr)
(β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (σ + ρ+ 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− xs
)µ)r]

holds.
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Theorem 11. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) ≥ 0. For x > a, the following integral for-

mula

L

{
zl−1

(
Dσ
a+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x)

}
=

(x− a)σ+ρ

slΓ(γ1) . . .Γ(γr)
r+2 Ψmr+r

×
[

(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (l, µr)
(β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(x− as
)µ)r]

holds.

Theorem 12. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) ≥ 0. For b > x, the following integral for-

mula

L

{
zl−1

(
Dσ
b+(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x)

}
=

(b− x)σ+ρ

slΓ(γ1) . . .Γ(γr)
r+2Ψmr+r

×
[

(γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (l, µr)
(β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (ρ− σ + 1, µr), (−1, 1)1,r−1

∣∣∣∣ (ξ(b− xs
)µ)r]

holds.

Proof. The proof of Theorems 10, 11 and 12 is the same as that of Theorem 9, therefore we omit the
details. �

(a) Plot of Equation (3.6) (b) Plot of Equation (3.1)

Figure 1. Graph of fractional integral formulae for ρ = .01; a = b = .5
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(a) Plot of Equation (3.6) (b) Plot of Equation (3.1)

Figure 2. Graph of fractional integral formulae for ρ = 1.8; a = b = 2

5.3. Whittaker transform.

Theorem 13. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1};<(qi) > 0 and <(σ) > 0. For x > a, the following integral for-

mula

∞∫
0

zζ−1e−ηz/2Wτ,ω(ηz)

{(
Iσa+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x)

}

=
(x− a)σ+ρ

ηζΓ(γ1) . . .Γ(γr)
r+3Ψ(m+1)r+1

[
A
B

∣∣∣∣ (ξ(x− aη
)µ)r]

(5.8)

holds, where

A = (γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (1/2 + ω + ζ, µr), (1/2− ω + ζ, µr)

B = (β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (σ + ρ+ 1, µr), (1/2− τ + ζ, µr), (−1, 1)1,r−1.
(5.9)

Proof. For convenience, we denote the left-hand side of the result (5.8) by W, further applying the
result from equation (3.5) to the above equation, interchanging the order of integration and summation,
we have

W =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

} ∞∫
0

zζ+µkr−1e−ηz/2Wτ,ω(ηz)dz,
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by substituting ηz = t, we have

W =
(x− a)σ+ρ

Γ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

× Γ(ρ+ µkr + 1)

Γ(σ + ρ+ µkr + 1)(Γ(k − 1))r−1
(ξ(x− a)µ)kr

k!

}
1

ηζ+µkr

∞∫
0

tζ+µkr−1e−t/2Wτ,ω(t)dt.

Now using the integral formula for Whittaker function
∞∫
0

tα−1e−t/2Wτ,ω(t)dt =
Γ (1/2 + ω + α) Γ (1/2− ω + α)

Γ (1/2− τ + α)

(
<(α± ω) >

−1

2

)
and after little simplification, we have

W =
(x− a)σ+ρ

ηζΓ(γ1) . . .Γ(γr)

{ ∞∑
k=0

Γ(γ1 + kq1) . . .Γ(γr + kqr)∏m
j=1 Γ(kα1j + β1j) · · ·

∏m
j=1 Γ(kαrj + βrj)

×Γ(ρ+ µkr + 1)Γ (1/2 + ω + ζ + µkr) Γ (1/2− ω + ζ + µkr)

Γ(σ + ρ+ µkr + 1)Γ (1/2− τ + ζ + µkr) (Γ(k − 1))r−1
1

k!

(
ξ

(
x− a
η

)µ)kr}
(5.10)

interpret the above equation (5.10) in the view of (1.4), we can easily arrive at the required result
(5.5). �

(a) Plot of Equation (3.6) (b) Plot of Equation (3.1)

Figure 3. Graph of fractional integral formulae for ρ = 2.5; a = b = 2
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(a) Plot of Equation (3.6) (b) Plot of Equation (3.1)

Figure 4. Graph of fractional integral formulae for ρ = 1.9; a = b = 5

(a) Plot of Equation (3.12) (b) Plot of Equation (3.7)

Figure 5. Graph of fractional derivative formulae for ρ = .01; a = b = 0.5
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Theorem 14. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) > 0. For b > x, the following integral for-

mula
∞∫
0

zζ−1e−ηz/2Wτ,ω(ηz)

{(
Iσb−(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x)

}

=
(b− x)σ+ρ

ηζΓ(γ1) . . .Γ(γr)
r+3Ψ(m+1)r+1

[
A
B

∣∣∣∣ (ξ(b− xη
)µ)r]

holds, where A and B are defined in equation (5.9).

(a) Plot of Equation (3.12) (b) Plot of Equation (3.7)

Figure 6. Graph of fractional derivative formulae for σ = 1; a = b = 2

Theorem 15. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) ≥ 0. For x > a, the following integral for-

mula
∞∫
0

zζ−1e−ηz/2Wτ,ω(ηz)

{(
Dσ
a+(t− a)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(t− a))µ

])
(x)

}

=
(x− a)σ+ρ

ηζΓ(γ1) . . .Γ(γr)
r+3Ψ(m+1)r+1

[
C
D

∣∣∣∣ (ξ(x− aη
)µ)r]

holds, where

C = (γ1, q1) , . . . , (γr, qr) , (ρ+ 1, µr), (1/2 + ω + ζ, µr), (1/2− ω + ζ, µr)

D = (β1j , α1j)1,m , . . . , (βrj , αrj)1,m , (ρ− σ + 1, µr), (1/2− τ + ζ, µr), (−1, 1)1,r−1
(5.11)
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(a) Plot of Equation (3.12) (b) Plot of Equation (3.7)

Figure 7. Graph of fractional derivative formulae for σ = 1.5; a = b = 2

Theorem 16. Let m, r ∈ N, αij , βij , γi, qi, ρ, ξ, µ ∈ C (i = 1, . . . , r; j = 1, . . . ,m) such that
m∑
j=1

<(αij) > max{0;<(qi) − 1}; <(qi) > 0 and <(σ) ≥ 0. For b > x, the following integral for-

mula
∞∫
0

zζ−1e−ηz/2Wτ,ω(ηz)

{(
Dσ
b+(b− t)ρ

r∏
i=1

Eγi,qi(αij ,βij)m

[
ξ(z(b− t))µ

])
(x)

}

=
(b− x)σ+ρ

ηζΓ(γ1) . . .Γ(γr)
r+3Ψ(m+1)r+1

[
C
D

∣∣∣∣ (ξ(b− xη
)µ)r]

holds, where C and D are defined in equation (5.11).

Proof. The proof of Theorems 14, 15 and 16 is the same as that of Theorem 13, therefore we omit the
details. �

6. Conclusion

In this paper, we have established some image formulas by applying the Riemann–Liouville frac-
tional derivative and integral operators on the product of generalized multi-index Mittag–Leffler func-
tion Eγ,q(αj ,βj)m

(.). Then, some more image formulas are derived by employing the integral transform.

To study the nature of these formulae, numerical results and their graphs are plotted for different
values of the parameters involved in our main results, which can be simply interpreted and observed.
For the numerical results and the graphs, the author has chosen r = m = 2. Further, for more
investigation of these formulas the reader can choose any value of r and m.
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34. A. Wiman, Über den Fundamentalsatz in der Teorie der Funktionen Ea(x). (German) Acta Math. 29 (1905), no.
1, 191–201.

(Received 30.04.2018)

1Department of Mathematics, Baba Farid College, Bathinda-151001 (India)
E-mail address: mehar.jallandhra@gmail.com

2Department of Mathematics, Islamic Azad University, Central Tehran Branch, 13185.768, Tehran
(Iran)

E-mail address: hamedelectroj@gmail.com

3Department of Mathematics, Faculty of Science, Nevsehir Haci Bektas Veli University, 50300 Nevsehir
(Turkey)

E-mail address: msenol@nevsehir.edu.tr





Transactions of A. Razmadze
Mathematical Institute
Vol. 173 (2019), issue 3, 31–36

ON A PARAMETRIZATION OF NON-COMPACT WAVELET MATRICES BY

WIENER-HOPF FACTORIZATION

LASHA EPHREMIDZE1,2, NIKA SALIA3,4, AND ILYA SPITKOVSKY2

Abstract. A complete parametrization (one-to-one and onto mapping) of a certain class of non-

compact wavelet matrices is introduced in terms of coordinates of infinite-dimensional Euclidian

space. The developed method relies on Wiener-Hopf factorization of corresponding unitary matrix
functions.

1. Introduction

Let l2(Z) be the standard Hilbert space of two-sided sequences of complex numbers. A matrix A
with m rows and infinitely many columns

A =


· · · a1−1 a10 a11 a12 · · ·
· · · a2−1 a20 a21 a22 · · ·

...
...

· · · am−1 am0 am1 am2 · · ·

 , aij ∈ C, (1)

where the rows belong to l2(Z), is called a wavelet matrix (of rank m) if its rows satisfy the so called
shifted orthogonality condition [4]:

∞∑
k=−∞

aik+mj a
r
k+ms = δirδjs for all 1 ≤ i, r ≤ m; j, s ∈ Z (2)

(δ stands for the Kronecker delta). Such matrices are a generalization of ordinary m × m unitary
matrices and they play the crucial role in the theory of wavelets [6] and multirate filter banks [7].
Note that if A is a wavelet matrix and A′ is obtained by shifting some of its rows by a multiple of m,
then A′ is a wavelet matrix as well.

In the polyphase representation [8] of matrix A,

A(z) =

∞∑
k=−∞

Akz
k , (3)

where A = (. . . A−1 A0 A1 A2 . . . ) is the partition of A into m×m blocks Ak = (aikm+j), 1 ≤ i ≤ m,

0 ≤ j ≤ m− 1, condition (2) is equivalent to

A(z)Ã(z) = Im, (4)

where Ã(z) =
∞∑

k=−∞
A∗kz

−k is the adjoint of A(z) (A∗ := A
T

is the Hermitian conjugate, and Im

stands for the m×m unit matrix). This is easy to see as (2) can be written in the block matrix form
∞∑

k=−∞
AkA

∗
l+k = δl0Im.

On the other hand, if series (3) is convergent a.e. on T := {z ∈ C : |z| = 1}, condition (4) means
that A is a unitary matrix function on the unit circle, i.e.,

A(z)
(
A(z)

)∗
= Im for z ∈ T. (5)

2010 Mathematics Subject Classification. 42C40, 47A68.
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Therefore, wavelet matrices are closely related with unitary matrix functions. There is a natural
one-to-one correspondence between them and we will rely on this connection throughout the paper.

Our notion of a wavelet matrix is somewhat different from the standard one. Namely, the linear
condition A(1) e =

√
m e1, where e = (1, 1, . . . , 1)T and e1 = (1, 0, . . . , 0)T , must be satisfied in

the usual definition (see [6, Eq. 4.9]) in order the corresponding orthogonal basis of L2(R) can be
constructed by means of A (see [6, Ch-s 4, 5]). In our consideration, the linear condition is irrelevant.
Furthermore, since the structure of coefficients of unitary matrix functions A(z) and A(z) ·U , where
U is a constant unitary matrix, are closely related, we introduce the equivalent classes of wavelet
matrices as follows:

A ∼ A′ ⇐⇒ Aj = A′jU for some constant unitary matrix U and every j ∈ Z. (6)

We get a unique representative with a corresponding linear condition in each class in this way.
If the number of non-zero columns in (1) is finite, then the wavelet matrix A is called compact.

Otherwise, it is non-compact.
For a compact wavelet matrix

A(z) =

N∑
k=0

Akz
k , (7)

in order to avoid a chaotic rearrangement of the rows of A, we assume that not only A0 6= 0 and
AN 6= 0 (N is called the order of (7) in this case) but also

detA(z) = czN . (8)

Since it follows from (5) that detA(z) is a monomial for compact wavelet matrices, it has necessarily
form (8) and the power of z is called the degree of (7). It is proved in [1] that the degree of (7) is N
if and only if rankA0 = m− 1 (see Lemma 1 therein). This is the maximal possible value for the rank
of A0 and such situation is naturally called nonsingular.

In [1], a complete parametrization (one-to-one and onto mapping) of compact wavelet matrices of
rank m and of order and degree N , with a minor restriction that the last row of AN is not all zeros
(this set is denoted by CWM1[m,N,N ]), is proposed in terms of coordinates in the Euclidian space
C(m−1)N . Namely, we have

CWM1[m,N,N ]←→ P−N × P
−
N × · · · × P

−
N︸ ︷︷ ︸

m−1

∼= CN × CN × · · · × CN︸ ︷︷ ︸
m−1

(9)

in the following sence: For each A ∈ CWM1[m,N,N ] there exists a unique Laurent matrix polynomial
F (z) of the form

F (z) =



1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

...
...

...
0 0 0 · · · 1 0

ζ−1 (z) ζ−2 (z) ζ−3 (z) · · · ζ−m−1(z) 1


, (10)

where ζ−i (z) ∈ P−N , j = 1, 2, . . . ,m− 1, such that

F (z)U(z) ∈ P+
N (m×m),

where

U(z) = diag[1, . . . , 1, z−N ]A(z) (11)

(the last row of A is shifted to the left by mN), and

P+
N :=

{ N∑
k=0

ckz
k : ck ∈ C, k = 0, . . . , N

}
; P−N :=

{ N∑
k=1

ckz
−k : ck ∈ C, k = 1, . . . , N

}
.

In other words

U(z) = U−(z)U+(z),
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where

U−(z) = F−1(z) and U+(z) = F (z)U(z),

is the (right) Wiener-Hopf factorization of U . Note that F−1 can be obtained from F if we replace
each ζ−i in (10) by −ζ−i .

It readily follows from (11) and properties of A that the unitary Laurent matrix polynomial U has
the following properties:

detU(z) = Const, and

m∑
j=1

|umj(0)| > 0.

In the present paper, we are going to extend parametrization (9) to a certain class of non-compact
wavelet matrices by letting N → ∞ in the above formulations. To this end, we introduce some
additional definitions.

Let L+
p = Hp, where 0 < p ≤ ∞, be the Hardy space of analytic functions (we usually identify

analytic functions in the unit disk and their boundary values on T) and L−p := {f : f ∈ L+
p } be the

corresponding set of anti-analytic functions. Denote also

L± :=
⋂

0<p<∞
L±p .

Obviously, both of the sets L+ and L− are closed under multiplication:

f, g ∈ L± =⇒ fg ∈ L±. (12)

Let WM±[m] be the set of equivalent classes (see (6)) of wavelet matrices (1) with aij = 0 for
i = 1, 2, . . . ,m − 1 and j < 0 or i = m and j ≥ m (i.e., the entries in the first m − 1 rows in the
polyphase representation (3) are from L+

∞ and the entries in the last row are from L−∞) such that

detA(z) = Const for a.a. z ∈ T, (13)

and the analytic functions fj(z) := Ãm, j(z) =
∞∑
k=0

amj−1−mkz
k, j = 1, 2, . . . ,m (the adjoints of the

entries in the last row of A(z)) are not simultaneously equal to 0 in the space of maximal ideals of
H∞, i.e.,

m∑
j=0

|fj(z)| > δ, |z| < 1, for some δ > 0;

and let P−∞ be the projection of L∞ on the set of anti-analytic functions vanishing at the infinity, i.e.,

P−∞ :=

{ −1∑
k=−∞

ckt
k : there exist f ∈ L∞ such that f̂(k) = ck for k < 0

}
⊂ L−,

where f̂(k) stands for the k-th Fourier coefficient of f . Then we have a ono-to-one and onto mapping
similar to (9):

WM±[m]←→ P−∞ × P−∞ × · · · × P−∞︸ ︷︷ ︸
m−1

,

which is the claim of the following

Theorem 1. Let A = A(z) ∈ WM±[m]. Then there exists a unique matrix function F (z) of the
form (10), where

ζ−i ∈ P
−
∞, (14)

j = 1, 2, . . . ,m− 1, such that

F (z)A(z) ∈ L+(m×m). (15)

Conversly, for each matrix function (10), (14) there exists a unique A(z) ∈ WM±[m] such that (15)
holds.
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The inclusion (15) means again that the representation

A(z) = A−(z)A+(z),

where

A−(z) = F−1(z) and A+(z) = F (z)A(z),

is the (right) Wiener-Hopf factorization of A(z).

2. Proof of Theorem 1

Proof of Theorem 1 is based on the technique developed in [2].
Since A(z) ∈ L∞(m×m) is a unitary matrix function, we have

A−1(z) = A∗(z) a.e. on T. (16)

Because of the Carleson Corona Theorem (see, e.g. [5]) there exist functions g1, g2, . . . , gm from H∞
such that

m∑
j=1

fj(z)gj(z) = 1 for |z| < 1. (17)

Let B ∈ L+
∞(m ×m) be the matrix function A with its last row replaced by (g1, g2, . . . , gm). Then,

since the last column of A is (f1, f2, . . . , fm)T and (16), (17) hold, we have

BA∗ =


1 0 · · · 0 0
0 1 · · · 0 0
...

...
...

...
...

0 0 · · · 1 0
ζ1 ζ2 · · · ζm−1 1

 =: Φ ∈ L∞(m×m),

where ζi =
∑m

k=1 gkÃik. Thus, it follows from (16) that

ΦA = B. (18)

Let

ζi = ζ+i + ζ−i , where ζ± ∈ P±∞, i = 1, 2, . . . ,m− 1 (19)

(the definition of P+
∞ and the inclusion P+

∞ ⊂ L+ are obvious). Then

Φ = Φ+Φ−, (20)

where Φ± ∈ P± is the matrix Φ whith its last row replaced by (ζ±1 , ζ
±
2 , . . . , ζ

±
m−1, 1). The equations

(18) and (20) imply that

Φ−A = (Φ+)−1B ∈ L+(m×m), (21)

which proves (15) if we observe that F (z) = Φ−(z) and (Φ+)−1 is the matrix Φ+ whith its last row
replaced by (−ζ+1 ,−ζ

+
2 , . . . ,−ζ

+
m−1, 1).

Let us now prove the uniqueness of F .
Assume

Fi(z)A(z) = Φ+
i (z) ∈ L+(m×m), i = 1, 2, (22)

are two representations of type (10), (14), where F1 = F and F2 is the matrix F with its last row
replaced by (ζ ′1, ζ

′
2, . . . , ζ

′
m−1, 1).

Since Φ+
i ∈ L+(m×m) =⇒ det Φ+

i ∈ L+ (see (12)) and det Φ+
i (z) = C a.e. on T (see (13), (22)),

it follows that det Φ+
i (z) = C for |z| < 1. Therefore (Φ+

i (z))−1 ∈ L+(m ×m) because of Cramer’s
formula.

Equations in (22) imply that

P−∞(m×m) 3 F−12 (z)F1(z) = (Φ+
2 (z))−1Φ+

1 (z) ∈ L+(m×m).

Hence the matrix function F−12 F1 is constant, while it has form (10) whith its last row replaced by
(ζ−1 − ζ ′1, ζ

−
2 − ζ ′2, . . . , ζ

−
m−1 − ζ ′m−1, 1). Consequently

ζ−i = ζ ′i for i = 1, 2, . . . ,m− 1.
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Let us now show the converse part of Theorem 1. The essential part of the claim is proved
in [3, Lemma 4]: For each matrix of form (10), where ζ−i ∈ L

−
2 , i = 1, 2, . . . ,m − 1, there exists a

unique (up to a constant right factor) unitary matrix function

U(t) =



u+11(t) u+12(t) · · · u+1,m−1(t) u+1m(t)

u+21(t) u+22(t) · · · u+2,m−1(t) u+2m(t)
...

...
...

...
...

u+m−1,1(t) u+m−1,2(t) · · · u+m−1,m−1(t) u+m−1,m(t)

u+m1(t) u+m2(t) · · · u+m,m−1(t) u+mm(t)


, u+ij ∈ L

+
∞,

with constant determinant

detU(t) = Const for a.a. t ∈ T, (23)

such that

F (t)U(t) ∈ L+
2 (m×m).

It remains to prove that if (14) holds, then

m∑
j=0

|u+mj(z)| > δ, |z| < 1, for some δ > 0, (24)

and

F (t)U(t) ∈ L+(m×m). (25)

We obtain both relations simultaneously.
Since (14) holds, there exist bounded functions ζi ∈ L∞ such that (19) holds. Let Φ± be defined

as in (20). Then Φ+F = Φ+Φ− = Φ is bounded and therefore

Φ+FU =: Ψ+ ∈ L+
∞(m×m). (26)

Hence

FU = (Φ+)−1Ψ+ ∈ L+(m×m)

and (25) holds.
To show (24), let us first observe that det Ψ+(z) = Const for |z| < 1 since det Ψ+ ∈ H∞ and it is

constant a.e. on the boundary (see (20), (23), and (26)). Therefore

m∑
j=1

Ψ+
mi(z) Cof(Ψ+

mi)(z) = C, (27)

where Cof stands for the cofactor. However, the first m− 1 rows of U and Ψ+ coincide. So that

Cof(Ψ+
mi) = Cof(Umi), j = 1, 2, . . . ,m. (28)

In addition, since U is unitary, i.e., U−1 = U∗, the formula for the inverse matrix implies that

u+mj =
1

C
Cof(Umj). (29)

Therefore, substituting (28) and (29) in (27), we get

m∑
j=1

Ψ+
mi(z)u

+
mj(z) = 1,

and, because of boundedness of the functions Ψ+
mi (see (26)), relation (24) holds.
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3. Open Problems

For compact wavelet matrices, it is proved in [1] that the entries ζ−i of the matrix (10) in Theorem 1
can be computed by the formula

ζ−i (z) = P−N
(
Ãij(z)/Amj(z)

)
, if Amj(0) 6= 0, (30)

where P−N is the projection of a (formal) Fourier series
∞∑

k=−N
ckt

k on P−N (see [1, Eq. (25)]). To describe

the conditions under which we can let N →∞ in equation (30) and to determine in which sense the
limit exists is an interesting problem. It is related to the computation of partial indices of Wiener-Hopf
factorization for a certain class of matrix functions which is the subject of a forthcoming paper.
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4. J. Kautsky, R. Turcajová, Pollen product factorization and construction of higher multiplicity wavelets. Linear

Algebra Appl. 222 (1995), 241–260.
5. Paul Koosis, Introduction to Hp Spaces. With an Appendix on Wolff’s Proof of the Corona Theorem. London

Mathematical Society Lecture Note Series, 40. Cambridge University Press, Cambridge-New York, 1980.
6. H. L. Resnikoff, R. O. Wells, Wavelet Analysis. The scalable structure of information. Springer-Verlag, New York,

1998.

7. P. L. Vaidyanathan, Multirate Systems and Filter Banks Prentice-Hall. Englewood Cliffs, NJ 1993.
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A NOTE ON THE BILINEAR FRACTIONAL INTEGRAL OPERATOR ACTING

ON MORREY SPACES

NAOYA HATANO1 AND YOSHIHIRO SAWANO2

Abstract. The boundedness of the bilinear fractional integral operator is investigated. This bilinear
fractional integral operator goes back to Kenig and Stein. The paper is oriented to the boundedness

of the operator on products of Morrey spaces. This paper uses some averaging techniques to control

the Morrey norm. Compared to the earlier work by He and Yan, one feels that the technique can
be applied to other function spaces. Among others, the averaging operator will reduce the matters

to the existing results.

1. Introduction

Recently, He and Yan investigated fractional integral operators of Grafakos type acting on Morrey
spaces [8]. In this paper, by using some known results, we propose to simplify their proofs. Let
0 < q ≤ p <∞. Define the Morrey norm ‖ · ‖Mp

q
by∥∥f∥∥Mp

q
≡ sup

{∣∣Q∣∣ 1p− 1
q
∥∥f∥∥

Lq(Q)
: Q is a dyadic cube in Rn

}
for a measurable function f .

The Morrey space Mp
q(Rn) is the set of all the measurable functions f for which

∥∥f∥∥Mp
q

is finite.

We recall the definition of the dyadic cubes precisely in Section 2. A simple geometric observation
shows that ∥∥f∥∥Mp

q
∼ sup

{∣∣Q∣∣ 1p− 1
q
∥∥f∥∥

Lq(Q)
: Q is a cube in Rn

}
for any measurable function f . Here let us content ourselves with the intuitive understanding that p
serves as the global integrability, as is hinted by the dilation mapping f 7→ f(t·), and that q serves as
the local integrability. We handle the following bilinear operator defined in [5, 13].

Definition 1.1. The bilinear fractional integral operator of Grafakos type Jα, 0 < α < n is given by

Jα
[
f1, f2

]
(x) ≡

∫
Rn

f1(x+ y) f2(x− y)

|y|n−α
dy (x ∈ Rn),

where f1, f2 are non-negative integrable functions defined in Rn.

The operator Iα[f1, f2], 0 < α < 2n, defined by

Iα[f1, f2](x) ≡
∫

Rn×Rn

f1(y1) f2(y2)(
|x− y1|+ |x− y2|

)2n−α dy (x ∈ Rn)

for non-negative integrable functions f1 and f2 defined in Rn, is a contrast to Jα[f1, f2]. These two
operators with 0 < α < n pass the fractional integral operator Iα in the bilinear case, where Iα is the
fractional integral operator

Iαf(x) ≡
∫
Rn

f(y)

|x− y|n−α
dy (x ∈ Rn)

for a nonnegative measurable function f : Rn → [0,∞].

2010 Mathematics Subject Classification. Primary 42B35, Secondary 42B25.
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Here and below we assume that the functions are non-negative to ignore the issue of the convergence
of the integral definining Jα[f1, f2](x).

The operator Iα[f1, f2] acting on Morrey spaces is investigated by many authors in many settings
such as the generalized Morrey spaces [1], the weighted setting [6, 10], the case equipped with the
rough kernel [9, 20] and the non-doubling setting [11,21]. See also [3, 22] for the case of commutators
generated by Iα and other functions. However we do not find so much about the action of the operator
Jα on Morrey spaces. Works [4, 8] considered the boundedness property of Jα. Our aim here is to
prove the following estimate

Theorem 1.2. Let

0 < α < n, 1 < q1 ≤ p1 <∞, 1 < q2 ≤ p2 <∞, 1 ≤ t ≤ s <∞.
Define p and q by

1

p
=

1

p1
+

1

p2
,

1

q
=

1

q1
+

1

q2
.

Assume that
1

s
=

1

p
− α

n
,

q

p
=
t

s
, s < min(q1, q2) .

Then for all f1 ∈Mp1
q1 (Rn) and f2 ∈Mp2

q2 (Rn),∥∥Jα[f1, f2]
∥∥
Ms

t
.
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

.

As is pointed out in [8], the assumption q
p = t

s is essential.

Theorem 1.2 partially extends the following result by Kenig and Stein [13, Theorem 2]

Proposition 1.3. Let 0 < α < n and 1 < p1, p2 < ∞. Assume that
1

p1
+

1

p2
>
α

n
, so we can define

s > 0 by
1

s
=

1

p1
+

1

p2
− α

n
. Then for all f1 ∈ Lp1(Rn) and f2 ∈ Lp2(Rn),∥∥Jα[f1, f2]

∥∥
Ls
.
∥∥f1∥∥Lp1 ∥∥f2∥∥Lp2 .

In the first half of [8], He and Yan proved the boundedness of the operator and used the Hölder
inequality under the assumption

q1
p1

=
q2
p2
,

1

max
(
q′1,

α
np1
) +

1

max
(
q′2,

α
np2
) > 1, (1.1)

so
q

p
=
q1
p1

=
q2
p2

and there exists u ∈ (1,∞) such that

α

n
p1 < u <

(α
n
p2

)′
, (q2)′ < u < q1.

Define s1, s2, t1 and t2 by

u

s1
=

u

p1
− α

n
,

u′

s2
=
u′

p2
− α

n
,

t1
s1

=
q1
p1
,

t2
s2

=
q2
p2
,

so 1 < t1 ≤ s1 <∞ and 1 < t2 ≤ s2 <∞. Then

1

s
=

1

s1
+

1

s2
,

1

t
=

1

t1
+

1

t2
,

since
q

p
=
q1
p1

=
q2
p2
.

Meanwhile, by the Hölder inequality we have

Jα[f1, f2](x) ≤
(∫
Rn

|f1(x+ y)|u

|y|n−α
dy

) 1
u
(∫
Rn

|f2(x− y)|u′

|y|n−α
dy

) 1
u′
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for any 1 < u <∞. Consequently, by the Hölder inequality once again, we obtain∥∥Jα[f1, f2]
∥∥
Ms

t
≤
∥∥I(u)α f1

∥∥
Ms1

t1

∥∥I(u′)α f2
∥∥
Ms2

t2

,

where I
(v)
α f ≡ (Iα[|f |v])

1
v . If we use the Adams theorem, asserting that I

(v)
α mapsMP

Q(Rn) boundedly

to MS
T (Rn) whenever v < Q ≤ P <∞, v < T ≤ S <∞, v

S = v
P −

α
n and P

Q = S
T , we obtain∥∥Jα[f1, f2]

∥∥
Ms

t
.
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

.

Thus Theorem 1.2 is significant when (1.1) fails. See [4, Theorem 2.2] for the bilinear fractional
integral operator of Kenig–Stein type equipped with the rough kernel.

The operator Jα has a lot to do with the bilinear Hilbert transform defined by

H[f1, f2](x) = lim
ε↓0

∫
R\(−ε,ε)

f1(x+ y) f2(x− y)

y
dy (x ∈ R),

where f1 and f2 are the locally integrable functions. One of the important problems in harmonic
analysis is to investigate the boundedness property of the bilinear Hilbert transform. A conjecture
of Calderón in 1964 concerned possible extensions of H to a bounded bilinear operator on products
of Lebesgue spaces. A remarkable fact is that H maps Lp1(R) × Lp2(R) to Lp(R) boundedly if

1 < p1 ≤ ∞, 1 < p2 ≤ ∞,
2

3
< p < ∞ and

1

p
=

1

p1
+

1

p2
[16, 17]. To understand the boundedness

property of this operator, we consider its counterpart to fractional integral operators.
After the authors wrote this article, we were aware that Theorem 1.2 is an unweighted version

of [8, Theorem 4.6]. However, our proof differs from theirs in that we use an inequality for norms,
while He and Yan used a weighted local estimate. It seems that our results can be extended to Orlicz
spaces by using [19, Theorem 7.5]. The details are left for the future works.

2. Preliminaries

For a measurable function f defined on Rn, define a function Mf by

Mf(x) ≡ sup
B∈B

χB(x)

|B|

∫
B

∣∣f(y)
∣∣ dy (x ∈ Rn). (2.1)

The mapping M : f 7→ Mf is called the Hardy–Littlewood maximal operator. It is known that the
Hardy–Littlewood maximal operator is bounded on Mp

q(Rn) if 1 < q ≤ p < ∞ [2]. A dyadic cube is
a set of the form Qjk for some j ∈ Z, k = (k1, k2, . . . , kn) ∈ Zn. The set of all dyadic cubes is denoted
by D; D ≡ {Qjk : j ∈ Z, k ∈ Zn} . For j ∈ Z, the set of dyadic cubes of the j-th generation is given
by

Dj = Dj(Rn) ≡
{
Qjk : k ∈ Zn

}
=
{
Q ∈ D : `(Q) = 2−j

}
.

The following lemma can be located as a standard estimate to handle this bilinear fractional integral
operator.

Lemma 2.1. Let f1, f2 ≥ 0 be measurable functions. Then we have

Jα[f1, f2](x) .
∞∑

l=−∞

∑
Q∈Dl

2l(n−α)χQ(x)

∫
B(2−l)

f1(x+ y) f2(x− y) dy (x ∈ Rn).
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Proof. We will follow the idea used in [13, Theorem 2]. See also [18, Theorem 3.2] and [14, 15]. We
decompose

Jα[f1, f2](x) =

∫
Rn

f1(x+ y) f2(x− y)

|y|n−α
dy

=

∞∑
l=−∞

∫
B(2−l)\B(2−l−1)

f1(x+ y)f2(x− y)

|y|n−α
dy

∼
∞∑

l=−∞

2l(n−α)
∫

B(2−l)\B(2−l−1)

f1(x+ y)f2(x− y) dy

≤
∞∑

l=−∞

2l(n−α)
∫

B(2−l)

f1(x+ y)f2(x− y) dy.

Observe that for each l ∈ N, there uniquely exists a dyadic cube Q ∈ Dl such that x ∈ Q. Thus, we
obtain the desired result. �

We now recall the averaging technique.

Lemma 2.2. Suppose that the parameters p, q, s, t satisfy

1 < q ≤ p <∞, 1 < t ≤ s <∞, q < t, p < s

or

1 = q ≤ p <∞, 1 = t ≤ s <∞, p < s.

Assume that
{
Qj
}∞
j=1
⊂ D(Rn),

{
aj
}∞
j=1
⊂Ms

t (Rn) and
{
λj
}∞
j=1
⊂ [0,∞) fulfill

supp(aj) ⊂ Qj ,
∥∥∥∥ ∞∑
j=1

λjχQj

∥∥∥∥
Mp

q

<∞. (2.2)

Then f =

∞∑
j=1

λjaj converges in S ′(Rn) ∩ Lqloc(Rn) and satisfies

∥∥f∥∥Mp
q
.p,q,s,t

∥∥∥∥∥
∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s χQj

∥∥∥∥∥
Mp

q

. (2.3)

Proof. This estimate is essentially obtained in [12] if q > 1 and in [7] if q = 1. Although we dis-
tinguished these cases in these papers, we can combine them, since the case of q = 1 can almost be
emerged into the case of q > 1.

Let us suppose q > 1 for the time being. Let 0 < η <∞. We will use the powered Hardy–Littlewood
maximal operator M (η) defined by

M (η)f(x) ≡ sup
R>0

(
1∣∣B(x,R)

∣∣ ∫
B(x,R)

∣∣f(y)
∣∣ηdy) 1

η

for a measurable function f : Rn → C. If η = 1, then we write M instead of M (η). To prove this,
we resort to the duality. For the time being, we assume that there exists N ∈ N such that λj = 0
whenever j ≥ N . Let us assume in addition that the aj ’s are non-negative. Fix a non-negative

function g that is supported on a cube Q such that ‖g‖Lq′ ≤ |Q|
1
q′−

1
p′ . By duality, we will show

∫
Rn

f(x) g(x) dx .p,q,s,t

∥∥∥∥∥
∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s χQj

∥∥∥∥∥
Mp

q

, (2.4)
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to obtain ∥∥f∥∥Mp
q
.p,q,s,t

∥∥∥∥∥
∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s χQj

∥∥∥∥∥
Mp

q

.

Assume first that each Qj contains Q as a proper subset. If we group the j’s such that Qj are identical,
we can assume that each Qj is a j-th parent of Q for each j ∈ N. Then we have∫

Rn

f(x) g(x) dx =

∞∑
j=1

λj

∫
Q

aj(x) g(x) dx ≤
∞∑
j=1

λj
∥∥aj∥∥Lq(Q)

∥∥g∥∥
Lq′ (Q)

from f =
∑∞
j=1 λjaj . By the size condition of aj and g, we obtain∫
Rn

f(x) g(x) dx ≤
∞∑
j=1

λj
∥∥aj∥∥Ms

t

∣∣Q∣∣ 1q− 1
s
∣∣Q∣∣ 1

q′−
1
p′ =

∞∑
j=1

λj
∥∥aj∥∥Ms

t

∣∣Q∣∣ 1p− 1
s .

Note that ∥∥∥∥∥
∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s χQj

∥∥∥∥∥
Mp

q

≥

∥∥aj0∥∥Ms
t∣∣Qj0 ∣∣ 1s
∥∥λj0 χQj0∥∥Mp

q
=
∥∥aj0∥∥Ms

t

∣∣Qj0 ∣∣ 1p− 1
sλj0

for each j0 ∈ N. Consequently, it follows from the condition p < s that∫
Rn

f(x) g(x) dx ≤
∞∑
j=1

∣∣Q∣∣ 1p− 1
s
∣∣Qj∣∣ 1s− 1

p ·

∥∥∥∥∥
∞∑
k=1

λk

∥∥ak∥∥Ms
t∣∣Qk∣∣ 1s χQk

∥∥∥∥∥
Mp

q

.

∥∥∥∥∥∥
∞∑
j=1

λj
‖aj‖Ms

t

|Qj |
1
s

χQj

∥∥∥∥∥∥
Mp

q

.

Conversely, assume that Q contains each Qj . Then we have∫
Rn

f(x) g(x) dx =

∞∑
j=1

λj

∫
Qj

aj(x) g(x) dx ≤
∞∑
j=1

λj
∥∥aj∥∥Lt(Qj)∥∥g∥∥Lt′ (Qj).

By the condition of aj , we obtain∫
Rn

f(x) g(x) dx =

∞∑
j=1

λj

∫
Qj

aj(x) g(x) dx ≤
∞∑
j=1

λj
∥∥aj∥∥Ms

t

∣∣Qj∣∣ 1t− 1
s
∥∥g∥∥

Lt′ (Qj)
.

Thus, in terms of the Hardy–Littlewood maximal operator M , we obtain∫
Rn

f(x) g(x) dx ≤
∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s
∣∣Qj∣∣× inf

y∈Qj
M (t′)g(y)

≤
∫
Rn

( ∞∑
j=1

λj

∥∥aj∥∥Ms
t∣∣Qj∣∣ 1s χQj (y)

)
M (t′)g(y) dy

≤
∫
Rn

( ∞∑
j=1

λj

∥∥aj∥∥Ms
t

|Qj |
1
s

χQj (y)

)
χQ(y)M (t′)g(y)dy.

Hence, we obtain (2.4) by the Hölder inequality, since ‖χQM (t′)g‖Lq′ . |Q|
1
p−

1
q . Thus the proof for

the case of q > 1 is complete.
The case of q = 1 is a minor modification of the above proof. First, if each Qj contains Q as a proper

subset, the same argument as above works. If each Q contains Qj , then we can take g = |Q|
1
p−1χQ

to obtain ∫
Q

f(x) g(x) dx .p,s

∥∥∥∥∥∥
∞∑
j=1

λj

∥∥aj∥∥Ms
1∣∣Qj∣∣ 1s χQj

∥∥∥∥∥∥
Mp

1

.
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We go through the same argument as before, where we will replace M (t′)g by 1. Since ‖χQ1‖L∞ = 1,

we do not have to resort to the boundedness of the maximal operator M (t′) as we did in the estimate

‖χQM (t′)g‖Lq′ . |Q|
1
p−

1
q . So, the proof is complete in this case. �

Lemma 2.3. Let

0 < α < 2n, 1 < qj ≤ pj <∞, 0 < q ≤ p <∞, 0 < t ≤ s <∞

for j = 1, 2. Assume

1

p
=

1

p1
+

1

p2
,

1

q
=

1

q1
+

1

q2
,

1

s
=

1

p
− α

n
,

q

p
=
t

s
.

Then ∣∣R∣∣ 1s− 1
t

∥∥∥∥∥ ∑
Q∈D

χQ
`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2

∥∥∥∥∥
Lt(R)

.
2∏
j=1

∥∥fj∥∥Mpj
qj

(2.5)

for any cube R and for all non-negative measurable functions f1, f2.

See the proof of [4, Theorem 2.2] for a similar approach.

Proof. Let L = L(x) be a positive number that is specified shortly. We decompose∑
Q∈D

χQ(x)

`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2

=
∑

Q∈D,`(Q)≤L

χQ(x)

`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2

+
∑

Q∈D,`(Q)>L

χQ(x)

`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2 =: S1 + S2.

First, we estimate the quantity S1:

S1 .
∑

Q∈D,`(Q)≤L

χQ(x) `(Q)αMf1(x)Mf2(x) ∼ LαMf1(x)Mf2(x).

Next, we estimate the quantity S2. By Hölder’s inequality,

S2 .
∑

Q∈D,`(Q)>L

χQ(x)

`(Q)2n−α
∣∣Q∣∣ 1

q′1
∥∥f1∥∥Lq1 (3Q)

·
∣∣Q∣∣ 1

q′2
∥∥f1∥∥Lq2 (3Q)

.
∑

Q∈D,`(Q)>L

χQ(x)
∣∣Q∣∣− 1

s
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

∼ L−ns
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

.

Hence we obtain∑
Q∈D

χQ(x)

`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2 . L
αMf1(x)Mf2(x) + L−

n
s

∥∥f1∥∥Mp1
q1

∥∥f2∥∥Mp2
q2

.

In particular, choose the constant L = L(x) to optimize the right-hand side:

L =

(∥∥f1∥∥Mp1
q1

∥∥f2∥∥Mp2
q2

Mf1(x)Mf2(x)

) p
n

.

Then we have∑
Q∈D

χQ(x)

`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2 . (Mf1(x)Mf2(x))
p
s

(∥∥f1∥∥Mp1
q1

∥∥f2∥∥Mp2
q2

)1− ps
.
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Therefore, using Hölder’s inequality for Morrey spaces, the Mp1
q1 (Rn)-boundedness of M and the

Mp1
q1 (Rn)-boundedness of M , we have∣∣R∣∣ 1s− 1

t

∥∥∥∥ ∑
Q∈D

χQ
`(Q)2n−α

∫
(3Q)2

f1(y1) f2(y2) dy1 dy2

∥∥∥∥
Lt(R)

.
∥∥∥(Mf1 ·Mf2

) p
s

∥∥∥
Ms

t

(∥∥f1∥∥Mp1
q1

∥∥f2∥∥Mp2
q2

)1− ps
=
∥∥Mf1 ·Mf2

∥∥ ps
Mp

q

(∥∥f1∥∥Mp1
q1

∥∥f2∥∥Mp2
q2

)1− ps
≤
(∥∥Mf1

∥∥
Mp1

q1

∥∥Mf2
∥∥
Mp2

q2

) p
s
(∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

)1− ps
.
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

. �

3. Proof of Theorem 1.2

Let v ∈ (s,min(q1, q2)). Let x ∈ Q ∈ Dl. By the Minkowski inequality and the Hölder inequality,∥∥∥∥ ∫
B(2−l)

f1(·+ y) f2(· − y)dy

∥∥∥∥
Lv(Q)

≤
∫

B(2−l)

∥∥f1(·+ y) f2(· − y)
∥∥
Lv(Q)

dy ≤
∣∣B(2−l)

∣∣ 1
v′

( ∫
B(2−l)

∥∥f1(·+ y) f2(· − y)
∥∥
Lv(Q)

vdy

) 1
v

.
∣∣B(2−l)

∣∣ 1
v′
∥∥f1∥∥Lv(Q(x,3·2−l))

∥∥f2∥∥Lv(Q(x,3·2−l)) .
∣∣B(2−l)

∣∣1+ 1
v inf
y1∈Q

M (v)f1(y1) inf
y2∈Q

M (v)f2(y2).

Then owing to Theorem 2.2,

∥∥Jα[f1, f2]
∥∥
Ms

t
.

∥∥∥∥∥
∞∑

l=−∞

∑
Q∈Dl

2l(n−α)
χQ

|Q| 1v

∥∥∥∥ ∫
B(2−l)

f1(·+ y) f2(· − y) dy

∥∥∥∥
Lv(Q)

∥∥∥∥∥
Ms

t

.

∥∥∥∥∥
∞∑

l=−∞

∑
Q∈Dl

2−lα
χQ
|Q|

∫
3Q

M (v)f1(y1) dy1 ·
1

|Q|

∫
3Q

M (v)f2(y2) dy2

∥∥∥∥∥
Ms

t

.

Thus, we are again in the position of using (2.5) to have∥∥Jα[f1, f2]
∥∥
Ms

t
.
∥∥M (v)f1

∥∥
Mp1

q1

∥∥M (v)f2
∥∥
Mp2

q2

.

Since v < q1, q2, we are in the position of using the boundedness of M on Morrey spaces obtained
by Chiarenza and Frasca [2]. If we use the boundedness of the Hardy–Littlewood maximal operator,
then we obtain ∥∥Jα[f1, f2]

∥∥
Ms

t
.
∥∥f1∥∥Mp1

q1

∥∥f2∥∥Mp2
q2

.

This is the desired result.
To conclude the paper, we remark that Fan and Gao obtained an estimate to control∥∥∥∥ ∫

B(2−l)

f1(·+ y) f2(· − y) dy

∥∥∥∥
Lv(Q)

in [4, Lemma 2.1].
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WEIGHTED BOUNDEDNESS OF THE FRACTIONAL MAXIMAL OPERATOR

AND RIESZ POTENTIAL GENERATED BY GEGENBAUER DIFFERENTIAL

OPERATOR

ELMAN J. IBRAHIMOV1∗, VAGIF S. GULIYEV1,2, AND SAADAT A. JAFAROVA3

Abstract. In the paper we study the weighted
(
Lp,ω,λ, Lq,ω,λ

)
-boundedness of the fractional max-

imal operator Mα
G (G is a fractional maximal operator) and the Riesz potential (G is the Riesz

potential) generated by the Gegenbauer differential operator

Gλ ≡ G =
(
x2 − 1

) 1
2
−λ d

dx

(
x2 − 1

)λ+ 1
2
d

dx
, x ∈ (1,∞), λ ∈

(
0,

1

2

)
.

1. Introduction

1.1. As is known the maximal functions, singular integrals and potentials generated by different
differential operators are of importance in applications and in different questions of harmonic analysis
and therefore their study is very topical. Non-accidentally, there exists extensive literature devoted
to difference properties of the afore-mentioned object of harmonic analysis. We cite only those works
that relate to the question considered in the paper: D. Adams [1], I. A. Aliev [2], A. P. Calderon [4], R.
R. Coifman and C. Fefferman [5], C. Fefferman and E. Stein [8], A. I. Gadjiev [9], V. S. Guliev [11–13],
G. H. Hardy and J. E. Littlewood [14], V. M. Kokilashvili, A. Kufner [20], V. M. Kokilashvili and S.
Samko [21], I. A. Kipriyanov, M. N. Klyuchancev [16–19], L. N. Lyakhov [25,26], G. Welland [30] and
other.

In [12] E. V. Guliyev introduced analogous to Muckenhoupt classes generated by Gegenbauer dif-
ferential operator and for the fractional maximal function and fractional integrals associated with
the Bessel differential operator. He obtained some weighted inequalities, analogous to those given in
Propositions 1.5 and 1.6 from [30].

We note that the measure of the homogeneous space satisfies the doubling properties µE(x, 2r) ≤
cµE(x, r), where the constant c is independent of x and r, and these properties are essentially used
in proving many facts.

1.2. Based on our investigation, we introduce the Gegenbauer differential operator Gλ (see [7]). The
shift operator Aλch t, generated by Gλ is given as follows (see [15]):

Aλch tf(chx) ≡ Ach t f(chx) = Cλ

π∫
0

f (chx ch t− shx sh t cosϕ) (sinϕ)2λ−1dϕ,

where Cλ =
Γ
(
λ+ 1

2

)
Γ(λ)Γ

(
1
2

) =

(
π∫
0

(sinϕ)2λ−1dϕ

)−1

and possess all properties of the generalized shift

operator from B.M. Levitan’s monograph [22,23].
Let H(x, r) = (x− r, x+ r) ∩ [0,∞), r ∈ (0,∞), x ∈ R+ = [0,∞) . In this way,

H(x, r) =

{
(0, x+ r), 0 ≤ x < r,

(x− r, x+ r), x ≥ r.

2010 Mathematics Subject Classification. 26A33, 33C45, 33C60, 33C70.
Key words and phrases. Gegenbauer differential operator; G-Fractional maximal operator; G-Riesz potential;

Weighted inequalities.
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For any set E ⊂ R+, µE = |E|λ =
∫
E

sh2λ tdt. The maximal functions (G-maximal functions)
generated by the Gegenbauer differential operator [15] are defined as follows:

MG f(chx) = sup
r>0

1

|H(0, r)|λ

r∫
0

Ach t

∣∣f(chx)
∣∣dµλ(t),

and

Mµ f(chx) = sup
x∈R+,r>0

1

|H(x, r)|λ

∫
H(x,r)

∣∣f(ch t)
∣∣dµλ(t),

where

dµλ(t) = sh2λ t dt,
∣∣H(x, r)

∣∣
λ

=

∫
H(x,r)

sh2λ t dt,
∣∣H(0, r)

∣∣
λ

=

r∫
0

sh2λ t dt.

The symbol A . B denotes that there exists a constant C such that 0 < A ≤ CB, and C may depend
on some parameters. If A . B and B . A, then we write A ≈ B.

In [15], it is proved that
MG f(chx) .Mµf(chx).

For any locally integrable function f(chx), x ∈ R+, we denote the fractional maximal function
(G-fractional maximal function) Mα

G generated by the Gegenbauer differential operator as follows:

Mα
G f(chx) = sup

r>0

∣∣H(0, r)
∣∣ α
2λ+1−1

λ

r∫
0

Ach t

∣∣f(ch t)
∣∣dµλ(t), 0 ≤ α < 2λ+ 1.

If α = 0, then M0
Gf ≡MGf.

We consider the Riezs potential (G-Riezs potential) generated by the Gegenbauer differential op-
erator introduced in [15]

IαGf(chx) =
1

Γ
(
α
2

) ∞∫
0

( ∞∫
0

r
α
2−1hr(ch t)dr

)
Ach tf(chx)dµλ(t), (1.1)

where

hr(ch t) =

∞∫
1

e−ν(ν+2λ)rPλν (ch t)(ν2 − 1)λ−
1
2 dν

and Pλν (ch t) is an eigenfunction of the operator G.
We denote by Lp (R+, G) ≡ Lp,λ (R+), 1 ≤ p ≤ ∞, the space of functions measurable on R+ with

the finite norm

‖f‖Lp,λ(R+) =

( ∫
R+

∣∣f(ch t)
∣∣pdµλ(t)

) 1
p

, 1 ≤ p <∞,

‖f‖∞,λ = ‖f‖∞ = ess sup
t∈R+

∣∣f(ch t)
∣∣, p =∞.

We also denote by WLp,λ(R+) the weak space defined as a set of locally integrable functions on
R+ with the finite norm

‖f‖WLp,λ(R+) = sup
t>0

t
(∣∣∣{x ∈ R+ : |f(chx)| > t

}∣∣∣
λ

) 1
p

.

The main objective of this paper is to obtain the results in [12], [29] and [30] for the opera-
tors Mα

G and IαG. The paper is organized as follows. In Section 2 we present some auxiliary re-
sults. We establish the equivalence of the G-fractional maximal functions Mα

G and Mα
µ in the form

Mα
G f(chx) ≈ Mα

µ f(chx). We obtain the Calderon–Zygmund decomposition of R+. In Section 3,
we obtain the weighted analogue of the Fefferman-Stein inequality for the maximal function Mα

µ and
give the Chebyshev-type inequality. We also introduce the Muckenhoupt-type class and obtain some
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properties of weights in order to use them in proving the inverse Hölder’s inequality. We prove the
weighted (Lp,w,λ, Lq,w,λ)- boundedness of the G-fractional maximal operator. In Section 4, we prove
the weighted (Lp,w,λ, Lq,w,λ)- boundedness of the G-Riezs potential.

2. Auxiliary Results

In this section we will drive and prove some necessary fact, which we will need in the sequel.

Lemma 2.1 ([15]). For 0 < λ < 1
2 , the following relation

∣∣H(0, r)
∣∣
λ
≈


(

sh
r

2

)2λ+1

, 0 < r < 2,(
ch
r

2

)4λ

, 2 ≤ r <∞,

is valid. Note that this measure does not possess the doubling properties of the homogeneous space,
i.e., µE(x, 2r) ≤ cµE(x, r). In this case, we have

∣∣H(0, 2r)
∣∣
λ
≈


(

sh 2 · r
2

)2λ+1

≥ 22λ+1
(

sh
r

2

)2λ+1

≥ cλ
∣∣H(0, r)

∣∣
λ
, 0 < r < 2,(

ch 2 · r
2

)4λ

≥
(

sh 2 · r
2

)4λ

≥ 24λ
(

sh
r

2

)4λ

≥ cλ
∣∣H(0, r)

∣∣
λ
, 2 ≤ r <∞,

where cλ depends on the parameter λ > 0.

Lemma 2.2 ([15]). Let 0 < λ < 1
2 , 0 ≤ x <∞ and 0 < r <∞. Then for 0 < r < 2,

∣∣H(x, r)
∣∣
λ
.


(

sh
r

2

)2λ+1

, 0 ≤ x < r,(
sh

r

2

)
(sh x)

2λ
, r ≤ x <∞,

and for 2 ≤ r <∞, we have

∣∣H(x, r)
∣∣
λ
.

{
(ch r)

2λ
, 0 ≤ x < r,

(chx)
2λ

(ch r)2λ, 2 ≤ r <∞.

Lemma 2.3. Let 0 ≤ x <∞ and 0 < r <∞. For any γ > 0, the following relation

∣∣H(x, r)
∣∣
γ
2

≈


(

sh
x+ r

2

)γ+1

, 0 < x+ r < 2,(
sh

x+ r

2

)2γ

, 2 ≤ x+ r <∞,

holds.

Proof. Let 0 ≤ x < r. We consider the case where 0 < x+ r < 2. Let 0 < γ ≤ 1. Then

|H(x, r)| γ
2

=

x+r∫
0

(sh t)γdt =

x+r∫
0

(sh t)γ−1d(ch t) =

x+r∫
0

(
ch2 t− 1

) γ−1
2 d(ch t)

=

x+r∫
0

(ch t− 1)
γ−1
2

(ch t+ 1)
1−γ
2

d(ch t) ≥ (ch(x+ r) + 1)
γ−1
2

x+r∫
0

(ch t− 1)
γ−1
2 d(ch t)

≥ 2

γ + 1
(1 + ch 2)

γ−1
2 (ch(x+ r)− 1)

γ+1
2

=
2

γ + 1

(
2 ch2 1

) γ−1
2

(
2 sh2 x+ r

2

) γ+1
2

=
2γ+1

γ + 1
(ch 1)γ−1

(
sh
x+ r

2

)γ+1

. (2.1)
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Let γ > 1. Then

x+r∫
0

(sh t)γdt =

x+r∫
0

(ch t− 1)
γ−1
2 (ch t+ 1)

γ−1
2 d(ch t)

≥ 2
γ−1
2

x+r∫
0

(ch t− 1)
γ−1
2 d(ch t)

=
2
γ+1
2

γ + 1
(ch(x+ r)− 1)

γ+1
2

2
γ+1
2

γ + 1

(
2 sh2 x+ r

2

) γ+1
2

=
2γ+1

γ + 1

(
sh
x+ r

2

)γ+1

. (2.2)

On the other hand, for 0 < γ ≤ 1 and 0 < x+ r < 2, we have

x+r∫
0

(sh t)γdt =

x+r∫
0

(ch t− 1)
γ−1
2

(ch t+ 1)
1−γ
2

d(ch t) ≤ 2
γ−1
2

x+r∫
0

(ch t− 1)
γ−1
2 d(ch t)

=
2
γ+1
2

γ + 1
(ch(x+ r)− 1)

γ+1
2 =

2γ+1

γ + 1

(
sh
x+ r

2

)γ+1

. (2.3)

For γ > 1,

x+r∫
0

(sh t)γdt

x+r∫
0

(ch t− 1)
γ−1
2 (ch t+ 1)

γ−1
2 d(ch t)

≤ 2

γ + 1
(ch(x+ r) + 1)

γ−1
2 (ch(x+ r)− 1)

γ+1
2

≤ 2

γ + 1
(ch 2 + 1)

γ−1
2

(
2 sh2 x+ r

2

) γ+1
2

=
2

γ + 1

(
2 ch2 1

) γ−1
2

(
sh
x+ r

2

)γ+1

=
2γ+1

γ + 1

(
sh
x+ r

2

)γ+1

. (2.4)

Combining (2.1)–(2.4), we obtain

∣∣H(x, r)
∣∣
γ
2

≈
(

sh
x+ r

2

)γ+1

, γ > 0, 0 < x+ r < 2. (2.5)

Consider now the case where 2 ≤ x+ r <∞ and 0 ≤ x < r.
Let 0 < γ ≤ 1. Then we get

x+r∫
0

(sh t)γdt =

x+r∫
0

(ch t− 1)
γ−1
2 (ch t+ 1)

γ−1
2 d(ch t)

≥
(

ch(x+ r) + 1
) γ−1

2

x+r∫
0

(ch t− 1)
γ−1
2 d(ch t)

=
2

γ + 1

(
2 ch2 x+ r

2

) γ−1
2

(ch(x+ r)− 1)
γ+1
2 =

2

γ + 1

(
2 sh2 x+r

2

) γ+1
2(

2 ch2 x+r
2

) 1−γ
2

=
2γ+1

γ + 1

(
sh x+r

2

)γ+1(
ch x+r

2

)1−γ ≥ 22γ

γ + 1

(
sh
x+ r

2

)2γ

, (2.6)

since ch t
2 ≤ 2 sh t

2 for t ≥ 2.
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On the other hand, for 0 < γ ≤ 1,

x+r∫
0

(sh t)γdt =

x+r∫
0

(
2 sh

t

2
ch

t

2

)γ
dt = 2γ+1

x+r∫
0

(
sh

t

2

)γ (
ch

t

2

)γ−1

d

(
sh

t

2

)

≤ 2γ+1

x+r∫
0

(
sh

t

2

)2γ−1

d

(
sh

t

2

)
=

2γ

γ

(
sh
x+ r

2

)2γ

. (2.7)

Let γ > 1. Then

x+r∫
0

(sh t)γdt = 2γ+1

x+r∫
0

(
sh

t

2

)γ (
ch

t

2

)γ−1

d

(
sh

t

2

)

≥ 2γ+1

x+r∫
0

(
sh

t

2

)2γ−1

d

(
sh

t

2

)
=

2γ

γ

(
sh
x+ r

2

)2γ

, (2.8)

and also

x+r∫
0

(sh t)γdt = 2γ+1

x+r∫
0

(
sh

t

2

)γ (
ch

t

2

)γ−1

d

(
sh

t

2

)

≤ 2γ+1

x+r∫
0

(
sh

t

2

)2γ−1

d

(
sh

t

2

)
=

2γ

γ

(
sh
x+ r

2

)2γ

. (2.9)

Combining (2.6)–(2.9), we obtain∣∣H(x, r)
∣∣
γ
2

≈
(

sh
x+ r

2

)2γ

, γ > 0, 2 ≤ x+ r <∞. (2.10)

Now, from (2.5) and (2.10), for 0 ≤ x < r, we have

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
0

(sh t)γdt ≈


(

sh
x+ r

2

)γ+1

, 0 < x+ r < 2,(
sh

x+ r

2

)2γ

, 2 ≤ x+ r <∞.
(2.11)

Now, let x ≥ r. Then from (2.3), (2.4), (2.7) and (2.9), for γ > 0, we get

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
x−r

(sh t)γdt ≤
x+r∫
0

(sh t)γdt .


(

sh
x+ r

2

)γ+1

, 0 < x+ r < 2,(
sh

x+ r

2

)2γ

, 2 ≤ x+ r <∞.
(2.12)

Now, let γ > 0 and 0 < x+ r < 2. Then

∣∣H(x, r)
∣∣
λ

=

x+r∫
x−r

(sh t)γdt ≥
x+r∫
x+r
2

(sh t)γdt ≥ x+ r

2

(
sh
x+ r

2

)γ
≈
(

sh
x+ r

2

)γ+1

,

since sh t ≈ t for 0 < t < 1.
On the other hand, from (2.3) and (2.4), for γ > 0, we have

∣∣H(x, r)
∣∣
γ

=

x+r∫
x−r

(sh t)γdt ≤
x+r∫
0

(sh t)γdt ≤ 2γ+1

γ + 1

(
sh

x+ r

r

)γ+1

.
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In this way, by any γ > 0 and 0 < x+ r < 2,

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
x−r

(sh t)γdt ≈
(

sh
x+ r

2

)γ+1

. (2.13)

Consider now the case where 2 ≤ x+ r <∞. Let γ > 0, then

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
x−r

(sh t)γdt ≥
x+r∫
x+r
2

(sh t)γdt =

x+r∫
x+r
2

(sh t)γ

ch t
d(sh t)

≥ 1

2

x+r∫
x+r
2

(sh t)γ−1d(sh t) =
1

2γ

(
shγ(x+ r)− shγ

(
x+ r

2

))

≥ 1

2γ

(
shγ(x+ r)− 1

2γ
shγ(x+ r)

)
=

1

2γ

(
1− 1

2γ

)
shγ(x+ r)

=
2γ − 1

2γ

(
shγ

x+ r

2
chγ

x+ r

2

)
≥ 2γ − 1

2γ

(
sh
x+ r

2

)2γ

. (2.14)

On the other hand, we can get from (2.7) and (2.9) for γ > 0

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
x−r

(sh t)γdt ≤
x+r∫
0

(sh t)γdt ≤ 2γ

γ

(
sh
x+ r

2

)2γ

. (2.15)

Thus from (2.14) and (2.15), for x ≥ r, we obtain

∣∣H(x, r)
∣∣
γ
2

=

x+r∫
x−r

(sh t)γdt ≈


(

sh
x+ r

2

)γ+1

, 0 < x+ r < 2,(
sh

x+ r

2

)2γ

, 2 ≤ x+ r <∞.
(2.16)

The assertion of Lemma 2.1 follows from (2.11)–(2.16). �

Supposing γ = 2λ in Lemma 2.3, we obtain

∣∣H(x, r)
∣∣
λ
≈


(

sh
x+ r

2

)2λ+1

, 0 < x+ r < 2,(
sh

x+ r

2

)4λ

, 2 ≤ x+ r <∞.
(2.17)

Since sh t ≈ ch t for t ≥ 1, then from this for x = 0 we, in particular, get Lemma 2.1.

Lemma 2.4. For a nonnegative function f(chx), x ∈ R+, the following relation
r∫

0

Aλch t f(ch x) sh2λ t dt ≈
∫

H(x,r)

f(chu) sh2λ u du

holds.

Proof. In [15], it is proved that

J(x, r) =

r∫
0

Aλch t f(chx) sh2λ t dt = Cλ

ch(x+r)∫
ch(x−r)

f(z)(z2 − 1)λ−
1
2

1∫
ϕ(z,x,r)

(1− u2)λ−1du dz,

where

ϕ(z, x, r) =
z ch x− ch r√
z2 − 1 sh x

, −1 ≤ ϕ(z, x, r) ≤ 1, Cλ =
Γ
(
λ+ 1

2

)
Γ (λ) Γ

(
1
2

) .
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Then

A(z, x, r) = Cλ

1∫
ϕ(z,x,r)

(1− u2)λ−1du ≤ Cλ

1∫
−1

(1− u2)λ−1du = 1.

We now estimate the integral A(z, x, r) from below. Let −1 ≤ ϕ(z, x, r) ≤ 0. Then

A(z, x, r) = Cλ

1∫
ϕ(z,x,r)

(1− u2)λ−1du ≥ Cλ

1∫
0

(1− u2)λ−1du

≥ 2λ−1Cλ

1∫
0

(1− u)λ−1du =
2λ−1

λ
Cλ.

Now, let 0 ≤ ϕ(z, x, r) ≤ 1, then

A(z, x, r) = Cλ

1∫
ϕ(z,x,r)

(1− u)λ−1(1 + u)λ−1du

= Cλ

1−ϕ(z,x,r)∫
0

uλ−1(2− u)λ−1du = Cλ

∞∫
1

1−ϕ(z,x,r)

u−λ−1

(
2− 1

u

)λ−1

du

= Cλ

∞∫
1

1−ϕ(z,x,r)

u−2λ(2u− 1)λ−1du = 22λ−1Cλ

∞∫
2

1−ϕ(z,x,r)

u−2λ(u− 1)λ−1du

= 22λ−1Cλ

∞∫
1−ϕ(z,x,r)
1+ϕ(z,x,r)

(u+ 1)−2λuλ−1du = 22λ−1 · Cλ

1+ϕ(z,x,r)
1−ϕ(z,x,r)∫

0

(1 + u)−2λuλ−1du

≥ 22λ−1Cλ

1∫
0

(1 + u)−2λuλ−1du ≥ 22λ−1Cλ

1∫
0

uλ−1

(1 + u)2λ
du ≥ Cλ

2

1∫
0

uλ−1du =
Cλ
2λ

.

Consequently,

A(z, x, r) =

1∫
ϕ(z,x,r)

(1− u2)λ−1du ≈ 1

and

J(x, r) ≈
ch(x+r)∫

ch(x−r)

f(z)(z2 − 1)λ−
1
2 dz =

∫
H(x,r)

f (chu) sh2λ u du. �

Theorem 2.1. For 0 ≤ x <∞ and 0 < r <∞, the relation

Mα
G f(chx) ≈Mα

µ f(chx)

is valid.

Proof. First, we prove that

Mα
G f(chx) .Mα

µ f(chx).

We consider

Ach tχ(0,r)(chx) = Cλ

π∫
0

χ(0,r)(x, t)ϕ(sinϕ)2λ−1dϕ,
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where (x, t)ϕ = chx ch t−shx sh t cosϕ, and χ(0,r) is the characteristic function on the interval (0, r),
i.e.,

χ(0,r)(x, t)ϕ =

{
1, (x, t)ϕ ≤ r,
0, (x, t)ϕ > r.

Since

x− t < ch(x− t) ≤ (x, t)ϕ ≤ ch(x+ t),

we have x− t > r =⇒ (x, t)ϕ > r.
From the inequality |x− t| > r it follows that Ach tχ(0,r)(chx) = 0. This shows that the carrier at

the function Ach tχ(0,r) belongs to H(x, r).
More generally, x, t ∈ R+

Ach tχ(0,r)(chx) = Cλ

π∫
0

χ(0,r)(x, t)ϕ(sh ϕ)2λ−1dϕ ≤ Cλ

π∫
0

(sinϕ)2λ−1dϕ = 1.

We estimate Ach tχ(0,r)(chx):

Ach tχ(0,r)(chx) = Cλ

∫
{ϕ∈[0,π]:(x,t)ϕ<r}

(sinϕ)2λ−1dϕ = A(x, t, r).

Making the substitution cosϕ = y, we obtain

A(x, t, r) = Cλ

1∫
max{−1, ch x ch t−r

sh x sh t }

(1− y2)λ−1dy.

For any x, t ∈ R+, we have

chx ch t− r
shx sh t

≥ −1⇔ chx ch t+ shx sh t ≥ r ⇔ ch(x+ t) ≥ r.

Then in the case for ch(x− t) < r < ch(x+ t), we obtain

A(x, t, r) .

1∫
ch x ch t−r
sh x sh t

(1− y2)λ−1dy .

1∫
ch x ch t−r
sh x sh t

(1− y)λ−1dy

.

(
r − ch(x− t)

shx sh t

)λ
.

(
ch(x+ t)− ch(x− t)

shx sh t

)λ
=

(
2 shx sh t

shx sh t

)λ
= 2λ. (2.18)

On the other hand,

A(x, t, r) .

(
r − ch(x− t)

shx sh t

)λ
.

(
ch 2r − 1

shx sh t

)λ
=

(
2 sh2 r

shx sh t

)λ
.

From this, for t ≥ x, we have

A(x, t, r) .

(
sh r

sh x

)2λ

. (2.19)

We consider the case 0 < t < x:

A(x, t, r) .

1∫
ch x ch t−r
sh x sh t

(1− y2)λ−1dy .

1∫
ch x ch t−ch r

sh x sh t

(1− y)λ−1dy

.

(
1− chx ch t− ch r

shx sh t

)λ
.

(
1−

(
chx ch t− ch r

shx sh t

)2
)λ

. (2.20)
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We find the extremum of the function

f(ch t) = 1−
(

chx ch t− ch r

shx sh t

)2

,

(sh t)f ′(ch t) = −2

(
chx ch t− ch r

shx sh t

)
sh2 t chx shx− shx ch t · (chx ch t− ch r)

(shx sh t)2

= −2

(
chx ch t− ch r

sh t

)(
chx sh2 t− ch2 t chx+ ch t ch r)

sh2 x sh2 t

)
=

2(chx ch t− ch r)(chx− ch t ch r)

sh3 t sh2 x
.

Then it follows that

f ′(ch t) =
2(chx ch t− ch r)(chx− ch t ch r)

sh4 t sh2 x
.

From this, for x > r, we have

fmax

(
chx

ch r

)
= 1−

(
ch2 x− ch2 r√

ch2 x− ch2 r shx

)2

= 1− ch2 x− ch2 r

sh2 x
=

ch2 r − 1

sh2 x
=

(
sh r

shx

)2

.

From this and (2.20), we obtain

A(x, t, r) .

(
sh r

shx

)2λ

, 0 < t < x, x > r. (2.21)

Thus from (2.18)–(2.21), we get

A(x, t, r) . min

{
1,

(
sh r

shx

)2λ
}
.

Consequently, for any t ∈ H(x, r),

Ach tχ(0,r)(chx) . min

{
1,

(
sh r

shx

)2λ
}
, x > r. (2.22)

We now have

Mα
G f(chx) ≤Mα

G.1 f(chx) +Mα
G.2 f(chx)

= sup
0≤x<r<2

∣∣H(0, r)
∣∣ α
2λ+1−1

λ

∫
H(x,r)

∣∣f(ch t)
∣∣Ach tχ(0,r)(ch t)dµλ(t)

+ sup
r≤x<2

∣∣H(0, r)
∣∣ α
2λ+1−1

λ

∫
H(x,r)

∣∣f(ch t)
∣∣Ach tχ(0,r)dµλ(t). (2.23)
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Let 0 ≤ x < r < 2. From (2.22), it follows that Ach tχ(0,r)(chx) ≤ 1. From Lemmas 2.1 and 2.2,
we obtain

Mα
G.1f(chx) ≤ sup

0≤x<r<2
|H(0, r)|

α
2λ+1

λ

∫
H(x,r)

∣∣f(ch t)
∣∣dµλ(t)

≤ sup
0≤x<r<2

|H(0, r)|
α

2λ+1−1

λ |H(x, r)|
α

2λ+1−1

λ

|H(x, r)|
α

2λ+1−1

λ

∫
H(x,r)

|f(ch t)|dµλ(t)

. sup
0≤x<r<2

(
sh r

2

sh r
2

)2λ+1−α

|H(x, r)|
α

2λ+1−1

λ

∫
H(x,r)

∣∣f(ch t)
∣∣dµλ(t)

.Mα
µ f(chx). (2.24)

From Lemmas 2.1 and 2.2, and also (2.21), for r < x < 2. we have

Mα
G.2 f(chx) . sup

r<x<2

(
sh r

2 sh2λ x(
sh r

2

)2λ+1

)1− α
2λ+1 (

sh r

sh x

)2λ

Mα
µ f(chx)

. sup
r<x<2

(
sh x

sh r
2

)2λ− 2λα
2λ+1

(
sh r

sh x

)2λ

Mα
µ f(chx)

. sup
r<x<2

(
sh r

2

sh x

) 2λα
2λ+1 (

2 ch
r

2

)2λ

Mα
µ f(chx)

.

(
sh r

2

sh r

) 2λα
2λ+1 (

2 ch
r

2

)2λ

Mα
µ f(chx) .

(
2 ch

r

2

)2λ(1− α
2λ+1 )

Mα
µ f(chx)

. (2 ch 1)
2λ(1− α

2λ+1 )Mα
µ f(chx) .Mα

µ f(chx). (2.25)

Taking into account (2.24) and (2.25) in (2.23), we obtain

Mα
G f(chx) .Mα

µ f(chx), 0 ≤ x < 2, 0 < r < 2.

Now, let 0 ≤ x < r and 2 ≤ r <∞. Then

Mα
Gf(chx) ≤Mα

G.1f(chx) +Mα
G.2f(chx)

= sup
0≤x<r

|H(0, r)|
α

2λ+1−1

λ

∫
H(x,r)

|f(ch t)|Ach tχ(0,r)(ch t)dµλ(t)

+ sup
x≥r
|H(0, r)|

α
2λ+1−1

λ

∫
H(x,r)

|f(ch t)|Ach tχ(0,r)(ch t)dµλ(t). (2.26)

Using Lemmas 2.1 and 2.2, for 2 ≤ r <∞, we get

Mα
G.1 f(chx) .

(
|H(0, r)|λ
|H(x, r)|λ

) α
2λ+1−1

|H(x, r)|
α

2λ+1−1

λ

∫
H(x,r)

|f(ch t)| dµλ(t)

.

(
ch2λ r

ch4λ r
2

)1− α
2λ+1

Mα
µ f(chx) =

(
4λ ch2λ r

(1 + ch r)
2λ

)1− α
2λ+1

Mα
µ f(chx)

. 4λ(1− α
2λ+1 )Mα

µ f(chx) .Mα
µ f(chx).

Thus for 0 ≤ x < r and 2 ≤ r <∞,

Mα
G.1 f(chx) .Mα

µ f(chx). (2.27)
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We consider the cases r ≤ x <∞ and 2 ≤ r <∞. We investigate the function

f(chx) =
chx ch t− ch r

shx sh t
=

chx ch t− ch r√
ch2 t− 1 shx

.

Putting u = cht, we obtain

f(u) =
u chx− ch r√
u2 − 1 shx

.

We will now find extremum of the function

f ′(u) =

√
u2 − 1 chx shx− u(u2 − 1)−

1
2 shx (u chx− ch r)

(u2 − 1) sh2 x

=
(u2 − 1) chx shx− u2 shx chx+ u ch r shx

(u2 − 1)
3
2 sh2 x

=
u ch r − chx

(u2 − 1)
3
2 shx

= 0 ⇔ u =
chx

ch r
.

By u = ch x
ch r , the function f(u) has minimum

fmin

(
chx

ch r

)
=

ch2 x− ch2 r√
ch2 x− ch2 r shx

√
ch2 x− ch2 r

shx
=

chx

√
1−

(
ch r
ch x

)2
shx

∼ shx

chx
,

as x→∞.
From this, by x > r ≥ 2, we have

A(x, t, r) .

1∫
ch x ch t−ch r

sh x sh t

(1− y2)λ−1dy .

1∫
sh x
ch x

(1− y)λ−1dy

.

(
1− shx

chx

)λ
.

(
1− sh2 x

ch2 x

)λ
= (chx)−2λ.

Then by Lemmas 2.1 and 2.2, we obtain

Mα
G.2f(chx) . sup

r≥2

(
ch2λ x ch2λ r

ch4λ r
2

)1− α
2λ+1

(chx)−2λMµf(chx)

. (ch r)−
2λα
2λ+1Mα

µ f(chx) .Mα
µ f(chx), 2 ≤ r < x <∞. (2.28)

Taking into account (2.27) and (2.28) on (2.26), we have

Mα
G f(chx) .Mα

µ f(chx), 0 ≤ x <∞, 2 ≤ r <∞. (2.29)

Combining (2.27) and (2.29), we obtain

Mα
G f(chx) .Mα

µ f(chx), 0 ≤ x <∞, 0 < r <∞. (2.30)

Now we are going to prove that

Mα
µ f(chx) .Mα

Gf(chx). (2.31)

From (2.17), it follows that ‖H(x, r)|λ ≥ |H(0, r)|λ, then by Lemma 2.4, we have

∣∣H(x, r)
∣∣ α
2λ+1−1

λ

∫
H(x,r)

∣∣f(chu)
∣∣dµλ(u) .

∣∣H(0, r)
∣∣ α
2λ+1−1

λ

r∫
0

Ach tf(chx)dµλ(t),

from which we get (2.31).
The assertion of Theorem 2.1 follows from (2.30) and (2.31). �

Theorem 2.2 (Lebesgue differentiation theorem). Let f be a nonnegative monotone nondecreasing
function and let f ∈ Llocp,λ(R+), 1 ≤ p <∞. Then

lim
r→0

1

|H(x, r)|λ

∫
H(x,r)

f(ch y)p sh2λ y dy = f(chx)p
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for almost every x ∈ R+.

Proof. By the locality of the problem, we may assume that f ∈ L1,λ(R+). In a general case, one
can multiply f by a characteristic function of the interval [0, r) and obtain the required convergence
almost everywhere interior of this interval. Then by tending r to infinity, one can obtain it for the
whole interval [0,∞). Suppose for any r > 0 and for any x ∈ [0,∞),

fr(chx) =
1

|H(x, r)|λ

∫
H(x,r)

f(ch y)p sh2λ y dy

and

Ωf (chx) =
∣∣∣ lim
r→0

fr(chx)− lim
r→0

fr (chx)
∣∣∣.

Then we have

Ωf (chx) ≤ 2 sup
r>0

∣∣fr(chx)
∣∣ = 2MG f(chx).

First we show that for any β > 0,

∣∣x ∈ R+ : Ωf (chx) > β
∣∣
λ

= 0. (2.32)

In fact, as is known, the set of all continuous functions with compact support in R+ is dense in
Lp,λ(R+) (see [21], Theorem 4.2).

Therefore for any number ε > 0, there exists a continuous function h with a compact support in
R+ such that ∥∥f − h∥∥

Lp,λ(R+)
< ε.

Suppose g = f − h, then g ∈ Lp,λ(R+) and

∥∥g∥∥
Lp,λ(R+)

< ε.

Thus, if f ∈ Lp,λ(R+), then for any ε > 0, there exist a continuous function h with a compact
support and a function g ∈ Lp,λ(R)+, with the condition

∥∥g∥∥
Lp,λ(R+)

< ε such that f = h + g. But

Ωf ≤ Ωh + Ωg. If g is a continuous function with a compact support on R+, then gr converges to g
and, consequently, in this case we get Ωg(chx) ≡ 0. Therefore, for any β > 0 (see [15], Theorem 2.2),

∣∣x ∈ R+ : Ωg(chx) > β
∣∣
λ
.

1

β

∥∥g∥∥
L1,λ(R+)

.
ε

β
.

Since ε is arbitrarily small, we get (2.32), from which it follows that lim
r→0

fr(chx) exists for almost

everywhere on R+. Further, we have

lim
r→0

∥∥fr − f∥∥Lp,λ = lim
r→0

( ∫
R+

∣∣∣∣ 1

|H(x, r)|λ

∫
H(x,r)

f(ch y) sh2λ y dy − f(chx)

∣∣∣∣p sh2λ x dx

) 1
p

.



WEIGHTED BOUNDEDNESS OF THE FRACTIONAL MAXIMAL OPERATOR 57

By Lemma 2.3, we have |H(x, r)|λ ≥ |H(0, r)|λ and therefore, we find

lim
r→0

∥∥fr − f∥∥Lp,λ . lim
r→0

{∫
R+

[
1∣∣H(x, r)
∣∣
λ

x+r∫
x−r

∣∣f(ch y)− f(chx)
∣∣ sh2λ y dy

]p
sh2λ x dx

} 1
p

. lim
r→0

{∫
R+

[
1∣∣H(0, r)
∣∣
λ

r∫
−r

∣∣f(ch(x− y))− f(chx)
∣∣ sh2λ(x− y)dy

]p
sh2λ x dx

} 1
p

. lim
r→0

{∫
R+

[
sh2λ r∣∣H(0, r)

∣∣
λ

r∫
−r

∣∣f(ch(x− y))− f(chx)
∣∣dy]p sh2λ x dx

} 1
p

. lim
r→0

sh2λ r

|H(0, r)|λ

r∫
−r

{∫
R+

|f(ch(x− y))− f(chx)|p sh2λ x dx

} 1
p

dy

. lim
r→0

sh2λ r
2 ch2λ r

2

(sh r
2 )2λ+1

r∫
−r

{∫
R+

|f(ch(x− y))− f(chx)|p sh2λ x dx

} 1
p

dy

(since by Lemma 2.1, sh r ≈ r)

. lim
r→0

1

2r

r∫
−r

{∫
R+

∣∣f(ch(x− y))− f(chx)
∣∣p sh2λ x dx

} 1
p

dy = 0. (2.33)

Further, by the monotonicity of the function f, we have

f(ch(x− y)) = f(chx ch y − shx sh y) =
Γ
(
λ+ 1

2

)
Γ(λ)Γ

(
1
2

) π∫
0

f(chx ch y − shx sh y)(sinϕ)2λ−1dϕ

≤
Γ
(
λ+ 1

2

)
Γ(λ)Γ

(
1
2

) π∫
0

f
(

chx ch y − shx sh y cosϕ
)
(sinϕ)2λ−1dϕ = Ach yf(chx).

Then we have

lim
r→0
‖fr − f‖Lp,λ . lim

r→0

1

2r

r∫
−r

{∫
R+

|Ach yf(chx)− f(chx)|p sh2λ x

} 1
p

dy

. lim
r→0

1

2r

r∫
−r

‖Ach yf − f‖Lp,λ dy = 0,

since sup
0<y≤r

∥∥Aλch yf − f∥∥Lp,λ = ωf (r) as r → 0 (see [15], proof of Corollary 2.1).

From (2.33), it follows that there exists a subsequence rk satisfying rk → 0 as k →∞ such that

lim
k→∞

frk(chx) = f(chx)

for a.e. x ∈ R+. Because lim
r→0

fr(chx) exists for a.e. x ∈ R+, thus

lim
r→0

1

|H(x, r)|λ

∫
H(x,r)

f(ch y)p sh2λ y dy = f(chx)p,

which is the desired conclusion. �

Applying the Lebesgue differentiation theorem, we may give a decomposition of R+, called as
Calderon–Zygmund decomposition, which is extremely useful in harmonic analysis.
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Theorem 2.3. Suppose that f is a nonnegative integrable function on R+. Then for any fixed number
β > 0, there exists a sequence {Hj(xj , rj)} = {Hj} of disjoint intervals such that

(1) f(chx) ≤ β, x /∈
⋃
j

Hj ;

(2)
∣∣⋃
j

Hj

∣∣
λ
≤ 1

β

∥∥f∥∥
1,λ

;

(3) β <
1

|Hj |λ

∫
Hj

f(ch y) sh2λ y dy . 2(2λ+1)nβ, n = 1, 2, . . . .

Proof. Since f ∈ L1,λ(R+), we may decompose R+ into a net of equal intervals (by the Lindelof
covering theorem this is possible (see [24])) such that for every H, from the net

1

|H|λ

∫
H

f(ch y) sh2λ y dy ≤ β. (2.34)

In fact, for any β > 0, ∃δ = δ(β) > 0 and for every Hj with measure |Hj |λ = |H|λ < δ, we have∫
Hj

f(ch y) sh2λ y dy < β, j = 1, 2, . . . ,

where Hj = (xj − r, xj + r) and |H|λ = |Hj |λ =
xj+r∫
xj−r

sh2λ y dy, (j = 1, 2, . . . ).

First, we prove (3).
Let H1 = (x1 − r, x1 + r) be a fixed interval in the net. Then by (2.33), we can write

1

|H1|λ

∫
H1

f(ch y) sh2λ y dy ≤ β. (2.35)

We divide the interval H1 into 2n equal intervals and let H ′1 =

(
x1 − r

2n
,
x1 + r

2n

)
be one of those

intervals. By (2.17), we have

|H ′1|λ =

x1+r
2n∫

x1−r
2n

sh2λ y dy ≈
(

sh
x1 + r

2n+1

)2λ+1

, 0 <
x1 + r

2n
< 2.

Since for 0 < t < 1, sh t ≈ t, we obtain

|H ′1|λ ≈
(

sh
x1 + r

2n+1

)2λ+1

≈
(
x1 + r

2n+1

)2λ+1

≈
(

1

2n
sh
x1 + r

2

)2λ+1

= 2−(2λ+1)n
∣∣tH1

∣∣
λ
. (2.36)

There exist possibly two cases concerning H ′1:

(A)
1

|H ′1|λ

∫
H′1

f(ch y) sh2λ y dy > β,

(B)
1

|H ′1|λ

∫
H′1

f(ch y) sh2λ y dy ≤ β.

In case (A), from (2.35) and (2.36), we obtain

β <
1

|H ′1|λ

∫
H′1

f(ch y) sh2λ y dy ≈ 2n

|H1|λ

∫
H′1

f(ch y) sh2λ y dy

.
2n

|H1|λ

∫
H1

f(ch y) sh2λ y dy . 2(2λ+1)nβ.

Now, for H ′1, we choose a sequence {Hj} .
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We consider case (B). Suppose H ′1 = H2(x2− r, x2 + r). Dividing this interval into 2n equal parts,
we obtain

β <
1

|H ′2|λ

∫
H′2

f(ch y) sh2λ y dy .
2n

|H ′1|λ

∫
H′1

f(ch y) sh2λ y dy ≤ 2(2λ+1)nβ,

where for H ′2, we choose a sequence {Hj}. Continuing this process, we obtain a sequence of disjoint
intervals {Hj} such that

β <
1

|Hj |λ

∫
Hj

f(ch y) sh2λ y dy . 2(2λ+1)nβ, (j = 1, 2, . . . ).

Proof of (1). Taking into account (2.34), from Theorem 2.2, we have

f(chx) = lim
r→0

1

|H(x, r)|λ

∫
H(x,r)

f(ch y) sh2λ y dy ≤ β

for a.e. x /∈
⋃
j

Hj .

Proof of (2). Passing to the limit by n→∞ in the inequality∣∣∣ ⋃
j=1,2,...,n

Hj(xj , rj)
∣∣∣
λ
≤

n∑
j=1

∣∣Hj(xj , rj)
∣∣
λ
≤ 1

β

n∑
j=1

∫
Hj(xj ,3rj)

f(ch y) sh2λ y dy,

which is contained in the proof of Theorem 2.2, from [15], we obtain approval (2). �

Remark 2.1. The Caldeon-Zygmund decomposition stay valid if we replace R+ by a fixed interval
H0(x0, r0) for f ∈ Lp,λ(H0).

3. Weighted (Lp,ω,λ, Lq,ω,λ)-Boundedness of the Fractional Maximal Operator
Generated by Gegenbauer Differential Operator

In this section, we prove the weighted (Lp,ω,λ, Lq,ω,λ)-boundedness of the fractional maximal oper-
ator Mα

G (G-fractional maximal operator) generated by the Gegenbauer differential operator.
We need the following theorem.

Theorem (Marcinkiewicz interpolation theorem, [3, n.3.2., p. 43]). Let (R+, ϕ) and (R+, ν) be two
measure spaces and let the sublinear operator T be both of weak type (p0, p0) and of weak type (p1, p1)
for 1 ≤ p0 < p1 ≤ ∞, that is, there exists a constant C0 > 0 such that for any α > 0,

(a) ν
({
x ∈ R+ : |Tf(chx)| > α

})
≤
(C0

α

∥∥f∥∥
p0,ϕ

)p0
,

(b) ν
({
x ∈ R+ : |Tf(chx)| > α

})
≤
(C0

α

∥∥f∥∥
p1,ϕ

)p1
, p1 <∞.

If p1 =∞, then the weak type and strong type coincide by the definition∥∥Tf∥∥∞,ν . ∥∥f∥∥∞,ϕ.
Then T is also of the type (p, p) for all p0 < p < p1, i.e., for any f ∈ Lp(R+, ϕ),∫

R+

∣∣Tf(chx)
∣∣pdν(x) .

∫
R+

|f(chx)|pdϕ(x).

Denote by Lp,ω,λ(R+, G) the set of measurable functions on R+ with a finite norm

∥∥f∥∥
Lp,ω,λ(R+,G)

=

( ∫
R+

|f(chx)|p dωλ(x)

) 1
p

<∞, 1 ≤ p <∞,

where dωλ(x) = ω(chx)dµλ(x).
The following theorem is a version of the Fefferman-Stein inequality.
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Theorem 3.1. Let 1 ≤ p < ∞ and g be a nonnegative function such that g ∈ Lloc1,ω,λ(R+, G). Then

for any function f ∈ Lp,ω,λ(R+, G), the following inequality∫
R+

(Mµf(chx))
p
g(chx)dµλ(x) ≤

∫
R+

|f(chx)|pMµg(chx)dµλ(x)

is valid.

Proof. Without loss of generality, we may assume that Mµg(chx)<∞, a.e. x ∈ R+ and Mµg(chx)>0.
If we denote dνλ(x) = g(chx)dµλ(x) and dϕλ(x) = Mµg(chx)dµλ(x), then by the Marcinkiewicz
interpolation theorem for the validity of our assertion it suffices to prove that Mµ is both of type
(L∞,ϕ, L∞,ν) and of weak type (L1,ϕ,λ, L1,ν,λ).

Let us first show that Mµ is one of the type (L∞,ϕ, L∞,ν). In fact, if
∥∥f∥∥∞,ϕ ≤ a <∞, then∫

{x∈R+:|f(ch x)|>a}

Mµg(chx)dµλ(x) =
∣∣∣{x ∈ R+ :

∣∣f(chx)
∣∣ > a

}∣∣∣
µλ

= 0.

Since Mµg(chx) > 0 for any x ∈ R+, we get
∣∣{x ∈ R+ : |f(chx)| > a

}∣∣
µλ

= 0, equivalently,∣∣f(chx)
∣∣ ≤ a, a.e. x ∈ R+. Thus Mµf(chx) ≤ a, a.e. x ∈ R+, and thus it follows that ‖Mµf‖∞,νλ≤a.

Therefore
∥∥Mµf

∥∥
∞,νλ

≤ ‖f‖∞,ϕλ .

Now we can show that Mµ has weak type (L1,ϕ,λ, L1,ν,λ). For this we need to prove that for any
α > 0 and f ∈ L1,ϕ,λ(R+)∫

{x∈R+:Mµf(ch x)>α}

g(chx) dµλ(x) .
1

α

∫
R+

f(chx)Mµg(chx)dµλ(x).

By Theorem 2.3 (3), we have∫
Hi

f(chx)Mµg(chx)dµλ(x) ≥
∫
Hi

f(chx)

(
1

|Hi|λ

∫
Hi

g(ch t)dµλ(t)

)
dµλ(x)

≈ α
∫
Hi

g(chu)dµλ(u).

Summing over i, we obtain∫
R+

f(chx)Mµg(chx)dµλ(x) ≥ α
∫
R+

g(chu)dµλ(u)

≥ α
∫

{u∈R+:Mµf(chu)>α}

g(chu) dµλ(u).

Thus Mµ has weak type (L1,ϕ,λ, L1,ν,λ) and the Fefferman-Stein inequality follows from the Mar-
cinkiewicz interpolation theorem by p0 = 1 and p1 =∞. �

Theorem 3.2. The Chebychev type inequality∣∣∣{x ∈ R+ : Mµf(chx) > α
}∣∣∣
ω
≤ 1

α

∫
R+

Mµf(chx) dωλ(x)

is valid for all α > 0 and t > 0.

Proof. Since

Mµf(chx) ≥ αχ{Mµf(ch x)>α}(chx),
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we have∫
R+

Mµf(chx) dωλ(x) ≥ α
∫
R+

χ{Mµf(ch x)>α}(chx)dωλ(x) = α
∣∣∣{x ∈ R+ : Mµf(chx) > α

}∣∣∣
ω
.

Thus our assertion is proved. �

Definition 3.1. The weight function ω belongs to the class Aλp(R+) for 1 < p <∞ if

sup
x∈R+,r>0

(
1

|H(x, r)|λ

∫
H(x,r)

ω(chu) sh2λ u du

)

×

(
1

|H(x, r)|λ

∫
H(x,r)

ω(chu)−
1
p−1 sh2λ u du

)p−1

<∞ (3.1)

and ω belongs to Aλ1 (R+) if there exists a positive constant C such that for any x ∈ R+ and r > 0

MG ω(chx) ≤ Cω(chx). (3.2)

Remark 3.1. Inequality (3.2) is equivalent to the inequality

1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy ≤ C ess inf
y∈H(x,r)

ω(ch y). (3.3)

Remark 3.2. In inequalities (3.2) and (3.3), for C ≥ 1, by Hölder’s inequalility, we have

1 =
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)
1
pω(ch y)−

1
p sh2λ y dy

≤

{(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy

)

×

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)−
1
p−1 sh2λ y dy

)p−1} 1
p

≤ C
1
p .

We show that shα u ∈ Aλp (R+), 1 < p < ∞, if and only if − (2λ+ 1) < α < (2λ+ 1) (p − 1) and

shα u ∈ Aλ1 (R+) if and only if −(2λ+ 1) < α ≤ 0.
By using Lemma 2.3, for γ = 2λ− α

p−1 and (2.17) for 0 < x+ r < 2, we obtain(
1

|H(x, r)|λ

∫
H(x,r)

(shu)2λ− α
p−1 du

)p−1

≈

((
sh x+r

2

)2λ+1− α
p−1(

sh x+r
2

)2λ+1

)p−1

=

(
sh
x+ r

2

)−α
, α < (2λ+ 1)(p− 1),

and also for γ = α+ 2λ and (2.18),

1

|H(x, r)|λ

∫
H(x,r)

(shu)α+2λ ≈
(

sh
x+ r

2

)−α
, α > −2λ− 1.

Taking into account the relation in (3.1), we obtain that for

−(2λ+ 1) < α < (2λ+ 1)(p− 1)

shα u ∈ Aλp(R+).
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Now, let 2 ≤ x+ r <∞. Then assuming γ = 2λ− α

p− 1
in Lemma 2.3 and using (2.18), we obtain(

1

|H(x, r)|λ

∫
H(x,r)

(shu)2λ− α
p−1 du

)p−1

≈
(

sh
x+ r

2

)−2α

, α < (2λ+ 1)(p− 1).

and also for γ = α+ 2λ,

1

|H(x, r)|λ

∫
H(x,r)

(shu)α+2λdu ≈
(

sh
x+ r

2

)2α

, −(2λ+ 1) < α ≤ 0.

That is, for 2 ≤ x+ r <∞, −(2λ+ 1) < α < (2λ+ 1)(p− 1) (shu)
α ∈ Aλp (R+) with 1 < p <∞.

Let p = 1, then for 0 < x+ r < 2 and γ = α+ 2λ, we have

1

|H(x, r)|λ

∫
H(x,r)

(shu)α+2λdu ≈
(

sh
x+ r

2

)α
, − (2λ+ 1) < α ≤ 0,

and for 2 ≤ x+ r <∞ and γ = α+ 2λ

1

|H(x, r)|λ

∫
H(x,r)

(shu)α+2λdu ≈
(

sh
x+ r

2

)α
.

(
sh
x+ r

2

)α
, (2λ+ 1) < α ≤ 0.

Thus, for any 0 < x+ r <∞,

(shu)
α ∈ Aλ1 (R+) , −(2λ+ 1) < α ≤ 0.

We are going to prove some properties of Aλ1 (R+), which we will need later. Note that in proving
these properties and Theorem 3.3, we use the outline from [23].

Proposition 3.1. If 1 ≤ p < q < ∞, then Aλp (R+) $ Aλ1 (R+). In fact, by Hölder’s inequality, we
have ∫

H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy ≤

( ∫
H(x,r)

ω−
k
q−1 (ch y) sh2λ y dy

) 1
k
( ∫
H(x,r)

sh2λ y dy

) k−1
k

.

Supposing here k = q−1
p−1 , we obtain

∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy ≤

( ∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

) p−1
q−1
( ∫
H(x,r)

sh2λ y dy

) q−p
q−1

,

whence we have(
1

|H(x, r)|λ

∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

)q−1

≤ 1

|H(x, r)|q−1
λ

( ∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

)p−1( ∫
H(x,r)

sh2λ y dy

)q−p

=
|H(x, r)|q−pλ

|H(x, r)|q−1
λ

( ∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

)p−1

=

(
1

|H(x, r)|λ

∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

)p−1

.
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If p = 1, then by (3.3), we have(
1

|H(x, r)|λ

∫
H(x,r)

ω−
1
q−1 (ch y) sh2λ y dy

)q−1

≤ ess sup
y∈H(x,r)

ω−1(ch y) =

(
ess inf
y∈H(x,r)

ω(ch y)

)−1

≤ C

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy

)−1

.

Thus, if ω ∈ Aλp (R+), then ω ∈ Aλq (R+) for q > p. On the other hand, (shu)α ∈ Aλp (R+) , if and only

if −(2λ+ 1) < α < (2λ+ 1)(p− 1), therefore Aλp (R+) 6= Aλq (R+) .

Proposition 3.2. If ω ∈ Aλp (R+) (1 ≤ p < ∞), then for any α ∈ (0, 1), there exists β ∈ (0, 1)
such that for any measurable set E ⊂ H, |E|λ ≤ α |H|λ and ω(E) ≤ β ω (H), where ω(A) =∫
A
ω(chx) sh2λ x dx.

Proof. In fact, let S = H\E and f(chx) = χs(chx). Then(
|S(x, r)|λ
|H(x, r)|λ

)p
ω(H) ≤ C

∫
S(x,r)

ω(ch y) sh2λ y dy

≤ C

( ∫
H(x,r)

ω(ch y) sh2λ y dy −
∫

E(x,r)

ω(ch y) sh2λ y dy

)
= C (ω(H)− ω(E)) .

Further, ∣∣E(x, r)
∣∣
λ
≤ α

∣∣H(x, r)
∣∣
λ
⇔
|E(x, r)|λ
|H(x, r)|λ

≤ α

⇔ −
|E(x, r)|λ
|H(x, r)|λ

≥ −α⇔ 1− α ≤ 1−
|E(x, r)|λ
|H(x, r)|λ

⇔ (1− α)pω(H) ≤
(

1−
|E(x, r)|λ
|H(x, r)|λ

)p
ω(H) ≤ C

(
ω(H)− ω(E)

)
.

Taking into account that C ≥ 1, we obtain

(1− α)
p
ω(H) ≤ C ω(H)− C ω(E)⇔ C ω(E) ≤

(
1− (1− α)p

)
ω(H)

⇔ ω(E) ≤ C − (1− α)
p

C
ω(H).

Thus, we get our assertion with β = C−(1−α)p

C . �

Further, we need the reverse of Hölder’s inequality.

Theorem 3.3. Let ω ∈ Aλp (R+), 1 ≤ p <∞. Then there exist a constant C > 0 and ε > 0 depending
only on p such that for any interval H(x, r), the inequality(

1

|H(x, r)|λ

∫
H(x,r)

ω1+ε(ch y) sh2λ y dy

) 1
1ε

≤ C

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy

is valid.

Proof. Fix an interval H0 (x0, r0) . By Remark 3.1, we apply inequality (3) from Theorem 2.3 with
respect to H0 for ω, and the increasing sequence {βk}, k = 0, 1, . . . , we can write{

ω(H)

|H|λ
= β0 < β1 < · · · < βk < · · ·

}
.
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For each βk, by property (1), we can get a disjoint sequence {Hk,i} such that ω(chx) ≤ βk for
x /∈ Λk =

⋃
i

Hk,i, and by property (3),

βk <
1

|Hk,i|λ

∫
Hk,i

ω(ch y) sh2λ y dy ≤ 2(2λ+1)nβk.

Since βk+1 > βk, for every interval Hk+1,j , it is either equal to Hk,i or a subinterval of Hk,i for some
i, therefore

|Hk+1,j |λ <
1

βk+1

∫
Hk+1,j

ω(ch y) sh2λ y dy =
|Hk,i|λ
βk+1

· 1

|Hk,i|λ

∫
Hk+1,j

ω(ch y) sh2λ y dy

≤
|Hk,i|λ
βk+1

· 1

|Hk,i|λ

∫
Hk,j

ω(ch y) sh2λ y dy ≤ 2(2λ+1)n · βk
βk+1

|Hk,i|λ .

From this, we get ∣∣Hk,i ∩ Λk+1

∣∣
λ
≤ 2(2λ+1)n βk

βk+1
|Hk,i|λ .

For fixed α < 1 we choose a sequence {βk} such that

2(2λ+1)nβk
βk+1

= α⇔ βk =

(
2(2λ+1)n

α

)k
β0,

where β0 =
(

α
2(2λ+1)n

)k+1
βk+1. Thus,∣∣Hk,i ∩ Λk+1

∣∣
λ
≤ α |Hk,i|λ .

From Property 2 of class Aλp (R+) , there exists γ ∈ (0, 1) such that

ω
(
Hk,i ∩ Λk+1

)
≤ γω (Hk,i) .

From this, we have

∪
i
ω
(
Hk,i ∩ Λk+1

)
≤ γ ∪

i
ω (Hk,i) ,

that equivalently

ω (Λk+1) ≤ γω (Λk) ,

from which it follows that

ω (Λk+1) ≤ γkω (Λ0) .

Analogously, we have |Λk+1|λ ≤ α |Λk|λ and |Λk+1|λ ≤ αk |Λ0|λ . Consequently,∣∣ ∞∩
k=0

Λk
∣∣
λ

= lim
k→∞

|Λk| = 0.

Thus, ∫
H

ω1+ε(ch y) sh2λ y dy =

∫
H\Λ0

ω1+ε(ch y) sh2λ y dy +

∞∑
k=0

∫
Λk\Λk+1

ω1+ε(ch y) sh2λ y dy

≤ βε0ω (H\Λ0) +

∞∑
k=0

βεk+1ω (Λk\Λk+1)

≤ βε0

(
ω (H\Λ0) +

∞∑
k=0

(
2(2λ+1)n

α

)(k+1)ε

γkω (Λ0)

)

≤ βε0

([
ω (H\Λ0) +

(
2(2λ+1)n

α

)ε ∞∑
k=0

(
2(2λ+1)n

α

)ε
γ

]k
ω (Λ0)

)
.
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Let ε > 0 be small enough such that
(

2(2λ+1)n

α

)ε
γ < 1. Then the series converges. Therefore we

have∫
H

ω1+ε(ch y) sh2λ y dy ≤ Cβε0 (ω (H\Λ0) + ω (Λ0)) = Cβε0ω(H)

= C
ωε(H)

|H|ελ
· ω(H) = C

ω1+ε(H)

|H|1+ε
λ

|H|λ = C

(
1

|H|λ

∫
H

ω(ch y) sh2λ y dy

)1+ε

|H|λ,

thus there follows the assertion of theorem. �

Proposition 3.3. Let ω ∈ Aλp (R+), 1 < p <∞. Then there exists an ε > 0 such that p− ε > 1 and

ω ∈ Aλp−ε (R+).

Proof. If ω ∈ Aλp (R+), then by Property 2, ω−
1
p−1 ∈ Aλ

1+ 1
p−1

(R+). Applying Theorem 3.3, we obtain

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)
1+θ
1−p sh2λ y dy

) p−1
1+θ

≤ Cp−1

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)−
1

1−p sh2λ y dy

)p−1

,

where θ > 0. Multiplying both sides of the inequality by

1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy,

we have (
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy

)
×

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)−
1+θ
1−p sh2λ y dy

) p−1
1+θ

≤ Cp−1

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy

)

×

(
1

|H(x, r)|λ

∫
H(x,r)

ω(ch y)−
1

1−p sh2λ y dy

)p−1

≤ C1.

Suppose 1+θ
p−1 = 1

q−1 ⇔ (q − 1)(1 + θ) = p − 1 ⇔ p − q = θ(q − 1) > 0 ⇔ p > q, then p > q > 1 and

ω ∈ Aλq (R+). Thus we get Property 3 with ε = p− q. �

The following theorems are the analogues of the corresponding Theorems 2 and 3 from [29].

Theorem 3.4. Let 0 ≤ α < 2λ + 1, 1 ≤ p < 2λ+1
α , 1

p −
1
q = α

2λ+1 , β > 0,

Eβ = {x ∈ R+ : Mα
Gf(chx) > β} and V (chx) is a nonnegative function on R+ such that for every

interval H ⊂ R+, the inequality(
1

|H|λ

∫
H

V (chx)q sh2λ x, dx

) 1
q
(

1

|H|λ

∫
H

V (chx)−p
′
sh2λ x dx

) 1
p′

≤ K (3.4)

holds with K, independent of H, then there is a C, independent of f such that(∫
Eβ

V (chx)q sh2λ x, dx

) 1
q

≤ C

β

( ∫
R+

|f(chx)V (chx)|p sh2λ x dx

) 1
p

. (3.5)



66 E. J. IBRAHIMOV, V. S. GULIYEV, AND S. A. JAFAROVA

Proof. Fix M > 0 and let Eβ,M , an interval of radius M , be the intersection of the set Eβ . For each
x ∈ Eβ,M , there is an interval H centered at x such that

|H|
α

2λ+1−1

λ

∫
H

|f(chx)| sh2λ x dx > β. (3.6)

By the Lindelof covering theorem (see [24]), there is a sequence {Hk} such that Eβ,M ⊂ ∪ Hk, then
we can write ( ∫

Eβ,M

V (chx)q sh2λ x dx

) p
q

≤

(∑
k

∫
Hk

V (chx)q sh2λ x dx

) p
q

≤
∑
k

( ∫
Hk

V (chx)q sh2λ x dx

) p
q

, (3.7)

so, p
q ≤ 1.

Since interval Hk satisfies (3.6), from (3.7), we have

∑
k

( ∫
Hk

V (chx)q sh2λ x, dx

) p
q

≤
∑
k

( ∫
Hk

V (chx)q sh2λ x, dx

) p
q

×

(
1

β
|Hk|

α
2λ+1−1

∫
Hk

∣∣f(chx)
∣∣ sh2λ x, dx

)p

=
∑
k

( ∫
Hk

V (chx)q sh2λ x, dx

) p
q

1

βp
|Hk|1−p−

p
q

×

( ∫
Hk

|f(chx)|V (chx)V (chx)−1 sh2λ x, dx

)p
.

By Hölder’s inequality,( ∫
Hk

∣∣f(chx)
∣∣V (chx)V (chx)−1 sh2λ x, dx

)p

≤

( ∫
Hk

∣∣f(chx)V (chx)
∣∣p sh2λ x, dx

)( ∫
Hk

V (chx)−p
′
sh2λ x, dx

) p
p′

.

Thus we obtain

∑
k

( ∫
Hk

V (chx)q sh2λ x, dx

) p
q

≤
∑
k

(
1

|Hk|λ

∫
Hk

V (chx)q sh2λ x, dx

) p
q

×

(
1

βp

∫
Hk

∣∣f(chx)V (chx)
∣∣p sh2λ x, dx

)(
1

|Hk|λ

∫
Hk

V (chx)−p
′
sh2λ x, dx

) p
p′

.

Taking into account (3.4), we have

∑
k

( ∫
Hk

V (chx)q sh2λ x, dx

) p
q

≤ Cβ−p
( ∫
Hk

∣∣f(chx)V (chx)
∣∣p sh2λ x, dx

)
.
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From this and (3.7), it follows that( ∫
Eβ,M

V (chx)q sh2λ x, dx

) 1
q

≤ C

β

( ∫
Hk

|f(chx)V (chx)|p sh2λ xdx

) 1
p

≤ C

β

(∫
R+

|f(chx)V (chx)|p sh2λ x, dx

) 1
p

.

So, (3.5) follows from the monotone convergence theorem. �

Theorem 3.5. Let 0 < α < 2λ + 1, 1 < p < 2λ+1
α , 1

p −
1
q = α

2λ+1 and V (chx) be a nonnegative

function on R+ such that for every interval H, (3.4) holds with K, independent of H. Then there is
a constant C, independent of ϕ such that( ∫

R+

[
Mα
Gϕ(chx)V (chx)

]q
sh2λ x, dx

) 1
q

≤ C

( ∫
R+

∣∣ϕ(chx)V (chx)
∣∣p sh2λ x, dx

) 1
p

. (3.8)

Proof. Suppose W (chx) = V (chx)q and note that the condition (3.4) is equivalent to(
1

|H|λ

∫
H

W (chx) sh2λ x, dx

)(
1

|H|λ

∫
H

W (chx)−
1
r−1 sh2λ x, dx

)r−1

≤ C,

where r = 1+ q
p′ . That is, W (chx) belongs to class Aλr (R+). Then by Properties 1 and 3, there exists

an ε > 0 such that r2(ε) < r < r1(ε) and simultaneously, W ∈ Aλr1(ε) (R+) and W ∈ Aλr2(ε) (R+) . Let

0 < ε < min (α, 2λ+ 1− α).
Suppose

1

p1
=

1

p
− ε

2λ+ 1
<

1

p
<

1

p
+

ε

2λ+ 1
=

1

p2
=⇒ p2 < p < p1,

1

q1
=

1

p
− α+ ε

2λ+ 1
=
p
− ε

2λ+ 1
− α

2λ+ 1
=

1

p1
− α

2λ+ 1
,

1

q2
=

1

p
− α− ε

2λ+ 1
=

1

p
+

ε

2λ+ 1
− α

2λ+ 1
=

1

p2
− α

2λ+ 1
.

From this it follows that simultaneously 1
q1

= 1
p1
− α

2λ+1 and 1
q2

= 1
p2
− α

2λ+1 , and then suppose

r1 (ε) = 1 +
p1(2λ+ 1)

p′1 (2λ+ 1− (α+ ε)p1)

= 1 +
p1(2λ+ 1)

p′1(2λ+ 1− αp1)
= r1 = 1 +

q1

p′1
, p1p

′
1 = p1 + p′1,

r2 (ε) = 1 +
p2(2λ+ 1)

p′2 (2λ+ 1− (α+ ε)p2)

= 1 +
p2(2λ+ 1)

p′2(2λ+ 1− αp2)
= r2 = 1 +

q2

p′2
, p2p

′
2 = p2 + p′2.

We obtain for r2 < r < r1, from p2 < p < p1 it follows that p′1 < p′ < p′2, but then simultaneously
W ∈ Aα

1+
q1
p′1

(R+) and W ∈ Aα
1+

q2
p′2

(R+).

By Theorem 3.4, there exists a constant C such that(∫
Eβ

W (chx) sh2λ x, dx

) pi
qi

≤ Cβ−pi
∫
R+

∣∣ϕ(chx)
∣∣piW (chx)

pi
qi sh2λ x, dx, i = 1, 2. (3.9)
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Now define a sublinear operator T by

Tg(chx) = Mα
G

[
g(chx)W (chx)

α
2λ+1

]
.

Then with ϕ(chx) = g(chx)W (chx)
α

2λ+1 , (3.9) can be written in the form∫
{x∈Eβ :Tg(ch x)>β}

W (chx) sh2λ x, dx ≤ Cβ−qi
( ∫

R+

|g(chx)|piW (chx) sh2λ x, dx

) qi
pi

, i = 1, 2.

From this it follows that the operator T has simultaneously weak type (p1, q1) and (p2, q2).( ∫
R+

[Tg(chx)]
q
W (chx) sh2λ x, dx

) 1
q

≤ C

( ∫
R+

[g(chx)]
p
W (chx) sh2λ x, dx

) 1
p

.

Supposing here g(chx) = ϕ(chx)W (chx)−
α

2λ+1 and W (chx) = V (chx)q, we obtain the assertion
of the theorem. �

4. Main Results

4.1. Weighted (Lp,ω,λ, Lq,ω,λ) Boundedness Gegenbauer Fractional Maximal Operator.
Next two theorems are analogues of works [12] and [30].

Theorem 4.1. Let 1 < p < 2λ+1
α , 1

p −
1
q = α

2λ+1 . Then the next two conditions are equivalent:

(i) ∃C > 0 such that ∀f ∈ Lp,ω,λ (R+, G) the following inequality{∫
R+

[
Mα
G

(
fω

α
2λ+1

)
(chx)

]q
ω(chx) sh2λ x, dx

} 1
q

≤ C

( ∫
R+

|f(chx)|p ω(chx) sh2λ x, dx

) 1
p

is valid,

(4.1)

(ii) ω ∈ A1+ q
p′

(R+) , p p′ = p+ p′,

sup
H

(
1

|H|λ

∫
H

ω(ch y) sh2λ y dy

)(
1

|H|λ

∫
H

ω(ch y)−
p′
q sh2λ y dy

) q
p′

<∞. (4.2)

Proof. We show that from (4.1), (4.2) we have the following. For every fixing interval H ⊂ [0,∞), we
can write

Mα
G

(
fω

α
2λ+1

)
(chx) = sup

H

(
|H|

α
2λ+1−1

λ

∫
H

∣∣(fω α
2λ+1

)
(ch y)

∣∣ sh2λ y dy

)

≥

(
|H|

α
2λ+1−1

λ

∫
H

∣∣(fω α
2λ+1

)
(ch y)

∣∣ sh2λ y dy

)
χH(chx).

Taking into account (4.1), we obtain(∫
H

ω(chx) sh2λ x dx

) 1
q
(∣∣H∣∣ α

2λ+1−1

λ

∫
H

∣∣(fω α
2λ+1

)
(ch y)

∣∣ sh2λ y dy

)

≤ C

(∫
H

|f(chx)|p ω(chx) sh2λ x dx

) 1
p

.
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Thus,

|H|
α

2λ+1−1

λ

∫
H

∣∣(fω α
2λ+1

)
(ch y)

∣∣ sh2λ y dy

≤ C

(∫
H

ω(chx) sh2λ x dx

)− 1
q
(∫
H

|f(chx)|p ω(chx) sh2λ x dx

) 1
p

.

Supposing f(chx) = ω(chx)
− 1
p

(
1+ p′

q

)
, we obtain

|H|
α

2λ+1−1

λ

∫
H

ω(chx)−
p′
q sh2λ x dx ≤ C

(∫
H

ω(chx) sh2λ x dx

)− 1
q
(∫
H

ω(chx)−
p′
q sh2λ x dx

) 1
p

.

From this it follows that

|H|(
α

2λ+1−1)q
λ

(∫
H

ω(chx)−
p′
q sh2λ x dx

) q
p′

≤ Cq
(∫
H

ω(chx) sh2λ x dx

)−1

.

So, 1
p −

1
q = α

2λ+1 ⇔
1
q −

1
p + 1 = 1 − α

2λ+1 ⇔
1
q + 1

p′ = 1 − α
2λ+1 ⇔ 1 + q

p′ =
(

1− α
2λ+1

)
q,

then (4.2) is provided. We show that from inequality (4.2) follows inequality (4.1). Suppose in (3.8)

ϕ(chx) = f(chx) ω(chx)
α

2λ+1 and V (chx)q = ω(chx), we obtain( ∫
R+

[
Mα
G

(
fω

α
2λ+1

)
(chx)

]q
ω(chx) sh2λ x dx

) 1
q

≤ C

( ∫
R+

[f(chx)]
p

[ω(chx)]
pα

2λ+1 + p
q sh2λ x dx

) 1
p

= C

( ∫
R+

[f(chx)]
p
ω(chx) sh2λ x dx

) 1
p

,

since p
(

α
2λ+1 + 1

q

)
= 1⇔ 1

p −
1
q = α

2λ+1 . �

Theorem 4.2. Let q = 2λ+1
2λ+1−α . Then the next two conditions are equivalent:

(i)

∫
{
x∈R+:Mα

G

(
fω

α
2λ+1

)
(ch x)>β

} ≤ C
(

1

β

∫
R+

|f(chx)|ω(chx) sh2λ x dx

)q
,

where the constant C does not depend on f and β > 0.

(ii) ω ∈ Aλ1 (R+), i.e., Mω(chx) ≤ Cω(chx).

Proof. Let H1 ⊂ H. Suppose fω
α

2λ+1 = |H|
α

2λ+1

λ χH1 , where χH1 is the characteristic function of H1.
From this we have

Mα
µ

(
fω

α
2λ+1

)
(chx) = |H|

α
2λ+1

λ MµχH1
(chx). (4.3)

But for any x ∈ H,

MGχH1(chx) = sup
r>0

|H1 ∩H|λ
|H|λ

≥
|H1|λ
|H|λ

. (4.4)

From (4.3) and (4.4), for any x ∈ H, we have

M
(
fω

α
2λ+1

)
(chx) ≥ |H|

α
2λ+1

λ

|H1|λ
|H|λ

> β > 0,

from this it follows that
H ⊂

{
x ∈ R : M

(
fω

α
2λ+1

)
(chx) > β

}
for every 0 < β < |H|

α
2λ+1

λ
|H1|λ
|H|λ

.
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By (i) and Hölder’s inequality, we obtain

βq
∫

H(x,r)

ω(ch y) sh2λ y dy ≤ βq
∫

{
y∈R+:Mα

G

(
fω

α
2λ+1

)
(ch y)>β

} ω(ch y) sh2λ y dy

≤

( ∫
H1(x,r1)

ω1− α
2λ+1 (ch y) sh2λ y dy

)q
= C

( ∫
H1(x,r1)

[
ω(ch y) sh2λ y

] 1
q

(sh2λ y)1− 1
q dy

)q

≤ C

( ∫
H1(x,r1)

ω(ch y) sh2λ y dy

)( ∫
H1(x,r1)

sh2λ y dy

)q−1

= C |H1(x, r1)|qλ

(
1

|H1(x, r1)|λ

∫
H1(x,r1)

ω(ch y) sh2λ y dy

)
.

From this it follows that

|H1(x, r1)|qλ
|H(x, r)|qλ

|H(x, r)|q−1
λ

∫
H(x,r)

ω(ch y) sh2λ y dy

≤ C |H1(x, r1)|qλ

(
1

|H1(x, r1)|λ

∫
H1(x,r1)

ω(ch y) sh2λ y dy

)
,

which is equivalent to

1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy ≤ C 1

|H1(x, r1)|λ

∫
H1(x,r1)

ω(ch y) sh2λ y dy.

Applying the Lebesgue differentiation theorem, we obtain

1

|H(x, r)|λ

∫
H(x,r)

ω(ch y) sh2λ y dy ≤ Cω(chx)

for a.e. x ∈ R+.
Thus, ω ∈ Aλ1 (R+).
Now we show that from (ii) (i) we have the following. Applying Hölder’s inequality, we obtain

Mα
G

(
fω

α
2λ+1

)
(chx) = sup

r>0

1

|H(x, r)|1−
α

2λ+1

λ

∫
H(x,r)

|f(ch t)|ω(ch t)
α

2λ+1 sh2λ t dt

= sup
r>0

1

|H(x, r)|1−
α

2λ+1

λ

∫
H(x,r)

[
(fω) (ch t) sh2λ t

] α
2λ+1

[
f(ch t) sh2λ t

]1− α
2λ+1

dt

≤ sup
r>0

1

|H(x, r)|1−
α

2λ+1

λ

( ∫
H(x,r)

f(ch t)ω(ch t) sh2λ t dt

) α
2λ+1

( ∫
H(x,r)

f(ch t) sh2λ t dt

)1− α
2λ+1

≤
(
Mµf(chx)

) 1
q
(
‖f‖Lλ1,ω,λ

)1− 1
q .

From this it follows that

Mµf(chx) ≥Mα
G

(
fω

α
2λ+1

)q ‖f‖1−qL1,ω,λ
.
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Then taking into account Theorem 3.2, we obtain∫
{
y∈H(x,r):Mα

G

(
fω

α
2λ+1

)
(ch y)>β

} ω(ch y) sh2λ y dy ≤
∫

{
y∈R+:Mα

G

(
fω

α
2λ+1

)
(ch y)>β

} ω(ch y) sh2λ y dy

≤
∫

{
y∈R+:Mµf(ch y)>βq‖f‖1−qL1,ω,λ

} ω(ch y) sh2λ y dy ≤ Cβ−q ‖f‖1−qL1,ω,λ

∫
R+

Mµf(ch y)ω(ch y) sh2λ y dy.

Using Theorem 3.1, for p = 1, and also condition (ii), we get

∫
{
y∈R+:Mα

G

(
fω

α
2λ+1

)
(ch y)>β

} ω(ch y) sh2λ y dy ≤ Cβ−q ‖f‖q−1
L1,ω,λ

∫
R+

f(ch y)Mµω(ch y) sh2λ y dy

≤ Cβ−q ‖f‖q−1
L1,ω,λ

∫
R+

f(ch y)ω(ch y) sh2λ y dy = C

(
1

β
‖f‖L1,ω,λ

)q
. �

4.2. Weighted (Lp,ω,λ, Lq,ω,λ) Boundedness of G-Riesz Potential. In this section we obtain
some results for the G-Riesz potential (1.1), which are analogous to the corresponding results obtained
in [12] for the B-Riesz potential.

Lemma 4.1. Let 0 < α < 2λ+ 1, 1 ≤ p < β
α . Then there is a positive constant C such that for any

r > 0 and x ∈ R+, we have

|IαGf(chx)| ≤ C
(

(sh r)αMGf(chx) + (sh r)α−
β
pM

β
p

G f(chx)
)
. (4.5)

Proof. From (1.1), we have

IαGf(chx) =

( r∫
0

+

∞∫
r

)( ∞∫
0

r
α
2−1hr(ch t)dr

)
Aλch tf(chx) sh2λ t dt = A1(x, r) +A2(x, r). (4.6)

We consider A1(x, r). Let 0 < r < 2. Then from Lemma 3.2 and Corollary 3.1 [15], we have

|A1(x, r)| ≤
r∫

0

Aλch t |f(chx)| (sh t)2λ(sh t)α−2λ−1dt ≤
∞∑
k=0

r

2k∫
r

2k+1

Aλch t |f(chx)| sh2λ t dt

(sh t)2λ+1−α

≤
∞∑
k=0

(
sh

r

2k+1

)α (
sh

r

2k+1

)−2λ−1

r

2k∫
0

Ach t |f(chx)| sh2λ t dt

.MGf(chx)

∞∑
k=0

(
1

2k+1
sh r

)α
. (sh r)αMGf(chx)

∞∑
k=0

1

2(k+1)α

. (sh r)αMGf(chx), (4.7)

since sh t
a ≤

1
a sh t for a ≥ 1.
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Now let 2 ≤ r <∞ and 0 < α < 4λ. Then from the proof of Corollary 3.1 in [15], we have

|A1(x, r)| ≤
r∫

0

Aλch t |f(chx)| sh2λ tdt

(ch t)2λ+1−α ≤
r∫

0

Aλch t |f(chx)| sh2λ t dt

(ch t)4λ−α

≤
r∫

0

Aλch t |f(chx)| sh2λ tdt

(sh t)4λ−α ≤
∞∑
k=0

r

2k∫
r

2k+1

Aλch t |f(chx)| sh2λ tdt

(sh t)4λ−α

≤
∞∑
k=0

(
sh

r

2k+1

)α (
sh

r

2k+1

)−4λ

r

2k∫
0

Aλch t |f(chx)| sh2λ tdt

≤MGf(chx)

∞∑
k=0

(
sh

r

2k+1

)α
≤ (sh r)αMGf(chx), 0 < α < 4λ. (4.8)

Now let 4λ ≤ α < 2λ+1. From the proof of Corollary 3.1 in [15], it follows that
∫∞

0
r
α
2−1h2(ch t)dr . 1,

then

|A1(x, r)| ≤
r∫

0

Aλch t |f(chx)| sh2λ t

(ch t)2λ+1−α dt

≤
r∫

0

Aλch t |f(chx)| sh2λ tdt =

(
sh r

2

)4λ(
sh r

2

)4λ
r∫

0

Aλch t |f(chx)| sh2λ t dt

≤
(

sh
r

2

)4λ

MG f(chx) ≤ (sh r)αMGf(chx), 4λ < α < 2λ+ 1. (4.9)

Thus from (4.7)–(4.9), it follows that for every 0 < r <∞ and 0 < α < 2λ+ 1,

|A1(x, r)| . (sh r)αMGf(chx). (4.10)

We estimate A2(x, r). Let 0 < r < 2. Then

|A2(x, r)| ≤
∞∫
r

Aλch t|f(chx)| sh2λ t

(sh t)2λ+1−α dt =

∞∑
k=0

2k+1r∫
2kr

Aλcht |f(chx)| sh2λ t

(sh t)2λ+1−α dt

≤
∞∑
k=0

(
sh 2kr

)α−2λ−1

2k+1r∫
0

Aλch t |f(chx)| sh2λ tdt

=

∞∑
k=0

(
sh 2kr

)α− βp (sh 2kr
) β
p−2λ−1

2k+1r∫
0

Aλch t |f(chx)| sh2λ t dt

≤M
β
p

G f(chx)

∞∑
k=0

(
sh 2kr

)α− βp ≤ (sh r)
α− βp M

β
p

G f(chx)

∞∑
k=0

2k(α−
β
p )

. (sh r)
α− βp M

β
p

G f(chx), (4.11)

by the condition α− β
p < 0.
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Now let 2 ≤ r <∞. Then for 0 < α < 4λ, we have

A2(x, r) ≤
∞∫
r

Aλch t |f(chx)| sh2λ t

(sh t)
4λ−α dt ≤

∞∑
k=0

2k+1r∫
2kr

Aλch t |f(chx)| sh2λ t

(sh t)4λ−α dt

≤
∞∑
k=0

(sh 2kr)α−4λ

2k+1r∫
0

Aλch t |f(chx)| sh2λ tdt

=

∞∑
k=0

(sh 2kr)α−
β
p (sh 2kr)

β
p−4λ

2kr∫
0

Aλch t |f(chx)| sh 2λtdt

≤M
β
p

G f(chx)

∞∑
k=0

(sh 2kr)α−
β
p ≤ (sh r)α−

β
pM

β
p

G f(chx). (4.12)

We consider the case 4λ < α < 2λ+ 1. Then

|A2(x, r)| .
∞∑
k=0

2k+1r∫
2kr

Aλch t |f(chx)| sh2λ t

(sh t)2λ+1−α dt ≤
∞∑
k=0

(sh 2kr)α−2λ−1

2k+1r∫
2kr

Aλch t |f(chx)| sh2λ t dt

=

∞∑
k=0

(sh 2kr)α−
β
p (sh 2kr)

β
p−4λ(sh 2kr)2λ−1

2k+1r∫
2kr

Aλch t |f(chx)| sh2λ tdt

.
∞∑
k=0

(sh 2kr)α−
β
p (sh 2kr)

β
p−4λ

2k+1r∫
2kr

Aλch t |f(chx)| sh2λ tdt

. (sh r)α−
β
pM

β
p

G f(chx). (4.13)

From (4.11)–(4.13) it follows that for any 0 < r <∞ and 0 < α < 2λ+ 1, the inequality

A2(x, r) . (sh r)α−
β
pM

β
p

G f(chx) (4.14)

is valid. Taking into account (4.10) and (4.14) in (4.6), we obtain the statement of Lemma 4.1. �

Theorem 4.3. Let 0 < α < β ≤ 2λ + 1, 1 < p < β
α , 1 ≤ r ≤ ∞, 1

q = 1
p −

α
β + αp

βr . Then for any

function f ∈ Lp,λ (R+) and M
β
p

G f ∈ Lr,λ (R+) the estimate∥∥∥IαGf∥∥∥
Lq,λ(R+)

.
∥∥∥M β

p

G f
∥∥∥αββ
Lr,λ(R+)

·
∥∥∥f∥∥∥1−αββ

Lp,λ(R+)

is valid.

Proof. From (4.5), for

sh r = sh r(chx) =

(
M

β
p

G f(chx)

MGf(chx)

) p
β

,

we obtain ∣∣IαGf(chx)
∣∣ . (M β

p

G f(chx)
)αp
β (
MGf(chx)

)1−αpβ
for each x ∈ R+.
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Considering both sides of inequality (4.1) to the power of q, integrate by x and using Hölder’s
inequality, we have∫

R+

∣∣IαGf(chx)
∣∣q sh2λ x dx .

∫
R+

(
M

β
p

G f(chx)
)αpq

β
(
MGf(chx)

)q−αpqβ sh2λ x dx

.

( ∫
R+

(
M

β
p

G f(chx)
)αpq

β s′

sh2λ x dx

) 1
s′
( ∫

R+

(
MGf(chx)

)(q−αpqβ )s sh2λ x dx

) 1
s

,

where (
q − αpq

β

)
s = p, s′ =

s

s− 1
=

βr

αpq
,

1

q
=

1

p
− α

β
+
αp

βr
.

Therefore,( ∫
R+

|IαGf(chx)|q dµλ(x)

) 1
q

.

( ∫
R+

(
MGf(chx)

)p
dµλ(x)

) 1
sq
( ∫

R+

(
M

β
p

G f(chx)
)r
dµλ(x)

)αp
βr

.

( ∫
R+

|f(chx)|p dµλ(x)

) 1
sq
( ∫

R+

(
M

β
p

G f(chx)

)r
dµλ(x)

)αp
βr

,

which is equivalent to ∥∥IαGf∥∥Lq,λ(R+)
.
∥∥f∥∥1−αpβ

Lp,λ(R+) ·
∥∥M β

p

G f
∥∥αpβ
Lr,λ(R+).

The theorem is proved. �

Lemma 4.2. Let 0 < ε < min (α, 2λ+ 1− α). Then there is the constant Cε > 0 such that for any
nonnegative function ϕ : R+ −→ R and for every point x ∈ R+, the inequality

IαGϕ(chx) ≤ Cε
√
Mα−ε
G ϕ(chx)Mα+ε

G ϕ(chx) (4.15)

is valid.

Proof. Let r be an arbitrary positive number. Using the scheme of the proof of Lemma 4.1, we have

IαGϕ(chx) .

( r∫
0

+

∞∫
r

)
Ach tϕ(chx) (sh t)α−2λ−1 sh2λ t dt = J1 + J2. (4.16)

Let 0 < ε < α, then

J1 =

r∫
0

Ach tϕ(chx) sh2λ t

(sh t)2λ+1−α dt =

∞∑
k=0

2−kr∫
2−k−1r

Ach tϕ(chx) sh2λ t

(sh t)2λ+1−α dt

≤
∞∑
k=0

(
sh

r

2k+1

)α−2λ−1
2−kr∫
0

Ach tϕ(chx) sh2λ t dt

≤
∞∑
k=0

(
sh

r

2k+1

)ε (
sh

r

2k+1

)α−2λ−1−ε
2−kr∫
0

Ach tϕ(chx) sh2λ t dt

≤ (sh r)ε
∞∑
k=0

2−(k+1)ε
(

sh
r

2k+1

)α−2λ−1−ε
2−kr∫
0

Ach tϕ(chx) sh2λ t dt

≤ Cε(sh r)εMα−ε
G ϕ(chx). (4.17)
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Now let 0 < ε < 2λ+ 1− α. Then

J2 =

∞∫
r

Ach tϕ(chx) sh2λ t

(sh t)2λ+1−α dt =

∞∑
k=0

2k+1r∫
2kr

Ach tϕ(chx) sh2λ t

(sh t)2λ+1−α dt

≤
∞∑
k=0

(
sh 2kr

)α−2λ−1

2k+1r∫
0

Ach tϕ(chx) sh2λ t dt

≤
∞∑
k=0

(
sh 2kr

)−ε (
sh 2kr

)α+ε−2λ−1

2k+1r∫
0

Ach tϕ(chx) sh2λ t dt

≤ (sh r)−ε
∞∑
k=0

(
2−kε

) (
sh 2kr

)α+ε−2λ−1

2k+1r∫
0

Ach tϕ(chx) sh2λ t dt

≤ Cε(sh r)−εMα+ε
G ϕ(chx). (4.18)

Taking into account (4.17) and (4.18) in (4.16), we get that for any ε > 0 with 0 < ε < min(α, 2λ+
1 − α), there exists Cε > 0 such that for every nonnegative function ϕ, for any point x ∈ R+ and
r > 0, the following inequality

IαGϕ(chx) ≤ Cε
(
(sh r)

ε
Mα−ε
G ϕ(chx) + (sh r)−εMα+ε

G ϕ(chx)
)

(4.19)

holds.
Assuming in (4.19)

(sh r)
ε

=

(
Mα+ε
G ϕ(chx)

Mα−ε
G ϕ(chx)

) 1
q

,

we obtain inequality (4.15). �

Theorem 4.4. Let 1 < p < 2λ+1
α and 1

q = 1
p −

α
2λ+1 . Then for ensuring the inequality( ∫

R+

|IαG (fωα) (chx)|q ω(chx) sh2λ x dx

) 1
q

.

( ∫
R+

|f(chx)|p ω(chx) sh2λ x dx

) 1
p

the necessary and sufficient condition is

ω ∈ Aλβ(R+), β = 1 +
q

p′
, pp′ = p+ p′

for any f ∈ Lp,ω,λ(R+).

Proof. Sufficiency. Let ω ∈ Aλβ(R+), then ω ∈ Aλβ−µ(R+) for any µ > 0 sufficiently small. Therefore,

for 0 < ε < min (α, 2λ+ 1− α), we have ω ∈ Aλβ1
(R+) with β1 = 1+ p(2λ+1)

p′(2λ+1−(α+ε)p) and ω ∈ Aλβ2
(R+)

with β2 = 1 + p(2λ+1)
p′(2λ+1−(α−ε)p) . Now, if we take

1

qε
=

1

p
− α+ ε

2λ+ 1
,

1

qε
=

1

p
− α− ε

2λ+ 1
,

then we find that ω ∈ Aλ1+ qε
p′

(R+) and ω ∈ Aλ
1+

qε
p′

(R+).

In view of p1 = 2qε
q and p2 = 2qε

q , we will have

1

p1
+

1

p2
=
q

2

(
1

qε
+

1

qε

)
=
q

2

(
1

p
− α+ ε

2λ+ 1
+

1

p
− α− ε

2λ+ 1

)
= q

(
1

p
− α

2λ+ 1

)
= 1⇐⇒ 1

q
=

1

p
− α

2λ+ 1
.
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Suppose

F1(chx) =
(
Mα+ε
G (fωα) (chx)

) q
2 ω(chx)

1
p1

and

F2(chx) =
(
Mα−ε
G (fωα) (chx)

) q
2 ω(chx)

1
p2 .

From (4.12), by Ḧolder’s inequality, we have∫
R+

∣∣IαG (fωα) (chx)
∣∣qω(chx) sh2λ x dx ≤ Cε

∫
R+

F1(chx)F2(chx) sh2λ x dx

≤ Cε

( ∫
R+

(
Mα+ε
G (fωα)(chx)

) qp1
2 ω(chx) sh2λ x dx

) 1
p1

×

( ∫
R+

(
Mα−ε
G (fωα)(chx)

) qp2
2 ω(chx) sh2λ x dx

) 1
p2

= Cε

( ∫
R+

(
Mα+ε
G (fωα)(chx)

)qε
ω(chx) sh2λ x dx

) 1
p1

×

( ∫
R+

(
Mα−ε
G (fωα)(chx)

)qε ω(chx) sh2λ x dx

) 1
p2

.

Finally, using Theorem 4.1, we obtain∥∥IαG (fωα)
∥∥
Lq,ω,λ(R+)

. ‖f‖Lp,ω,λ(R+) .

Necessity. We show that

Mα
G (fωα) (chx) . IαG (|f |ωα) (chx). (4.20)

In fact, ∫
H(0,r)

Ach t (fωα) (chx) sh2λ t dt =

r∫
0

Ach t (fωα) (chx) sh2λ t dt

=

r∫
0

Ach t (fωα) (chx)(sh t)2λ+1−α sh2λ t dt

(sh t)2λ+1−α

=

∞∑
k=0

r

2k∫
r

2k+1

Ach t (fωα) (chx)(sh t)2λ+1−α sh2λ t dt

(sh t)2λ+1−α

≤
∞∑
k=0

(
sh

r

2k

)2λ+1−α

r

2k∫
r

2k+1

Ach t (|f |ωα) (chx) sh2λ t dt

(sh t)2λ+1−α

≤
(

sh
r

2

)2λ+1−α ∞∑
k=0

1

2(k−1)(2λ+1−α)
×
∞∫

0

Ach t (|f |ωα) (chx) sh2λ t dt

(sh t)2λ+1−α

.
(

sh
r

2

)2λ+1−α
IαG (|f |ωα) (chx). (4.21)
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Taking into account Lemma 2.1, by 0 < r < 2 and (4.21), we have

Mα
G (fωα) (chx) = sup

r>0
|H(0, r)|

α
2λ+1−1

∫
H(0,r)

Ach t (fωα) (chx) sh2λ t dt

. sup
r>0

(
sh
r

2

)(2λ+1)( α
2λ+1−1) (

sh
r

2

)2λ+1−α
IαG (|f |ωα) (chx) . IαG (|f |ωα) (chx). (4.22)

On the other hand,

r∫
0

Ach t (fωα)(chx) sh2λ tdt ≤
∞∑
k=0

( r

2k
)

4λ
2λ+1∫

( r

2k+1 )
4λ

2λ+1

Ach t (fωα) (chx)(sh t)2λ+1−α sh2λ t dt

(sh t)2λ+1−α

≤
∞∑
k=0

(
sh

r

2k

) 4λ
2λ+1 (2λ+1−α)

∞∫
0

Ach t (|f |ωα) (chx) sh2λ t dt

(sh t)2λ+1−α

≤
(

sh
r

2

) 4λ
2λ+1 (2λ+1−α)

IαG (|f |ωα) (chx)
∞∑
k=0

2(1−k) 4λ
2λ+1 (2λ+1−α)

.
(

sh
r

2

) 4λ
2λ+1 (2λ+1−α)

IαG (|f |ωα) (chx). (4.23)

Applying Lemma 2.1, for 2 ≤ r <∞ and (4.23), we obtain

Mα
G (fωα) (chx) . sup

r>0

(
sh
r

2

)4λ( α
2λ+1−1) (

sh
r

2

)4λ(1− α
2λ+1 )

IαG (|f |ωα) (chx)

. IαG (|f |ωα) (chx). (4.24)

Inequality (4.20) follows from inequalities (4.22) and (4.24). �

Theorem 4.5. Let q = 2λ+1
2λ+1−α . Then the following two conditions are equivalent:

(i)

∫
{
x∈R: IαG

(
fω

α
2λ+1

)
(ch x)>β

} ω(chx) sh2λ x dx ≤ C

(
1

β

∫
R+

|f(chx)|ω(chx) sh2λ x dx

)q

with a constant C, independent of f and λ > 0,
(ii) ω ∈ Aλ1 (R+) .

The assertion of the Theorem follows from inequality (4.20) and Theorem 4.2.
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24. L. Lindelöf, Le Calcul Des Résidus Et Ses Applications à la Théorie des Fonctions. vol. 8. Gauthier-Villars, 1905.

25. L. N. Lyakhov, Inversion of the B-Riesz potentials. (Russian) Dokl. Akad. Nauk SSSR 321 (1991), no. 3. 466–469.
26. L. N. Lyakhov, Spaces of Riesz B-potentials. (Russian) translated from Dokl. Akad. Nauk 334 (1994), no. 3, 278–280

Russian Acad. Sci. Dokl. Math. 49 (1994), no. 1, 83–87

27. R. A. Macias, C. Segovia, A Well Behaved Quasi-Distance for Spaces of Homogeneous Type. vol. 32 of Trabajos de
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SOLUTIONS OF SOME DIOPHANTINE EQUATIONS IN TERMS OF

HORADAM SEQUENCE

REFİK KESKİN1, ZAFER ŞİAR2, AND MERVE GÜNEY DUMAN3

Abstract. Let a, b, and P be integers such that (a, b) 6= (0, 0). In this study, we give all solutions

of the equations x2 − Pxy − y2 = ±
(
b2 − Pab− a2

)
, x2 − (P 2 + 4)y2 = ±4(b2 − Pab − a2),

x2−(P 2+4)y2 = ±4(b2−Pab−a2)2, x2−Pxy+y2 = b2−Pab+a2, x2−(P 2−4)y2 = 4(b2−Pab+a2),
and x2 − (P 2 − 4)y2 = 4(b2 − Pab + a2)2 in terms of the second order recurrence sequences when

|b2 − Pab± a2| is odd prime.

1. Introduction

The second order recurrence sequence {Wn} = {Wn(a, b;P,Q)} is defined by

W0 = a, W1 = b, and Wn = PWn−1 +QWn−2 for n ≥ 2,

where a, b, P, and Q are integers with PQ 6= 0 and (a, b) 6= (0, 0). Particular cases of {Wn} are the
Lucas sequence of the first kind {Un(P,Q)} = {Wn(0, 1;P,Q)} and the Lucas sequence of the second
kind {Vn(P,Q)} = {Wn(2, P ;P,Q)} . Now we define the sequence {Xn} = {Xn(a, b;P,Q)} by

X0 = 2b− aP, X1 = bP + 2aQ, and Xn = PXn−1 +QXn−2 for n ≥ 2.

It is convenient to consider {Xn} to be the companion sequence of {Wn} , in the same way that {Vn}
is the companion sequence of {Un} . Let α and β be the roots of the equation x2−Px−Q = 0. Then

α = (P +
√
P 2 + 4Q)/2 and β = (P −

√
P 2 + 4Q)/2. Clearly, α + β = P, α − β =

√
P 2 + 4Q, and

αβ = −Q. Assume that P 2 + 4Q 6= 0. Then Binet formulas of {Wn} and {Xn} are given by

Wn =
Aαn −Bβn

α− β
and Xn = Aαn +Bβn, (1.1)

where A = b − aβ and B = b − aα. It can be seen that AB = b2 − abP − a2Q. Moreover, it can be
easily shown that there are the following relations between the terms of the sequences {Wn} , {Xn} ,
{Un} , and {Vn} given by

Xn = Wn+1 +QWn−1 = PWn + 2QWn−1, (1.2)

(P 2 + 4Q)Wn = Xn+1 +QXn−1, (1.3)

Wn = bUn + aQUn−1 and Xn = bVn + aQVn−1 (1.4)

for n ≥ 1. It is well known that the numbers Un and Vn for negative subscripts are defined as

U−n =
−Un

(−Q)
n and V−n =

Vn
(−Q)

n

for n ≥ 1. By using (1.1) together with (1.4), it is convenient to define the numbers Wn and Xn for
negative subscripts by

W−n =
Aα−n −Bβ−n

α− β
and X−n = Aα−n +Bβ−n.

Then it follows that

W−n =
−bUn + aUn+1

(−Q)
n and X−n =

bVn − aVn+1

(−Q)
n (1.5)

2010 Mathematics Subject Classification. 11B37, 11D09.
Key words and phrases. Second order recurrence sequence; Diophantine equation.



80 R. KESKİN, Z. ŞİAR, AND M. G. DUMAN

and therefore

W−n = bU−n + aQU−n−1 and X−n = bV−n + aQV−n−1.

Thus it is seen that identities (1.2), (1.3), and (1.4) hold for all integers n. For more information about
the sequence one can consult [2, 10,11,13,15].

In the literature, integer solutions of the equations x2 − Pxy − y2 = 1, x2 − Pxy − y2 = −1,
x2 − (P 2 + 4)y2 = 4, x2 − (P 2 + 4)y2 = −4, x2 − Pxy + y2 = 1, and x2 − (P 2 − 4)y2 = 4 are given
in terms of the sequences {Un(P,±1)} and {Vn(P,±1)}(see [4–9, 12, 16]). More clearly, we can state
them by

Equations Solutions

x2 − Pxy − y2 = 1 (x, y) = ±(Un(P, 1), Un−1(P, 1)) with n odd,

x2 − Pxy − y2 = −1 (x, y) = ±(Un(P, 1), Un−1(P, 1)) with n even,

x2 − (P 2 + 4)y2 = 4 (x, y) = ±(Vn(P, 1), Un(P, 1)) with n even,

x2 − (P 2 + 4)y2 = −4 (x, y) = ±(Vn(P, 1), Un(P, 1)) with n odd,

x2 − Pxy + y2 = 1 (x, y) = ±(Un(P,−1), Un−1(P,−1)),

x2 − (P 2 − 4)y2 = 4 (x, y) = ±(Vn(P,−1), Un(P,−1)).

Moreover, if P 2 ± 4 is square free, then all integer solutions of the equations x2 − Pxy − y2 =
P 2 + 4, x2−Pxy−y2 = −(P 2 + 4), and x2−Pxy+y2 = −(P 2−4) are given in terms of the sequence
{Vn(P,±1)}(see [7]). When P 2 ± 4 is square free, we get

Equations Solutions

x2 − Pxy − y2 = P 2 + 4 (x, y) = ±(Vn(P, 1), Vn−1(P, 1)) with n even,

x2 − Pxy − y2 = −(P 2 + 4) (x, y) = ±(Vn, (P, 1), Vn−1(P, 1)) with n odd,

x2 − Pxy + y2 = −(P 2 − 4) (x, y) = ±(Vn(P,−1), Vn−1(P,−1)).

In this paper, we give all integer solutions of the equations

x2 − Pxy − y2 =b2 − Pab− a2, x2 − Pxy − y2 = −(b2 − Pab− a2)

x2 − (P 2 + 4)y2 =4(b2 − Pab− a2), x2 − (P 2 + 4)y2 = −4(b2 − Pab− a2),

x2 − (P 2 + 4)y2 =4(b2 − Pab− a2)2, x2 − (P 2 + 4)y2 = −4(b2 − Pab− a2)2,

x2 − Pxy + y2 =b2 − Pab+ a2, x2 − (P 2 − 4)y2 = 4(b2 − Pab+ a2),

and

x2 − (P 2 − 4)y2 = 4(b2 − Pab+ a2)2

in terms of second order recurrence sequences when |b2−Pab±a2| is odd prime. In the second section,
we give some identities between the sequence {Wn} and its companion sequence {Xn}. After that,
we give our main theorem in the third section.

2. Preliminaries

In this section, we give some identities, theorems, and lemmas, which will be used later. The
following identities concerning the sequence {Wn} and its companion sequence {Xn} hold.

X2
n − (P 2 + 4Q)W 2

n = 4(−Q)n(b2 − Pab−Qa2), (2.1)

W 2
n+1 − PWn+1Wn −QW 2

n = (−Q)n(b2 − Pab−Qa2), (2.2)

W 2
n − PWn+1Wn−1 = (−Q)n−1(b2 − Pab−Qa2), (2.3)

X2
n+1 − PXn+1Xn −QX2

n = −(−Q)n(P 2 + 4Q)(b2 − Pab−Qa2), (2.4)

and

Xn+1Xn−1 −X2
n = (−Q)n−1(P 2 + 4Q)(b2 − Pab−Qa2). (2.5)



SOLUTIONS OF SOME DIOPHANTINE EQUATIONS 81

One can find the above identities in [2] and [15]. Let

W ∗
n = bWn + aQWn−1 and X∗

n = bXn + aQXn−1. (2.6)

Then it can be shown that

bWn − aWn+1 = (b2 − Pab− a2Q)Un and bXn − aXn+1 = (b2 − Pab− a2Q)Vn (2.7)

(X∗
n)

2 − (P 2 + 4Q) (W ∗
n)

2
= 4(−Q)n(b2 − Pab−Qa2)2, (2.8)(

W ∗
n+1

)2 − PW ∗
n+1W

∗
n −Q (W ∗

n)
2

= (−Q)n(b2 − Pab−Qa2)2, (2.9)

and (
X∗

n+1

)2 − PX∗
n+1X

∗
n −Q (X∗

n)
2

= −(−Q)n(P 2 + 4Q)(b2 − Pab−Qa2)2 (2.10)

by (2.1), (2.2), (2.3), (2.4), and (2.5).
From now on, we write Wn, Xn, Un, and Vn instead of Wn(a, b;P, 1), Xn(a, b;P, 1), Un(P, 1), and

Vn(P, 1), respectively. We represent Wn(a, b;P,−1), Xn(a, b;P,−1), Un(P,−1), and Vn(P,−1) by
wn, xn, un, and vn, respectively. We write x∗n and w∗

n instead of X∗
n (a, b;P,−1) and W ∗

n(a, b;P,−1),
respectively. The following three theorems are given in [7].

Theorem 2.1. Let u and v be integers. Then u2− (P 2 + 4)v2 = ±4 if and only if (u, v) = ∓(Vn, Un)
for some n ∈ Z.

Theorem 2.2. Let P > 3. Then all integer solutions of the equation u2 − (P 2 − 4)v2 = 4 are given
by (u, v) = ∓(vn, un) with n ∈ Z.

Theorem 2.3. Let P > 3. Then the equation u2 − (P 2 − 4)v2 = −4 has no integer solutions.

3. Main Theorems

3.1. Solutions of some Diophantine equations for Q = 1. In this subsection, we will assume
that Q = 1, P ≥ 1, and ∆ = b2 − Pab− a2 such that |∆| > 2 and |∆| is prime.

Theorem 3.1. Let x and y be integers. Then x2−(P 2+4)y2 = ±4∆ if and only if (x, y) = ±(Xn,Wn)
or ±((−1)n−1Xn, (−1)nWn) for some n ∈ Z.

Proof. If (x, y) = ±(Xn,Wn) or ±((−1)n−1Xn, (−1)nWn), then it follows that x2 − (P 2 + 4)y2 =
±4∆ by (2.1). Now let x2 − (P 2 + 4)y2 = ±4∆. Assume that ∆|y. Then ∆|x and this shows that
∆2|x2 − (P 2 + 4)y2. Then we get ∆2|4∆, but this is impossible, since |∆| > 2 and |∆| is prime.
Therefore ∆ - y.

It is obvious that 4∆ = (2b− Pa)2 − (P 2 + 4)a2. Thus

∆|[(2b− Pa)2 − (P 2 + 4)a2] (3.1)

and
∆|[x2 − (P 2 + 4)y2]. (3.2)

From (3.1) and (3.2), we get

∆|[a2
(
x2 − (P 2 + 4)y2

)
− y2

(
(2b− Pa)2 − (P 2 + 4)a2

)
],

i.e.,
∆|[ax+ y(2b− Pa)][ax− y(2b− Pa)].

Since |∆| is prime, it follows that
∆|[ax+ y(2b− Pa)]

or
∆|[ax− y(2b− Pa)].

Also, from (3.1) and (3.2), we get

∆|[a2(P 2 + 4)
(
x2 − (P 2 + 4)y2

)
+ x2

(
(2b− Pa)2 − (P 2 + 4)a2

)
],

i.e.,
∆|[(2b− Pa)x− ay(P 2 + 4)][(2b− Pa)x+ ay(P 2 + 4)].
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This implies that

∆|[(2b− Pa)x− ay(P 2 + 4)]

or

∆|[(2b− Pa)x+ ay(P 2 + 4)].

Hence, we have

∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 + 4)] (3.3)

or

∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 + 4)], (3.4)

and

∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 + 4)] (3.5)

or

∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 + 4)]. (3.6)

Now assume that (3.3) is satisfied. Then we get

∆|[x (ax+ y(2b− Pa))− y
(
(2b− Pa)x− ay(P 2 + 4)

)
],

i.e.,

∆ | a[x2 + (P 2 + 4)y2].

This implies that ∆|a or ∆|
(
x2 + (P 2 + 4)y2

)
. Assume that ∆|a. Then ∆|b since ∆ = b2 −Pab− a2.

Thus ∆2|∆ and this shows that ∆|1, but this is impossible. Therefore ∆|
(
x2 + (P 2 + 4)y2

)
. Then we

see that ∆|2(P 2 + 4)y2, since ∆|
(
x2 − (P 2 + 4)y2

)
. Hence, ∆|2(P 2 + 4), since ∆ - y. Then it follows

that

∆|
[
(P 2 + 4)2ay + (2b− Pa)x− ay(P 2 + 4)

]
,

i.e.,

∆|[(2b− Pa)x+ ay(P 2 + 4)].

In this case, (3.3) coincides with (3.6). Similarly, it is seen that (3.4) coincides with (3.5).
Now, let us show that 2|[(2b−Pa)x±ay(P 2 +4)] and 2|[ax±y(2b−Pa)]. It is seen that x2 ≡ (Py)2

(mod4) from the equation x2 − (P 2 + 4)y2 = ±4∆. This implies that x and Py have the same parity.
Therefore, we see that 2|[(2b− Pa)x± ay(P 2 + 4)] and 2|[ax± y(2b− Pa)].

Consequently, we should examine two cases

2∆|[(2b− Pa)x− ay(P 2 + 4)] and 2∆|[ax− y(2b− Pa)] (3.7)

and

2∆|[(2b− Pa)x+ ay(P 2 + 4)] and 2∆|[ax+ y(2b− Pa)]. (3.8)

Assume that (3.7) is satisfied. Let

u =
(2b− Pa)x− ay(P 2 + 4)

2∆
and v =

[(2b− Pa)y − ax]

2∆
.

Then it follows that [
u
v

]
=

1

2∆

[
2b− Pa −a(P 2 + 4)
−a 2b− Pa

] [
x
y

]
and so a simple computation shows that[

2b− Pa a(P 2 + 4)
a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
. (3.9)

By using the identities

x2 − (P 2 + 4)y2 = ±4∆ and 4∆ = (2b− Pa)2 − (P 2 + 4)a2,

it is seen that

u2 − (P 2 + 4)v2 = ±4.
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Thus we have (u, v) = ∓(Vn, Un) for some n ∈ Z by Theorem 2.1. Then 2x = ±((2b− Pa)Vn +
a(P 2 + 4)Un) and 2y = ±(aVn + (2b− Pa)Un) by (3.9). By using (1.2), (1.3), and (1.4), we get

x =±
(
(2b− Pa)Vn + a(P 2 + 4)Un

)
/2 = ± (2bVn − PaVn + aVn+1 + aVn−1) /2

=± (bVn + aVn−1) = ±Xn

and

y =± (aVn + (2b− Pa)Un) /2 = ± (aUn+1 + aUn−1 + 2bUn − PaUn) /2

=± (bUn + aUn−1) = ±Wn.

Now assume that (3.8) is satisfied. Let

u =
(2b− Pa)x+ ay(P 2 + 4)

2∆
and v =

[(2b− Pa)y + ax]

2∆
.

Then we can see by a simple computation that[
2b− Pa −a(P 2 + 4)
−a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
and

u2 − (P 2 + 4)v2 = ±4.

Thus we have (u, v) = ∓(Vm, Um) for some m ∈ Z by Theorem 2.1. Similarly, it can be shown that
(x, y) = ±((−1)mX−m, (−1)m+1W−m). Taking n = −m, it is seen that

(x, y) =± ((−1)−nXn, (−1)−n+1Wn) = ±((−1)−n−1Xn, (−1)−nWn)

=± ((−1)n−1Xn, (−1)nWn). �

From the above theorem and (2.1), the following corollaries can be given.

Corollary 1. All integer solutions of the equation x2 − (P 2 + 4)y2 = 4∆ are given by (x, y) =
±(X2n,W2n) or ±(−X2n,W2n) with n ∈ Z.

Corollary 2. All integer solutions of the equation x2 − (P 2 + 4)y2 = −4∆ are given by (x, y) =
±(X2n−1,W2n−1) or ±(X2n−1,−W2n−1) with n ∈ Z.

Theorem 3.2. Let x and y be integers. Then x2−Pxy−y2 = ±∆ if and only if (x, y) = ±(Wn+1,Wn)
or ±

(
(−1)nWn, (−1)n+1Wn+1

)
for some n ∈ Z.

Proof. If (x, y) = ±(Wn+1,Wn) or ±
(
(−1)nWn, (−1)n+1Wn+1

)
, then it follows that x2−Pxy−y2 =

±∆ by (2.2). Assume that x2−Pxy−y2 = ±∆. Completing the square gives (2x−Py)2−(P 2+4)y2 =
±4∆.This implies that (2x − Py, y) = ±(Xn,Wn) or ±((−1)n−1Xn, (−1)nWn) for some n ∈ Z by
Theorem 3.1. If (2x − Py, y) = ±(Xn,Wn), then we get (x, y) = ±(Wn+1,Wn). If (2x − Py, y) =
±((−1)n−1Xn, (−1)nWn), then (x, y) = ±

(
(−1)n−1Wn−1, (−1)nWn

)
. �

From the above theorem and (2.2), the following corollaries can be given.

Corollary 3. All integer solutions of the equation x2 − Pxy − y2 = ∆ are given by (x, y) =
±(W2n+1,W2n) or ± (−W2n+1,W2n+2) with n ∈ Z.

Corollary 4. All integer solutions of the equation x2 − Pxy − y2 = −∆ are given by (x, y) =
±(W2n,W2n−1) or ± (W2n,−W2n+1) with n ∈ Z.

Since b2 − 3ab+ a2 = (b− a)2 − (b− a)a− a2, we can give the following corollaries.

Corollary 5. Let |b2 − 3ab + a2| be a prime number. Then all integer solutions of the equation
x2−xy− y2 = b2− 3ab+ a2 are given by (x, y) = ±(W2n+1,W2n) or ± (−W2n+1,W2n+2) with n ∈ Z,
where Wn = Wn(a, b− a, 1, 1).

Corollary 6. Let |b2 − 3ab + a2| be a prime number. Then all integer solutions of the equation
x2−xy−y2 = −(b2−3ab+a2) are given by (x, y) = ±(W2n,W2n−1) or ± (W2n,−W2n+1) with n ∈ Z,
where Wn = Wn(a, b− a, 1, 1).
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Theorem 3.3. Let P 2 + 4 be square free. Then x2 − Pxy − y2 = ±(P 2 + 4)∆ for some integers x
and y if and only if (x, y) = ±(Xn+1, Xn) or ±((−1)nXn−1, (−1)n−1Xn) for some n ∈ Z.

Proof. If (x, y) = ±(Xn+1, Xn) or ±((−1)nXn−1, (−1)n−1Xn), then it follows that x2 − Pxy − y2 =
±(P 2 + 4)∆ by (2.4). Now assume that P 2 + 4 is square free and x2 − Pxy − y2 = ±(P 2 + 4)∆ for
some integers x and y. Then (2x− Py)2 − (P 2 + 4)y2 = ±4(P 2 + 4)∆. Since P 2 + 4 is square free, it
is seen that (P 2 + 4)|(2x− Py). Therefore, if we take

u =
2x− Py
P 2 + 4

and v = y,

then we get v2−
(
P 2 + 4

)
u2 =±4∆. This implies that (v, u)=∓ (Xn,Wn) or±((−1)n−1Xn, (−1)nWn)

for some n ∈ Z by Theorem 3.1. If (v, u) = ∓ (Xn,Wn) , then it follows that y = v = ±Xn and

x =
((
P 2 + 4

)
u+ Pv

)
/2 = ±

((
P 2 + 4

)
Wn + PXn

)
/2

=± (Xn+1 +Xn−1 + PXn) /2

=±Xn+1

by (1.3). Similarly, it can be seen that (x, y) = ±((−1)nXn−1, (−1)n−1Xn) if (v, u) = ±((−1)n−1Xn,
(−1)nWn). �

We can give the following corollaries from the above theorem and (2.4).

Corollary 7. Let P 2 + 4 be square free. Then all integer solutions of the equation x2 − Pxy − y2 =
(P 2 + 4)∆ are given by (x, y) = ±(X2n+2, X2n+1) or ±(−X2n, X2n+1) with n ∈ Z.

Corollary 8. Let P 2 + 4 be square free. Then all integer solutions of the equation x2 − Pxy − y2 =
−(P 2 + 4)∆ are given by (x, y) = ±(X2n+1, X2n) or ±(X2n−1,−X2n) with n ∈ Z.

Theorem 3.4. Let x and y be integers. Then x2 − (P 2 + 4)y2 = ±4∆2 if and only if (x, y) = ±
(X∗

n,W
∗
n), ±((−1)n−1X∗

n, (−1)nW ∗
n), or ±(∆Vn,∆Un) for some n ∈ Z.

Proof. If (x, y) = ±(X∗
n,W

∗
n),±((−1)n−1X∗

n, (−1)nW ∗
n), or ±(∆Vn,∆Un), then it follows that x2 −

(P 2 + 4)y2 = ±4∆2 by (2.1) and (2.8). Let x2 − (P 2 + 4)y2 = ±4∆2. Now we divide the proof into
two cases:

Case I: Assume that ∆ - y.
It is obvious that 4∆ = (2b− Pa)2 − (P 2 + 4)a2. Thus

∆|[(2b− Pa)2 − (P 2 + 4)a2] (3.10)

and
∆|[x2 − (P 2 + 4)y2]. (3.11)

From (3.10) and (3.11), we get

∆|[a2
(
x2 − (P 2 + 4)y2

)
− y2

(
(2b− Pa)2 − (P 2 + 4)a2

)
],

i.e.,
∆|[ax+ y(2b− Pa)][ax− y(2b− Pa)].

Since |∆| is a prime number, it follows that

∆|[ax+ y(2b− Pa)]

or
∆|[ax− y(2b− Pa)].

Also, from (3.10) and (3.11), we get

∆|[a2(P 2 + 4)
(
x2 − (P 2 + 4)y2

)
+ x2

(
(2b− Pa)2 − (P 2 + 4)a2

)
],

i.e.,
∆|[(2b− Pa)x− ay(P 2 + 4)][(2b− Pa)x+ ay(P 2 + 4)].

This implies that
∆|[(2b− Pa)x− ay(P 2 + 4)]
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or

∆|[(2b− Pa)x+ ay(P 2 + 4)].

Hence, we have

∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 + 4)] (3.12)

or

∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 + 4)] (3.13)

and

∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 + 4)] (3.14)

or

∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 + 4)]. (3.15)

Now assume that (3.12) is satisfied. Then we get

∆|[x (ax+ y(2b− Pa))− y
(
(2b− Pa)x− ay(P 2 + 4)

)
],

i.e.,

∆ | a[x2 + (P 2 + 4)y2].

This implies that ∆|a or ∆|
(
x2 + (P 2 + 4)y2

)
. Assume that ∆|a. Then ∆|b, since ∆ = b2−Pab−a2.

Thus ∆2|∆ and this shows that ∆|1, which is impossible. Therefore ∆|
(
x2 + (P 2 + 4)y2

)
. Then we

see that ∆|2(P 2 + 4)y2 since ∆|
(
x2 − (P 2 + 4)y2

)
. Hence ∆|2(P 2 + 4) since ∆ - y. Then it follows

that

∆|
[
(P 2 + 4)2ay + (2b− Pa)x− ay(P 2 + 4)

]
,

i.e.,

∆|[(2b− Pa)x+ ay(P 2 + 4)].

In this case, (3.12) coincides with (3.15). Similarly, it is seen that (3.13) coincides with (3.14).
It can be seen that 2|[(2b− Pa)x± ay(P 2 + 4)] and 2|[ax± y(2b− Pa)].
Consequently, we should examine two cases

2∆|[(2b− Pa)x− ay(P 2 + 4)] and 2∆|[ax− y(2b− Pa)] (3.16)

and

2∆|[(2b− Pa)x+ ay(P 2 + 4)] and 2∆|[ax+ y(2b− Pa)]. (3.17)

Assume that (3.16) is satisfied. Let

u =
(2b− Pa)x− ay(P 2 + 4)

2∆
and v =

[(2b− Pa)y − ax]

2∆
.

Then it follows that [
u
v

]
=

1

2∆

[
2b− Pa −a(P 2 + 4)
−a 2b− Pa

] [
x
y

]
and so a simple computation shows that[

2b− Pa a(P 2 + 4)
a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
. (3.18)

By using the equalties

x2 − (P 2 + 4)y2 = ±4∆2 and 4∆ = (2b− Pa)2 − (P 2 + 4)a2,

it is seen that

u2 − (P 2 + 4)v2 = ±4∆.

Thus we have (u, v) = ±(Xn,Wn) or ±((−1)n−1Xn, (−1)nWn) for some n ∈ Z by Theorem 3.1. If
(u, v) = ±(Xn,Wn), then 2x = ±((2b− Pa)Xn + a(P 2 + 4)Wn) and 2y = ±(aXn + (2b− Pa)Wn)
by (3.18). By using (1.2), (1.3), and (2.6), we get

x =±
(
(2b− Pa)Xn + a(P 2 + 4)Wn

)
/2 = ± (2bXn − PaXn + aXn+1 + aXn−1) /2

=± (bXn + aXn−1) = ±X∗
n



86 R. KESKİN, Z. ŞİAR, AND M. G. DUMAN

and

y =± (aXn + (2b− Pa)Wn) /2 = ± (aWn+1 + aWn−1 + 2bWn − PaWn) /2

=± (bWn + aWn−1) = ±W ∗
n .

Assume that (u, v) = ± ((−1)n−1Xn, (−1)nWn). Then from (3.18) and (2.7), we get

y =±
(
a(−1)n−1Xn + (2b− Pa) (−1)nWn

)
/2

=± (−1)n (−aWn+1 − aWn−1 + 2bWn − PaWn) /2

=± (−1)n (bWn − aWn+1) = ±(−1)n∆Un.

However, this is impossible since ∆ - y.
Now assume that (3.17) is satisfied. Let

u =
(2b− Pa)x+ ay(P 2 + 4)

2∆
and v =

[(2b− Pa)y + ax]

2∆
.

Then we can see by a simple computation that[
2b− Pa −a(P 2 + 4)
−a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
and

u2 − (P 2 + 4)v2 = ±4∆.

Thus we have (u, v) = ±(Xn,Wn) or ±((−1)n−1Xn, (−1)nWn) for some n ∈ Z by Theorem 3.1.
Similarly, it can be shown that (x, y) = ±((−1)n−1X∗

n, (−1)nW ∗
n).

Case II. Assume that ∆|y. Then ∆|x and therefore

(x/∆)2 − (P 2 + 4)(y/∆)2 = ±4.

Thus we get (x, y) = ±(∆Vn,∆Un) for some integer n by Theorem 2.1. �

Now, we can give the following results by using (2.8) and Theorem 3.4.

Corollary 9. All integer solutions of the equation x2 − (P 2 + 4)y2 = 4∆2 are given by (x, y) = ±
(X∗

2n,W
∗
2n), ±(−X∗

2n,W
∗
2n), or ±(∆V2n,∆U2n) with n ∈ Z.

Corollary 10. All integer solutions of the equation x2 − (P 2 + 4)y2 = −4∆2 are given by (x, y) = ±
(X∗

2n+1,W
∗
2n+1), ±(X∗

2n+1,−W ∗
2n+1), or ±(∆V2n+1,∆U2n+1) with n ∈ Z.

Theorem 3.5. Let x and y be integers. Then x2 − Pxy − y2 = ±∆2 if and only if (x, y) =
±(W ∗

n+1,W
∗
n),±((−1)n−1W ∗

n−1, (−1)nW ∗
n), or ±(∆Un+1,∆Un) for some n ∈ Z.

Proof. If (x, y) = ±(W ∗
n+1,W

∗
n),±((−1)n−1W ∗

n−1, (−1)nW ∗
n), or ±(∆Un+1,∆Un), then it follows that

x2−Pxy− y2 = ±∆2 by (2.2) and (2.9). Assume that x2−Pxy− y2 = ±∆2 for some integers x and
y. Then

(2x− Py)2 − (P 2 + 4)y2 = ±4∆2.

Taking

u = 2x− Py and v = y, (3.19)

we get

u2 − (P 2 + 4)v2 = ±4∆2.

Hence, (u, v) = ± (X∗
n,W

∗
n), ±((−1)n−1X∗

n, (−1)nW ∗
n), or ±(∆Vn,∆Un) for some n ∈ Z by The-

orem 3.4. If (u, v) = ± (X∗
n,W

∗
n), then we get (x, y) = ±(W ∗

n+1,W
∗
n) by (3.19) and (1.2). If

(u, v) = ±((−1)n−1X∗
n, (−1)nW ∗

n), then it is seen that (x, y) = ±((−1)n−1W ∗
n−1, (−1)nW ∗

n). If (u, v) =
±(∆Vn,∆Un), it can be shown that (x, y) = ±(∆Un+1,∆Un). �

From (2.9) and Theorem 3.5, we have the following immediate corollaries.

Corollary 11. All integer solutions of the equation x2 − Pxy − y2 = ∆2 are given by (x, y) =
±(W ∗

2n+1,W
∗
2n),±(−W ∗

2n−1,W
∗
2n), or ±(∆U2n+1,∆U2n) with n ∈ Z.
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Corollary 12. All integer solutions of the equation x2 − Pxy − y2 = −∆2 are given by (x, y) =
±(W ∗

2n+2,W
∗
2n+1),±(W ∗

2n,−W ∗
2n+1), or ±(∆U2n+2,∆U2n+1) with n ∈ Z.

Theorem 3.6. Let P 2 + 4 be square free. Then x2 − Pxy − y2 = ±(P 2 + 4)∆2 for some integers x
and y if and only if (x, y) = ±(X∗

n+1, X
∗
n), ±((−1)nX∗

n−1, (−1)n−1X∗
n), or ±(∆Vn+1,∆Vn) for some

n ∈ Z.

Proof. If (x, y) = ±(X∗
n+1, X

∗
n),±((−1)nX∗

n−1, (−1)n−1X∗
n), or ±(∆Vn+1,∆Vn), then it follows that

x2−Pxy−y2 = ±(P 2+4)∆2 by (2.4) and (2.10). Assume that P 2+4 is square free, and x2−Pxy−y2 =
±(P 2 + 4)∆2 for some integers x and y. Then

(2x− Py)2 − (P 2 + 4)y2 = ±4(P 2 + 4)∆2.

Since P 2 + 4 is square free, we get (P 2 + 4)|(2x− Py). Let

u =
2x− Py
P 2 + 4

and v = y. (3.20)

Then it can be seen that
v2 −

(
P 2 + 4

)
u2 = ±4∆2.

This implies that (v, u) = ± (X∗
n,W

∗
n), ±((−1)n−1X∗

n, (−1)nW ∗
n), or ±(∆Vn,∆Un) for some n ∈ Z

by Theorem 3.4. The result follows from (1.3). �

We can give the following results from (2.5) and the above theorem.

Corollary 13. Let P 2 + 4 be square free. Then all integer solutions of the equation x2 −Pxy− y2 =
(P 2 + 4)∆2 are given by (x, y) = ±(X∗

2n, X
∗
2n−1), ±(−X∗

2n, X
∗
2n+1), or ±(∆V2n,∆V2n−1) with n ∈ Z.

Corollary 14. Let P 2 + 4 be square free. Then all integer solutions of the equation x2 −Pxy− y2 =
−(P 2 +4)∆2 are given by (x, y) = ±(X∗

2n+1, X
∗
2n), ±(X∗

2n−1,−X∗
2n), or ±(∆V2n+1,∆V2n) with n ∈ Z.

3.2. Solutions of some Diophantine equations for Q = −1. In this subsection, we will assume
that P > 3, Q = −1, and ∆ = b2 − Pab+ a2 such that |∆| > 2 and |∆| is prime.

Theorem 3.7. All integer solutions of the equation x2 − (P 2 − 4)y2 = 4∆ are given by (x, y) =
±(xn, wn) or ±(−xn, wn) with n ∈ Z.

Proof. If (x, y) = ±(xn, wn) or ±(−xn, wn), it follows that x2 − (P 2 − 4)y2 = 4∆ by (2.1). Now let
x2 − (P 2 − 4)y2 = 4∆ for some integers x and y. It can be shown that ∆ - y.

It is obvious that 4∆ = (2b− Pa)2 − (P 2 − 4)a2. Thus

∆|[(2b− Pa)2 − (P 2 − 4)a2] (3.21)

and
∆|[x2 − (P 2 − 4)y2]. (3.22)

From (3.21) and (3.22), we get

∆|[a2
(
x2 − (P 2 − 4)y2

)
− y2

(
(2b− Pa)2 − (P 2 − 4)a2

)
],

i.e.,
∆|[ax+ y(2b− Pa)][ax− y(2b− Pa)].

Since |∆| is prime, it follows that
∆|[ax+ y(2b− Pa)]

or
∆|[ax− y(2b− Pa)].

Also, from (3.21) and (3.22), we get

∆|[a2(P 2 − 4)
(
x2 − (P 2 − 4)y2

)
+ x2

(
(2b− Pa)2 − (P 2 − 4)a2

)
],

i.e.,
∆|[(2b− Pa)x− ay(P 2 − 4)][(2b− Pa)x+ ay(P 2 − 4)].

This implies that
∆|[(2b− Pa)x− ay(P 2 − 4)]
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or
∆|[(2b− Pa)x+ ay(P 2 − 4)].

Hence, we have
∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 − 4)] (3.23)

or
∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 − 4)] (3.24)

and
∆|[ax− y(2b− Pa)] and ∆|[(2b− Pa)x− ay(P 2 − 4)] (3.25)

or
∆|[ax+ y(2b− Pa)] and ∆|[(2b− Pa)x+ ay(P 2 − 4)]. (3.26)

Now assume that (3.23) is satisfied. Then we get

∆|[x (ax+ y(2b− Pa))− y
(
(2b− Pa)x− ay(P 2 − 4)

)
],

i.e.,
∆ | a[x2 + (P 2 − 4)y2].

This implies that ∆|a or ∆|
(
x2 + (P 2 − 4)y2

)
. Assume that ∆|a. Then ∆|b, since ∆ = b2−Pab+a2.

Thus ∆2|∆ and this shows that ∆|1, which is impossible. Therefore ∆|
(
x2 + (P 2 − 4)y2

)
. Then we

see that ∆|2(P 2 − 4)y2 since ∆|
(
x2 − (P 2 − 4)y2

)
. Hence, ∆|2(P 2 − 4), since ∆ - y. Then it follows

that
∆|
[
(P 2 − 4)2ay + (2b− Pa)x− ay(P 2 − 4)

]
,

i.e.,
∆|[(2b− Pa)x+ ay(P 2 − 4)].

In this case, (3.23) coincides with (3.26). Similarly, it is seen that (3.24) coincides with (3.25).
Now, let us show that 2|[(2b−Pa)x±ay(P 2−4)] and 2|[ax±y(2b−Pa)]. It is seen that x2 ≡ (Py)2

(mod4) from the equation x2 − (P 2 − 4)y2 = 4∆. This implies that x and Py have the same parity.
Therefore, we see that 2|[(2b− Pa)x± ay(P 2 − 4)] and 2|[ax± y(2b− Pa)].

Consequently, we should examine two cases

2∆|[(2b− Pa)x− ay(P 2 − 4)] and 2∆|[ax− y(2b− Pa)] (3.27)

and
2∆|[(2b− Pa)x+ ay(P 2 − 4)] and 2∆|[ax+ y(2b− Pa)]. (3.28)

Assume that (3.27) is satisfied. Let

u =
(2b− Pa)x− ay(P 2 − 4)

2∆
and v =

[(2b− Pa)y − ax]

2∆
.

Then it follows that [
u
v

]
=

1

2∆

[
2b− Pa −a(P 2 − 4)
−a 2b− Pa

] [
x
y

]
and so a simple computation shows that[

2b− Pa a(P 2 − 4)
a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
. (3.29)

Since x2 − (P 2 − 4)y2 = 4∆, using the equalty

4∆ = (2b− Pa)2 − (P 2 − 4)a2,

it is seen that
u2 − (P 2 − 4)v2 = 4.

Thus we have (u, v) = ∓(vn, un) for some n ∈ Z by Theorem 2.2. Then 2x = ±((2b− Pa) vn +a(P 2−
4)un) and 2y = ±(avn + (2b− Pa)un) by (3.29). By using (1.2), (1.3), and (1.4), we get

x =±
(
(2b− Pa) vn + a(P 2 − 4)un

)
/2 = ± (2bvn − Pavn + avn+1 − avn−1) /2

=± (bvn − avn−1) = ±xn
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and

y =± (avn + (2b− Pa)un) /2 = ± (aun+1 − aun−1 + 2bun − Paun) /2

=± (bun − aun−1) = ±wn.

Now assume that (3.28) is satisfied. Let

u =
(2b− Pa)x+ ay(P 2 − 4)

2∆
and v =

[(2b− Pa)y + ax]

2∆
.

Then we can see by a simple computation that[
2b− Pa −a(P 2 − 4)
−a 2b− Pa

] [
u
v

]
=

[
2x
2y

]
and

u2 − (P 2 − 4)v2 = 4,

since x2−(P 2−4)y2 = 4∆. Thus we have (u, v) = ∓(vn, un) for some n ∈ Z by Theorem 2.2. Similarly,
it can be shown that (x, y) = ±(x−n,−w−n). �

Since the equation x2 − (P 2 − 4)y2 = −4 has no integer solutions by Theorem 2.3, using the same
argument in the proof of the above theorem, we can give the following theorem.

Theorem 3.8. The equation x2 − (P 2 − 4)y2 = −4∆ has no integer solutions.

Corollary 15. The equation x2 − Pxy + y2 = −∆ has no integer solutions.

Proof. Assume that x2 − Pxy + y2 = −∆ for some integers x and y. Completing the square gives
(2x− Py)2 − (P 2 − 4)y2 = −4∆, which is impossible by Theorem 3.8. �

We can give the following corollaries from Theorem 3.8.

Corollary 16. The equation x2 − (P 2 − 4)y2 = −∆ has no integer solutions.

Corollary 17. Let P be odd. Then the equation x2 − (P 2 − 4)y2 = −16∆ has no integer solutions.

Proof. Assume that P is odd and x2 − (P 2 − 4)y2 = −16∆ for some integers x and y. Then it is seen
that x and y are even and this implies that (x/2)2 − (P 2 − 4)(y/2)2 = −4∆, which is impossible by
Theorem 3.8. �

Corollary 18. Let P be odd. Then the equation x2 − Pxy + y2 = −4∆ has no integer solutions.

Proof. Since x2−Pxy+y2 = −4∆ if and only if (2x−Py)2−(P 2−4)y2 = −16∆, the proof follows. �

Theorem 3.9. All integer solutions of the equation x2 − Pxy + y2 = ∆ are given by (x, y) =
±(wn+1, wn) with n ∈ Z.

Proof. If (x, y) = ±(wn+1, wn), then it follows that x2 − Pxy + y2 = ∆ by (2.2). Assume that
x2 − Pxy + y2 = ∆. Completing the square gives (2x − Py)2 − (P 2 − 4)y2 = 4∆. This implies that
(2x− Py, y) = ±(xn, wn) or±(xn,−wn) for some n ∈ Z by Theorem 3.7. Hence, (x, y) = ±(wn+1, wn)
or ±(wn−1, wn). Since the role of x and y is symmetric, the proof follows. �

Theorem 3.10. Let P 2−4 be square free. Then all integer solutions of the equation x2−Pxy+y2 =
−(P 2 − 4)∆ are given by (x, y) = ±(xn+1, xn) with n ∈ Z.

Proof. If (x, y) = ±(xn+1, xn), then it follows that x2 − Pxy + y2 = −(P 2 − 4)∆ by (2.4). Now
assume that P 2 − 4 is square free and x2 − Pxy + y2 = −(P 2 − 4)∆ for some integers x and y. Then
(2x−Py)2− (P 2−4)y2 = −4(P 2−4)∆. Since P 2−4 is square free, it is seen that (P 2−4)|(2x−Py).
Therefore, taking

u =
2x− Py
P 2 − 4

and v = y,

we get v2−
(
P 2 − 4

)
u2 = 4∆. This implies that (v, u) = ±(xn, wn) or ±(−xn, wn) for some n ∈ Z by

Theorem 3.7. Hence, the proof follows from (1.2) and (1.3). �
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From Theorem 3.8, we can give the following corollary.

Corollary 19. Let P 2 − 4 be square free. Then the equation x2 − Pxy + y2 = (P 2 − 4)∆ has no
integer solutions.

Since the proof of the following theorem is similar to that of Theorem 3.4, we omit it.

Theorem 3.11. All integer solutions of the equation x2 − (P 2 − 4)y2 = 4∆2 are given by (x, y) = ±
(x∗n, w

∗
n),±(−x∗n, w∗

n), or ±(∆vn,∆un) with n ∈ Z.

Corollary 20. All integer solutions of the equation x2 − Pxy + y2 = ∆2 are given by (x, y) =
±(w∗

n+1, w
∗
n) or ±(∆un+1,∆un) with n ∈ Z.

Theorem 3.12. The equation x2 − (P 2 − 4)y2 = −4∆2 has no integer solutions.

Proof. If we follow the way as in the proof of Theorem 3.4, then we have the equation u2 − (P 2 −
4)v2 = −4∆, where u =

[
(2b− Pa)x+ ay(P 2 − 4)

]
/2∆ and v = [(2b− Pa)y + ax] /2∆ or u =[

(2b− Pa)x− ay(P 2 − 4)
]
/2∆ and v = [(2b− Pa)y − ax] /2∆. Since the equation u2− (P 2− 4)v2 =

−4∆ is impossible by Theorem 3.8, the equation x2−(P 2−4)y2 = −4∆2 has no integer solutions. �

Corollary 21. Let P 2 − 4 be square free. Then all integer solutions of the equation x2 − Pxy + y2 =
−(P 2 − 4)∆2 are given by (x, y) = ±(x∗n+1, x

∗
n) or ±(∆vn+1,∆vn) with n ∈ Z.

Corollary 22. The equation x2 − Pxy + y2 = −∆2 has no integer solutions.

Corollary 23. The equation x2 − (P 2 − 4)y2 = −∆2 has no integer solutions.

Corollary 24. Let P be odd. Then the equation x2 − (P 2 − 4)y2 = −16∆2 has no integer solutions.

Corollary 25. Let P be odd. Then the equation x2 − Pxy + y = −4∆2 has no integer solutions.

Corollary 26. Suppose that |b2 − ba − a2| is prime. Then all integer solutions of the equation
x2−3xy+y2 = b2−ba−a2 are given by (x, y) = ±(W2n+2,W2n) with n ∈ Z, whereWn = Wn(a, b; 1, 1).

Proof. Suppose that (x, y) = ±(W2n+2,W2n). Then it is easy to see that

W 2
2n+2 − 3W2n+2W2n +W 2

2n =(W2n+2 −W2n)2 − (W2n+2 −W2n)W2n −W 2
2n

=W 2
2n+1 −W2n+1W2n −W 2

2n = b2 − ba− a2

by (2.2). Now suppose that x2 − 3xy + y2 = b2 − ba − a2 for some integers x and y. Then (x −
y)2 − y(x− y)− y2 = b2 − ba− a2 and therefore (x− y, y) = ±(W2n+1,W2n) or ± (−W2n+1,W2n+2)
for some n ∈ Z by Corollary 3, where Wn = Wn(a, b; 1, 1). If (x − y, y) = ±(W2n+1,W2n), then
(x, y) = ±(W2n+2,W2n). If (x− y, y) = ± (−W2n+1,W2n+2) , then (x, y) = ±(W2n+2,W2n). Since the
role of x and y is symmetric, the proof follows. �

The following corollary can be proved in a similar way.

Corollary 27. Suppose that |b2 − ba − a2| is prime. Then all integer solutions of the equation
x2 − 3xy + y2 = −(b2 − ba − a2) are given by (x, y) = ±(W2n+1,W2n−1) with n ∈ Z, where Wn =
Wn(a, b; 1, 1).

Corollary 28. Suppose that |b2 − 3ba + a2| is prime. Then all integer solutions of the equation
x2 − 3xy + y2 = b2 − 3ba + a2 are given by (x, y) = ±(W2n+2,W2n) with n ∈ Z, where Wn =
Wn(a, b− a; 1, 1).

Proof. Suppose that (x, y) = ±(W2n+2,W2n) with Wn = Wn(a, b− a; 1, 1). Then it can be seen that

W 2
2n+2 − 3W2n+2W2n +W 2

2n =(W2n+2 −W2n)2 − (W2n+2 −W2n)W2n −W 2
2n

=W 2
2n+1 −W2n+1W2n −W 2

2n

=(b− a)2 − (b− a)a− a2

=b2 − 3ba+ a2
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by (2.2). Now suppose that x2 − 3xy+ y2 = b2 − 3ba+ a2 for some integers x and y. Then (x− y)2 −
y(x − y) − y2 = (b − a)2 − a(b − a) − a2 and therefore (x − y, y) = ±(W2n+1,W2n) or (x − y, y) =
± (−W2n+1,W2n+2) for some n ∈ Z by Corollary 3, where Wn = Wn(a, b − a; 1, 1). Let (x − y, y) =
±(W2n+1,W2n). Then y = ±W2n and x − y = ±W2n+1, which implies that x = ±(W2n+1 + W2n) =
±W2n+2. Let (x − y, y) = ± (−W2n+1,W2n+2) . Then y = ±W2n+2 and x − y = ±(−W2n+1). Thus
x = ±(−W2n+1 +W2n+2) = ±W2n. This completes the proof. �

Corollary 29. Suppose that |b2 − 3ba + a2| is prime. Then all integer solutions of the equation
x2 − 3xy + y2 = −(b2 − 3ba + a2) are given by (x, y) = ±(W2n+1,W2n−1) with n ∈ Z, where Wn =
Wn(a, b− a; 1, 1).

By using Corollaries 1 and 2, we can give the following corollaries.

Corollary 30. Suppose that |b2 − 3ba + a2| is prime. Then all integer solutions of the equation
x2 − 5y2 = 4(b2 − 3ba + a2) are given by (x, y) = ±(X2n,W2n) or ±(−X2n,W2n) with n ∈ Z, where
Wn = Wn(a, b− a; 1, 1) and Xn = Xn(a, b− a; 1, 1).

Corollary 31. Suppose that |b2 − 3ba + a2| is prime. Then all integer solutions of the equation
x2 − 5y2 = −4(b2 − 3ba + a2) are given by (x, y) = ±(X2n−1,W2n−1) or ±(X2n−1,−W2n−1) with
n ∈ Z, where Wn = Wn(a, b− a; 1, 1) and Xn = Xn(a, b− a; 1, 1).
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CONSTRUCTION OF A KERNEL DENSITY ESTIMATOR OF

ROSENBLATT-PARZEN TYPE BY CONDITIONALLY INDEPENDENT

OBSERVATIONS

ZURAB KVATADZE AND BEKNU PARJIANI

Abstract. On the probabilistic space (Ω, F, P ), we consider the conditionally independent sequence

{Xi}i≥1 controlled by the sequence {ξi}i≥1. The members of {ξi}i≥1 are independent, identically

distributed random variables ξi = b1I(ξ1=b1) + b2I(ξ1=b2) + · · · + brI(ξ1=br). The elements of

the sequence {Xi}i≥1 are the observations of some random variable X. Conditional distributions

PXi|ξi=bi , i = 1, r, have unknown densities fi(x), i = 1, r, respectively. Using observations {Xi}i≥1,

a kernel density estimator f̄ (x) =
r∑
i=1

pifi (x) of Rosenblatt-Parzen type is constructed, where

pi = P (ξ1 = bi). The accuracy of approximation of the constructed estimator to the unknown

function f̄ (x) is established.

Distribution density estimators are intensively studied by many authors. In this paper, a non-
parametric density estimator is constructed by dependent observations. The class of conditionally
independent observations is considered. The nonparametric density estimators which have so far been
considered are constructed by independent samples.

Below we present some definitions and auxiliary facts for nonparametric estimates of a distribution
density which were constructed by independent observations.

Let the values Xi, xi ∈ R, i=1,2,. . . , be independent observations of some random value Xi with
unknown density g (x). Various methods are available for obtaining estimators of g (x). In the works
of M. Rosenblatt and E. Parzen (see [8, 9]) the estimators ofg∗n (x) obtained by the kernel k (x)

g∗n (x, hn) =
1

nhn

n∑
i=1

k

(
(x−Xi)

hn

)
were considered, where {hn}n≥1 is the sequence of positive numbers such that

lim
n→∞

hn = 0; lim
n→∞

nhn =∞,

and the kernel k (x) is some Lebesgue-integrable Borel function. In [5, 7, 10], the results of [9] were
generalized by modifying the conditions on k (x) and using the observations of vectors Xi ∈ Rm

(m > 1).
Along with estimators of Rosenblatt-Parzen type, projection type estimators were also considered

(see [2,7]) using the spectral decomposition of the kernel k (x) with respect to the orthonormal basis of
functions. Applying smoothing functions, L. Devroye and L. Györfi (see [3]) constructed the adaptive
kernel estimators for densities with a finite number of discontinuity points. As a divergence measure of
the constructed estimators of g (x) some authors considered various characteristics in terms of metrics
L1, ([3, 6]); L2 ([7, 9]) and so on.

In [7], E. Nadaraya obtained the sufficient conditions for the uniform convergence of the estimator

ĝn (x, an) =
an
n

n∑
i=1

k (an (x−Xi))

2010 Mathematics Subject Classification. 62G05, 62G07.
Key words and phrases. Conditionally independent sequence; Kernel estimate; Conditional density.
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to g (x) with probability 1. The divergence measure between g (x) and ĝn (x, an) is the value

E

∞∫
−∞

[ĝn (x, an)− g (x)]
2
dx,

where {an}n≥1 is the sequence of positive numbers such that

lim
n→∞

an =∞, an = o (n) . (1)

Definition 1. Denote by Hs (s ≥ 2; s is an even number) a set of functions k (x) satisfying the
conditions

k (−x) = k (x) ,

∞∫
−∞

k (x) dx = 1, sup |k (x)| ≤ A <∞,

∞∫
−∞

xik (x) dx = 0, i = 1, 2, . . . , s− 1;

∞∫
−∞

xsk (x) dx 6= 0,

∞∫
−∞

xs |k (x)| dx <∞. (2)

Definition 2. Denote by Ws a set of functions ϕ (x) having derivatives up to the s-th order (s ≥ 2)
inclusive, and note that ϕ(s) (x) is a continuous bounded function from the class L2 (−∞,∞).

Lemma (see [7]). If the variables Xi, xi ∈ R, i = 1, 2, . . . , are independent observations of some
random variable X with unknown density g (x), g (x) ∈ Ws ∩ L2 (−∞,∞), k (x) ∈ Hs ∩ L2 (−∞,∞)
and

ĝn (x, an) =
an
n

n∑
i=1

k (an (x−Xi)),

then for n→∞, the equalities

∞∫
−∞

Dĝn (x, an) dx =
an
n

∞∫
−∞

k2 (x) dx+O
(an
n

)
, (3)

∞∫
−∞

[Eĝn (x, an)− g (x)]
2
dx = a−2sn

α2

(s!)
2

∞∫
−∞

[
g(s) (x)

]2
dx+O

(
a−2sn

)
(4)

hold, where {an}n≥1 is the sequence (1), and

α =

∞∫
−∞

xsk (x) dx.

Let us present our result.
In practice we encounter the situation when at random moments of time the distribution of the

observed variable X changes depending on the conditions (of the controlling sequence {ξi}i≥1). This

brings about changes of the densities of observations {Xi}i≥1. For example, in stock-exchange trans-
actions the price of some commodities changes depending on a season, though this price is fixed at
the auction. As a result, the flow of revenues due to such transactions also changes, and so on.

In such situations, to estimate the density X it is appropriate to consider dependent observations.
Here we consider the class of conditionally independent observations.
On the probability space (Ω, F, P ), let us consider the two-component stationary (in the narrow

sense) sequence of random variables

{ξi, Xi}i≥1, (5)

where ξi : Ω→ Ξ, Xi : Ω→ Rm and Ξ is some space.
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Definition 3. The sequence {Xi}i≥1 from (4) is called a conditionally independent sequence (see [1])

controlled by the sequence {ξi}i≥1 if for any natural n and the fixed trajectory ξ1n = (ξ1, ξ2, . . . , ξn),
the values X1, X2, . . . , Xn become independent and for all natural numbers i, k, n, j1, j2, . . . , jk,
(2 ≤ k ≤ n; i ≤ n; 1 ≤ j1 < j2 <, · · · , < jk ≤ n) the equalities

P (Xj1 ,Xj2 ,...,Xjk)|ξ1n = PXj1 |ξj1 × PXj2 |ξj2 × · · · × PXjk |ξjk ,

PXi|ξ1n = PXi|ξi ,

are fulfilled, where PX|Y is the conditional distribution of the variable X under the condition Y .

Consider the sequence (5). Let ξi, i = 1, 2, . . . , be independent, identically distributed random
variables and let

Ξ = {b1, b2, . . . , br} ; P (ξ1 = bi) = pi, i = 1, r, p1 + p2 + · · ·+ pr = 1,

{Xi}i≥1 is the conditionally independent sequence whose elements are observations of the variable

X. It is assumed that the conditional distributions PX1|ξ1=bi , i = 1, r, have unknown densities

fi(x), i = 1, r, respectively. The sum f̂n (x, an) = an
n

n∑
j=1

k (an (x−Xj)) constructed by conditionally

independent observations is considered as the density estimator f̄ (x) =
r∑
i=1

pifi (x), while the estimator

accuracy is established by the expression u (an) = E
∞∫
−∞

[
f̂n (x, an)− f̄ (x)

]2
dx.

On the fixed trajectory ξ1n = (ξ1, ξ2, . . . , ξn) of the sequence {ξi}i≥1, we denote by νn (1), νn (2) , . . . ,

νn (r) the frequencies for which the first n members of the sequence adopt the values b1, b2, . . . , br.

Theorem. Let us consider the sequence (5). The elements of the controlling sequence {ξi}i≥1(ξi :

Ω → {b1, b2, . . . , br}) are independent, identically distributed values ξi =
r∑
i=1

biI(ξ1=bi). Assume that

for every function Ψ : Ξ→ R1, for which EΨ (ξi) <∞ as n→∞, we have the convergence

1

n

n∑
j=1

Ψ(ξi)→ EΨ (ξ1) a.s. (6)

The elements of the conditionally independent sequence {Xi}i≥1 are observations of the variable X.

The conditional distributions PX1|ξ1=bi , i = 1, r , have unknown densities fi(x), i = 1, r , respectively.

Assume fi (x) ∈Ws∩L2 (−∞,∞) and k (x) ∈ Hs∩L2 (−∞,∞). If for the frequencies νn (i), i = 1, r,
the inequalities

D

(
νn (i)

n

)
≤ ci√

n
, i = 1, r (7)

are fulfilled, then for any natural n the estimator of the density f̄ (x) =
r∑
i=1

pifi (x) is the sum

f̂n (x, an) =
an
n

n∑
j=1

k (an (x−Xj)) (8)

and the following asymptotic equality

u (an) ≤
( r∑
i=1

Mi

)2

+
an
n

∞∫
−∞

k2 (x) dx+

( r∑
i=1

(Cin
−1/2 + pi

2)

)
O
(an
n

)
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is valid, where

Mi = T
1/2
i +

(
Cin

−1/2
∞∫
−∞

f2i (x) dx

) 1
2

Ti = (a−2sn

α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+O(a−2sn ))(Cin

−1/2 + p2i ) i = 1, r

and

α =

∞∫
−∞

xsk (x) dx.

Proof. The proof of the theorem is based on the decomposition of f̂n (x, an) (the trajectory ξ1nis
assumed to be fixed) into independent sums of random variables. For the fixed trajectory ξ1n we
enumerate individually the moments of time at which the first n members of the sequence {ξi}i≥1
take the value bi, i = 1, r, respectively,

τ0(i) = 0, τm(i) = min{j|τm−1 < j ≤ n; ξi = bi}; m = 1, νn (i), i = 1, r.

We obtain the sequence of indices

τ1(i), τ2(i), . . . , τνn(i)(i) i = 1, r

for which the equalities

ξτm(i) = bi m = 1, νn (i), i = 1, r

are valid.
When the trajectory ξ1n is fixed, the sum (8) can be decomposed as follows

f̂n (x, an) =

r∑
i=1

νn (i)

n
f̂in (x, an),

where

f̂in (x, an) =
an
νn (i)

νn(i)∑
m=1

k
(
an
(
x−Xτm(i)

))
i = 1, r.

Naturally, if νn (i) = 0, then the summand f̂in (x, an), i = 1, r, does not exist. Let us prove the

finiteness of Ef̂n (x, an) and Df̂n (x, an). On the fixed trajectory ξ1n, we represent Ef̂n (x, an) as a
conditional mathematical expectation

Ef̂n (x, an) = E{E(f̂n (x, an) |ξ1n)} = E

{
E

( r∑
i=1

νn (i)

n
f̂in (x, an) |ξ1n

)}
.

In proving the theorem, we take into account that νn (i), i = 1, r, are measurable functions with
respect to the σ-algebra which is generated when the probability space Ω is partitioned as a result
of fixing the trajectory ξ1n. Therefore these functions can be taken outside the sign of mathematical
expectation. In the above equality and in the sequel we keep in mind the fact that the following
equality

E
νn (i)

n
= pi

is fulfilled by virtue of conditions (6), and applying condition (7), we obtain the estimator

E

(
νn (i)

n

)2

= D

(
νn (i)

n

)
+

(
E
νn (i)

n

)2

≤ n−1/2ci + p2i . (9)
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Hence, using conditions (2), after replacing the variable under the integration sign, we see that the
following chain of equalities

Ef̂n (x, an) =

r∑
i=1

E

{
νn (i)

n
E

(
an
νn (i)

νn(i)∑
m=1

k
(
an
(
x−Xτm(i)

))
|ξ1n

)}

=

r∑
i=1

E

{
νn (i)

n
E
( an
νn (i)

νn (i) k
(
an
(
x−Xτm(i)

))
|ξ
τm(i)

)}

=

r∑
i=1

an

∞∫
−∞

k(an(x− u))fi(u)duE
νn (i)

n
=

r∑
i=1

pi

∞∫
−∞

k(t)fi

( t

an
+ x
)
dt

is valid.
Sincefi(x) is the density and |k(t)| is bounded by the infinite constant A, we conclude that

Ef̂n (x, an) is finite.

On the fixed trajectory ξ1n, the sums f̂in (x, an), i = 1, r, and their constituent summands too, are
independent and the following equalities

Df̂n (x, an) = E{E([f̂n (x, an)− Ef̂n (x, an)]2|ξ1n)}

= E

{
E

([ r∑
i=1

νn (i)

n
f̂in (x, an)− E

r∑
i=1

νn (i)

n
f̂in (x, an)

]2
|ξ1n

)}

= E

{
E

([ r∑
i=1

νn (i)

n
(f̂in (x, an)− Ef̂in (x, an))

]2
|ξ1n

)}

= E

{
E

([ r∑
i=1

(νn (i)

n

)2
f̂in (x, an)− Ef̂in (x, an)

]2
|ξ1n

)}

=

r∑
i=1

{
E
(νn (i)

n

)2
E([f̂in (x, an)− Ef̂in (x, an)]2|ξ1n)

}

=

r∑
i=1

E

{(νn (i)

n

)2
E

[ νn(i)∑
j=1

an
νn (i)

(
k
(
an
(
x−Xτj(i)

))
− Ek

(
an
(
x−Xτj(i)

))) ]2
|ξ1n

}

=

r∑
i=1

E

{(νn (i)

n

)2( an
νn (i)

)2
E

( νn(i)∑
j=1

[k
(
an
(
x−Xτj(i)

))
− Ek

(
an
(
x−Xτj(i)

))
]2|ξ1n

)}

=
r∑
i=1

E
(νn (i)

n

)2( an
νn (i)

)2
νn (i)

+∞∫
−∞

[
k (an (x− u))−

+∞∫
−∞

k (an (x− y))fi(y)dy

]2
fi (u) du

are true.
Using equality (9), we obtain for Df̂n (x, an) the following expression:

Df̂n (x, an) =
an
n

2∑
i=1

pi

∞∫
−∞

[k(t)−
∞∫
−∞

k (an (x− y))fi(y)dy]
2
fi

( t

an
+ x
)
dt.

Let us estimate u (an). We apply Fubini’s theorem and divide u (an) into two parts

u (an) =

∞∫
−∞

E
[
f̂n (x, an)− f̄ (x)

]2
dx

=

∞∫
−∞

E
[
f̂n (x, an)− Ef̂n (x, an)

]2
dx+

∞∫
−∞

E
[
Ef̂n (x, an)− f(x)

]2
dx = I1 + I2. (10)
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To estimate I1, we again apply Fubini’s theorem and obtain

I1 =

∞∫
−∞

E
[
f̂n (x, an)− Ef̂n (x, an)

]2
dx =

∞∫
−∞

E{E([f̂n (x, an)− Ef̂n (x, an)]
2
|ξ1n)}dx

= E

+∞∫
−∞

E

([ r∑
i=1

νn (i)

n
f̂in (x, an)− E

r∑
i=1

νn (i)

n
f̂in (x, an)

]2
|ξ1n

)
dx

= E

{ +∞∫
−∞

E

( r∑
i=1

(
νn (i)

n

)2

[f̂in(x, an)− Ef̂in (x, an)]
2
|ξ1n

)
dx

}

= E

{ +∞∫
−∞

r∑
i=1

(
νn (i)

n

)2

E([f̂in(x, an)− Ef̂in (x, an)]
2
|ξ1n)dx

}
.

Using equality (3) from the Lemma, we have

I1 =

r∑
i=1

E

{(
νn (i)

n

)2(
an
νn(i)

+∞∫
−∞

k(x)dx+ o
(an
n

))}

=

r∑
i=1

E
{(νn (i)

n

)2
an
νn (i)

+∞∫
−∞

k2(x)dx
}

+ o
(an
n

) r∑
i=1

E

(
νn (i)

n

)2

=
an
n

+∞∫
−∞

k2(x)dx

r∑
i=1

E

(
νn (i)

n

)
+ o

(an
n

) r∑
i=1

[
D

(
νn (i)

n

)
+

(
E
νn (i)

n

)2]
.

By applying inequality (9), we complete the estimation of I1,

I1 ≤
an
n

+∞∫
−∞

k2(x)dx

r∑
i=1

pi + o
(an
n

) r∑
i=1

(Cin
−1/2 + pi

2)

=
an
n

+∞∫
−∞

k2(x)dx+ o
(an
n

) r∑
i=1

(Cin
−1/2 + pi

2). (11)

Applying Fubini’s theorem once more and decomposing I2 into two sums, we have

I2 =

∞∫
−∞

E
[
Ef̂n (x, an)− f (x)

]2
dx = E

∞∫
−∞

[
Ef̂n (x, an)− f (x)

]2
dx

= E

{
E

( ∞∫
−∞

[
Ef̂n (x, an)− f (x)

]2
dx|ξ1n

)}

= E

{
E

( ∞∫
−∞

[
E

( r∑
i=1

νn (i)

n
f̂in (x, an)

)
−

r∑
i=1

pifi(x)

]2
dx|ξ1n

)}

= E

{
E

( ∞∫
−∞

[ r∑
i=1

(
E
νn (i)

n
f̂in (x, an)− pifi(x)

)]2
dx|ξ1n

)}

= E

{
E

( ∞∫
−∞

( r∑
i=1

(
E
νn (i)

n
f̂in (x, an)− pifi(x)

)2
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+2

r∑
i,j=1
i<j

(
E
νn (i)

n
f̂in (x, an)− pifi(x)

))(
E
νn (j)

n
f̂jn (x, an)− pjfj(x)

))
dx|ξ1n

)}

= E

{
E

( ∞∫
−∞

r∑
i=1

E
νn (i)

n
f̂in (x, an)− pifi(x))2dx|ξ1n

)}

+E

{
E

( ∞∫
−∞

2

r∑
i,j=1
i<j

(
E
νn (i)

n
f̂in (x, an)− pifi(x)

)(
E
νn (j)

n
f̂jn (x, an)− pjfj(x)

)
dx|ξ1n

)}

=

r∑
i=1

E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

]2
dx|ξ1n

)}

+2

r∑
i,j=1
i<j

E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

][νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]
dx|ξ1n

)}
=I21 + I22.

We decompose the sum I21 into three parts

I21 =

r∑
i=1

E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)−νn (i)

n
fi(x) +

νn (i)

n
fi(x)− pifi(x)

]2
dx|ξ1n

)}

=

r∑
i=1

E

{
E

( ∞∫
−∞

(
νn (i)

n

)2

[Ef̂in (x, an)− fi(x)]
2
dx|ξ1n

)}

+

r∑
i=1

E

{
E

( ∞∫
−∞

(
νn (i)

n
− pi

)2

f2i (x)dx|ξ1n
)}

+2

r∑
i=1

E

{
E

( ∞∫
−∞

νn (i)

n

(
νn (i)

n
− pi

)
[Ef̂in (x, an)− fi(x)]fi(x)dx|ξ1n

)}
= A1 +A2 +A3.

Using equality (4) from the Lemma and the estimator (9), we obtain

A1 =

r∑
i=1

E

{(
νn (i)

n

)2

E

( ∞∫
−∞

[Ef̂in (x, an)− fi(x)]
2
dx|ξ1n

)}

=

r∑
i=1

E

{(
νn (i)

n

)2(
a−2sn

α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

)}

=

r∑
i=1

(
a−2sn

α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

)
(Cin

−1/2 + p2i ) =

r∑
i=1

Ti,

where

Ti =

(
a−2sn

α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

)
(Cin

−1/2 + p2i ).

It is not difficult to derive the estimator for the sum A2,

A2 =

r∑
i=1

E

{(νn (i)

n
− pi

)2
E

∞∫
−∞

f2i (x)dx

}
≤

r∑
i=1

Cin
−1/2

∞∫
−∞

f2i (x)dx.
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We use the fact that the values νn(i)
n − pi, i = 1, r, as well as νn(i)

n , are measurable with respect to

the σ-algebra generated by the fixed trajectory ξ1n. By Hölder’s inequality, for the summand A3, we
obtain the following estimator

A3 = 2

r∑
i=1

E

{
νn (i)

n

(νn (i)

n
− pi

)
E

( ∞∫
−∞

[Ef̂in (x, an)− fi(x)]fi(x)dx|ξ1n
)}

≤ 2

r∑
i=1

E

νn (i)

n

(νn (i)

n
− pi

)
E


√√√√√ ∞∫
−∞

[Ef̂in (x, an)− fi(x)]2dx

√√√√√ ∞∫
−∞

fi
2(x)dx|ξ1n




≤ 2

r∑
i=1

√√√√√a−2sn
α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

√√√√√ ∞∫
−∞

fi
2(x)dx× E

{νn (i)

n

(νn (i)

n
− pi

)}

≤ 2

r∑
i=1

√√√√√a−2sn
α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

√√√√√ ∞∫
−∞

fi
2(x)dx×

√
E
(νn (i)

n

)2√
E
(νn (i)

n
− pi

)2

≤ 2

r∑
i=1

√√√√√a−2sn
α2

(s!)
2

∞∫
−∞

[f
(s)
i (x)]

2
dx+ o(a−2sn )

√√√√√ ∞∫
−∞

fi
2(x)dx ·

√
Cin−1/2

√
Cin−1/2 + p2i

≡ 2

r∑
i=1

√
Ti ·

√√√√√Cin−1/2

∞∫
−∞

fi
2(x)dx.

The summation of the estimators A1 A2 and A3 gives

I21 ≤
r∑
i=1

(
√
Ti +

√√√√√Cin−1/2

∞∫
−∞

fi
2(x)dx)

2 ≡
r∑
i=1

M2
i , (12)

where

Mi =
√
Ti +

√√√√√Cin−1/2

∞∫
−∞

fi
2(x)dx.

Consider the sum I22

I22 = 2

r∑
i, j = 1
i < j

E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

][νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]
dx|ξ1n

)}

= 2

r∑
i, j = 1
i < j

Bij .

The summands of this sum are estimated in the same manner as above. Let us estimate one of
them by applying Fubini’s and Hölder’s theorems:

Bij = E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

][νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]
dx|ξ1n

)}
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≤ E

E
√√√√√ ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

]2
dx

√√√√√ ∞∫
−∞

[νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]2
dx|ξ1n


≤ E


√√√√√E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

]2
dx|ξ1n

)

×

√√√√√E

( ∞∫
−∞

[νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]2
dx|ξ1n

)
≤

√√√√√E

{
E

( ∞∫
−∞

[νn (i)

n
Ef̂in (x, an)− pifi(x)

]2
dx|ξ1n

)}

×

√√√√√E

{
E

( ∞∫
−∞

[νn (j)

n
Ef̂jn (x, an)− pjfj(x)

]2
dx|ξ1n

)}
.

Each of the obtained two multipliers is estimated like a summand of the sum I21. Thus we obtain
the estimate Bij

Bij ≤MiMj .

Hence an estimator of the sum I22 has the form

I22 ≤ 2

r∑
i, j = 1
i < j

MiMj . (13)

Thus, in view of the decomposition (10) and the derived estimators (11), (12) and (13), the theorem
is proved. �

Note that the proposed method enables one to construct density estimators for other types of
dependence of observations too, for example, when the controlling sequence {ξi}i≥1 is a Markov

chain, i.e., {Xi}i≥1 are observations with the chain dependence (see [4]).
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INVESTIGATION OF NONCLASSICAL TRANSMISSION PROBLEMS OF THE

THERMO-ELECTRO-MAGNETO ELASTICITY THEORY FOR COMPOSED

BODIES BY THE INTEGRAL EQUATION METHOD

MAIA MREVLISHVILI1 AND DAVID NATROSHVILI1,2

Abstract. We investigate multi-field problems for complex elastic anisotropic structures when in

different adjacent components of the composed body different refined models of elasticity theory are

considered. In particular, we analyse the case when we have the generalized thermo-electro-magneto
elasticity model (GTEME model) in one region of the composed body and the generalized thermo-

elasticity model (GTE model) in the other adjacent region. This type of mechanical problem is

described mathematically by systems of partial differential equations with appropriate transmission
and boundary conditions. In the GTEME model part we have six-dimensional unknown physical

field (three components of the displacement vector, electric potential function, magnetic potential

function, and temperature distribution function), while in the GTE model part we have four- di-
mensional unknown physical field (three components of the displacement vector and temperature

distribution function). The diversity in dimensions of the interacting physical fields are taken into
consideration in mathematical formulation and analysis of the corresponding boundary-transmission

problems. We apply the potential method and the theory of pseudodifferential equations and prove

the uniqueness and existence theorems of solutions to different type boundary-transmission problems
in appropriate Sobolev spaces.

1. Introduction

Modern industrial and technological processes apply widely, on the one hand, composite materials
with complex microstructure and, on the other hand, complex composed structures consisting of
materials having essentially different physical properties (for example, piezoelectric, piezomagnetic,
hemitropic materials, two- and multi-component mixtures, nano-materials, bio-materials, and solid
structures constructed by composition of these materials, such as, e.g., Smart Materials and other
meta-materials). Therefore the investigation and analysis of mathematical models describing the
mechanical, thermal, electric, magnetic and other physical properties of such materials are of crucial
importance for both fundamental research and practical applications.

In the study of active material systems, there is significant interest in the coupling effects be-
tween elastic, electric, magnetic and thermal fields. For example, piezoelectric materials (electro-
elastic coupling) have been used as ultrasonic transducers and micro-actuators; pyroelectric materials
(thermal-electric coupling) have been applied in thermal imaging devices; piezomagnetic materials
(elastic-magnetic coupling) are pursued for health monitoring of civil structures (see [9,12,13,15,24–
32,39,45–47,50,51,53,55], and the references therein).

Although natural materials rarely show full coupling between elastic, electric, magnetic, and ther-
mal fields, some artificial materials do. In [54], it was reported that the fabrication of BaTiO3-CoFe2O4

composite had the electro-magnetic effect not existing in either constituent. Other examples of similar
complex coupling can be found in [3–6, 16–18, 34–36, 40, 41, 48, 56]. For more detailed historical and
bibliographic data see [1, 7, 49].

In the present paper, we investigate multi-field problems for complex elastic anisotropic structures
when in different adjacent components of the composed body different refined models of elasticity
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Key words and phrases. Thermo-electro-magneto-elasticity; Thermo-elasticity; Green-Lindsay’s model; Boundary
value problem; Transmission problem; Potential method; Pseudodifferential equations.
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theory are considered. In particular, we analyse the case when we have the generalized thermo-electro-
magneto elasticity model associated with Green-Lindsay’s model (GTEME model) in one region of
the composed body and the generalized thermo-elasticity model (GTE model) in the other adjacent
region. The essential feature of the generalized models under consideration is that the heat propa-
gation has a finite speed (see [2, 10, 11, 14, 19, 20, 49]). This type of mechanical problem is described
mathematically by systems of second order partial differential equations with appropriate transmission
and boundary conditions. In the GTEME model part we have six-dimensional unknown physical field
(three components of the displacement vector, electric potential function, magnetic potential func-
tion, and temperature distribution function), while in the GTE model part we have four- dimensional
unknown physical field (three components of the displacement vector and temperature distribution
function). Other field characteristics (e.g., mechanical stresses, electric and magnetic fields, electric
displacement vector, magnetic induction vector, heat flux vector and entropy density) can be then
determined by the gradient equations and the constitutive equations.

Note that the basic and mixed initial-boundary value problems for the GTEME theory are in-
vestigated in the monograph [7]. The transmission problems for composed elastic structures are
also studied when in all adjacent regions of piecewise homogeneous composite bodies the same type
GTEME model is considered with different material constants.

As we have already mentioned, the main goal of the present paper is investigation of the transmission
problems when in different parts of adjacent regions of piecewise homogeneous composite bodies
different models (in particular, GTEME and GTE models) are considered. The diversity in dimensions
of the interacting physical fields essentially complicates mathematical formulation and analysis of the
corresponding boundary-transmission problems. We apply the potential method and the theory of
pseudodifferential equations and prove the uniqueness and existence theorems of solutions to different
type basic boundary-transmission problems in appropriate Sobolev spaces. Properties of the layered
potentials associated with the matrix differential operators of the GTEME and GTE models and the
boundary operators generated by them are studied in [7, 21, 22, 42], and for the readers convenience,
some results needed in our analysis are briefly presented in Appendix.

2. Basic Field Equation and Formulation of Boundary Transmission Problems

First we present the pseudo-oscillation equations of the GTEME and GTE models with correspond-
ing Green’s identities and afterwards we formulate the transmission problems. The pseudo-oscillation
equations considered in the paper are obtained from the corresponding equations of dynamics by
the Laplace transform and they contain a complex parameter τ = σ + iω. Here we investigate the
boundary-transmission problems for pseudo-oscillation equations. Solutions to the original dynamical
initial-boundary-transmission problems can be then reconstructed by the inverse Laplace transform
with respect to the parameter τ from solutions to the pseudo-oscillation problems. The detailed
derivations of pseudo-oscillation equations from the dynamical constitutive relations can be found
in [7] and [21]. In our analysis we will use essentially the results obtained in the monograph [7] and
develop the potential method to complex boundary-transmission problems for anisotropic composed
multilayered elastic structures.

2.1. Field equations of the GTEME model and Green’s formulas. The basic linear system of
pseudo-oscillation equations for the thermo-electro-magneto-elasticity theory associated with Green-
Lindsay’s model for homogeneous solids in matrix form reads as [7]

A(∂x, τ)U(x, τ) = Φ(x, τ) ,

where U = (u1, u2, u3, ϕ, ψ, ϑ)> := (u, ϕ, ψ, ϑ)> is the sought for complex-valued vector function,
Φ = (Φ1, . . . ,Φ6)> is a given vector-function, and A(∂x, τ) is a matrix differential operator



INVESTIGATION OF NONCLASSICAL TRANSMISSION PROBLEMS 105

A(∂x, τ) = [Apq(∂x, τ)]6×6 :

:=


[crjkl∂j∂l − %τ2δrk]3×3 [elrj∂j∂l]3×1 [qlrj∂j∂l]3×1 [−(1 + ν0τ)λrj∂j ]3×1

[−ejkl∂j∂l]1×3 κjl∂j∂l ajl∂j∂l −(1 + ν0τ) pj∂j
[−qjkl∂j∂l]1×3 ajl ∂j∂l µjl∂j∂l −(1 + ν0τ)mj∂j
[−τλkl∂l]1×3 τpl∂l τml∂l ηjl∂j∂l − τ2h0 − τd0


6×6

. (2.1)

The superscript (·)> denotes transposition operation, τ = σ + iω is a complex parameter, the sum-
mation over the repeated indices is meant from 1 to 3; ∂ = ∂x = (∂1, ∂2, ∂3), ∂j = ∂/∂xj . The
components of the vector function U have the following physical sense: the first three components
correspond to the elastic displacement vector u = (u1, u2, u3)>, the forth and fifth ones, ϕ and ψ
are, respectively, the electric and magnetic potentials, and the sixth component ϑ stands for the tem-
perature distribution; crjkl are the elastic constants, ejkl are the piezoelectric constants, qjkl are the
piezomagnetic constants, κjk are the dielectric (permittivity) constants, µjk are the magnetic perme-
ability constants, ajk are the coupling coefficients connecting electric and magnetic fields, pj and mj

are the constants characterizing the relation between thermodynamic processes and electromagnetic
effects, λrj are the thermal strain constants, ηjk are the heat conductivity coefficients, % denotes the
mass density, ν0 and h0 are two relaxation times, d0 is a constitutive coefficient. These constants
satisfy the symmetry conditions:

crjkl = cjrkl = cklrj , eklj = ekjl, qklj = qkjl,

κkj = κjk, λkj = λjk, µkj = µjk, akj = ajk, ηkj = ηjk, r, j, k, l = 1, 2, 3.
(2.2)

From physical considerations it follows that (see, e.g., [2, 14,33,44,49]):

crjkl ξrj ξkl ≥ δ0 ξkl ξkl, κkj ξk ξj ≥ δ1 |ξ|2, µkj ξk ξj ≥ δ2 |ξ|2, ηkj ξk ξj ≥ δ3 |ξ|2,

for all ξkj = ξjk ∈ R and for all ξ = (ξ1, ξ2, ξ3) ∈ R3,
(2.3)

ν0 > 0, h0 > 0, d0ν0 − h0 > 0, (2.4)

where δ0, δ1, δ2, and δ3 are positive constants depending on material parameters.
Due to the symmetry conditions (2.2), with the help of (2.3) one can easily derive the inequalities

crjkl ζrj ζkl ≥ δ0 ζkl ζkl, κkj ζk ζj ≥ δ1 |ζ|2, µkj ζk ζj ≥ δ2 |ζ|2, ηkj ζk ζj ≥ δ3 | ζ|2,

for all ζkj = ζjk ∈ C and for all ζ = (ζ1, ζ2, ζ3) ∈ C3,
(2.5)

where the over bar denotes complex conjugation. The positive definiteness of the potential energy
and the laws of thermodynamics imply that the following 8× 8 matrix

M = [Mkj ]8×8 :=


[κjl]3×3 [ajl]3×3 [pj ]3×1 [ν0pj ]3×1

[ajl]3×3 [µjl]3×3 [mj ]3×1 [ν0mj ]3×1

[pj ]1×3 [mj ]1×3 d0 h0

[ν0pj ]1×3 [ν0mj ]1×3 h0 ν0h0


8×8

(2.6)

is positive definite. Moreover, it follows that the matrices

Λ(1) :=

[
[κkj ]3×3 [akj ]3×3

[akj ]3×3 [µkj ]3×3

]
6×6

, Λ(2) :=

[
d0 h0

h0 ν0h0

]
2×2

(2.7)

are positive definite as well, i.e.,

κkj ζ ′k ζ ′j + akj (ζ ′k ζ
′′
j + ζ ′k ζ

′′
j ) + µkj ζ

′′
k ζ
′′
j ≥ κ1 (|ζ ′|2 + |ζ ′′|2) ∀ζ ′, ζ ′′ ∈ C3,

d0 |z1|2 + h0 (z1 z2 + z1 z2) + ν0h0 |z2|2 ≥ κ2 (|z1|2 + |z2|2) ∀z1, z2 ∈ C,

with some positive constants κ1 and κ2 depending on the material parameters involved in matri-
ces (2.7).
Further, let us introduce the generalized stress operator T (∂x, n, τ) associated with the pseudo-
oscillation operator A(∂x, τ),
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T (∂x, n, τ) =
[
Tpq(∂x, n, τ)

]
6×6

:

:=


[crjkl nj∂l]3×3 [elrj nj∂l]3×1 [qlrj nj∂l]3×1 [−(1 + ν0τ)λrjnj ]3×1

[−ejkl nj∂l]1×3 κjl nj∂l ajl nj∂l −(1 + ν0τ)pjnj
[−qjkl nj∂l]1×3 ajl nj∂l µjl nj∂l −(1 + ν0τ)mjnj

[0]1×3 0 0 ηjlnj∂l


6×6

. (2.8)

For a six vector U = (u, ϕ, ψ, ϑ)> we can calculate the so-called generalized stress vector T U ,

T (∂x, n, τ)U(x, τ) =
(
σ1j(x, τ)nj(x), σ2j(x, τ)nj(x), σ3j(x, τ)nj(x),

−Dj(x, τ)nj(x), −Bj(x, τ)nj(x), −T−1
0 qj(x, τ)nj(x)

)>
. (2.9)

Due to (2.9), the components of the stress vector have the following physical sense: the first three
components correspond to the mechanical stress vector in the theory of generalized thermo-electro-
magneto-elasticity, the forth and the fifth components correspond to the normal components of the
electric displacement vector and the magnetic induction vector, respectively, with opposite sign, and
finally, the sixth component is (−T−1

0 ) times the normal component of the heat flux vector; here
n = (n1, n2, n3) stands for the unit normal vector to the corresponding surface element, σij are
the components of the mechanical stress tensor, T0 is the initial reference temperature, that is the
temperature in the natural state in the absence of deformation and electromagnetic fields, D =
(D1, D2, D3)> is the electric displacement vector and B = (B1, B2, B3)> is the magnetic induction
vector.

Recall that E = (E1, E2, E3)> = − gradϕ and H = (H1, H2, H3)> = − gradψ are electric and
magnetic fields, respectively, σij are the components of the mechanical stress tensor, εkj = 2−1(∂k uj+
∂j uk) are the components of the mechanical strain tensor, q = (q1, q2, q3)> is the heat flux vector,
and the corresponding constitutive equations read as

σrj(x, τ) = crjklεkl(x, τ) + elrj∂lϕ(x, τ) + qlrj∂lψ(x, τ)− (1 + ν0τ)λrjϑ(x, τ),

Dj(x, τ) = ejkl εkl(x, τ)− κjl ∂lϕ(x, τ)− ajl ∂lψ(x, τ) + (1 + ν0τ)pjϑ(x, τ),

Bj(x, τ) = qjkl εkl(x, τ)− ajl ∂lϕ(x, τ)− µjl∂lψ(x, τ) + (1 + ν0τ)mjϑ(x, τ),

qj(x, τ) = − T0 ηjl∂lϑ(x, τ) .

Let Ω = Ω+ be a bounded domain of R3 with a sufficiently smooth boundary S = ∂Ω and
Ω− = R3 \ Ω. For simplicity, in what follows, we assume that S ∈ C∞, if not otherwise stated.

By Ck(Ω) we denote the subspace of functions from Ck(Ω) whose derivatives up to the order k

are continuously extendable to S from Ω±; Ck,α(Ω±) denotes the subspace of functions from Ck(Ω±)
whose kth order derivatives are Hölder continuous in Ω± with exponent α ∈ (0, 1]. By Lp, Lp,loc,
Lp,comp, W r

p , W r
p,loc, W r

p,comp, Hs
p , and Bsp,q (with r ≥ 0, s ∈ R, 1 < p <∞, 1 ≤ q ≤ ∞) we denote the

well-known Lebesgue, Sobolev-Slobodetskii, Bessel potential, and Besov function spaces, respectively
(see, e.g., [37, 52]). Recall that Hr

2 = W r
2 = Br2,2 , Hs

2 = Bs2,2 , W t
p = Btp,p , and Hk

p = W k
p , for any

r ≥ 0, for any s ∈ R, for any positive and non-integer t, and for any non-negative integer k.
For arbitrary vector functions

U = (u1, u2, u3, ϕ, ψ, ϑ)> ∈
[
C2(Ω)

]6
and U ′ = (u′1, u

′
2, u
′
3, ϕ
′, ψ′, ϑ′)> ∈

[
C2(Ω)

]6
,

the following first Green identity∫
Ω

[
A(∂x, τ)U · U ′ + Eτ (U,U ′)

]
dx =

∫
∂Ω

{T (∂x, n, τ)U}+ · {U ′}+dS (2.10)

holds, where the central dot denotes the scalar product of two vectors in the complex vector space

CN , i.e., a · b ≡ (a, b) :=
∑N
j=1 aj bj for a, b ∈ CN , the symbols {·}± denote the one sided limits (the

trace operators) on ∂Ω± from Ω±, the operators A(∂x, τ) and T (∂x, n, τ) are given by (2.1) and (2.8),
respectively, and
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Eτ (U,U ′) := crjkl ∂luk ∂ju′r + % τ2 ur u′r + elrj (∂lϕ∂ju′r − ∂jur ∂lϕ′)
+ qlrj (∂lψ ∂ju′r − ∂jur ∂lψ′) + κjl ∂lϕ∂jϕ′ + ajl (∂lϕ∂jψ′ + ∂jψ ∂lϕ′)

+ µjl∂lψ∂jψ′ + λkj [τϑ′∂juk − (1 + ν0τ)ϑ∂ju′k]− pl[τϑ′∂lϕ+ (1 + ν0τ)ϑ∂lϕ′]

−ml [τ ϑ′ ∂lψ + (1 + ν0τ)ϑ∂lψ′] + ηjl ∂lϑ∂jϑ′ + τ (h0τ + d0)ϑϑ′ . (2.11)

Note that Green’s formula (2.10) by a standard limiting procedure can be generalized to the Lipschitz

domains and to vector functions U ∈ [W 1
2 (Ω)]6 with A(∂x, τ)U ∈ [L2(Ω)]

6
and U ′ ∈ [W 1

2 (Ω)]6. Using
Green’s first identity, we can correctly determine a generalized trace of the stress vector {T (∂x, n, τ)U}+ ∈
[H
−1/2
2 (∂Ω)]6 for a function U ∈ [W 1

2 (Ω)]6 with A(∂x, τ)U ∈ [L2(Ω)]6 by the following relation
(cf. [7, 38,43]) 〈

{T (∂x, n, τ)U}+ , {U ′}+
〉
∂Ω

:=

∫
Ω

[A(∂x, τ)U · U ′ + Eτ (U,U ′) ] dx, (2.12)

where U ′ ∈ [W 1
2 (Ω)]6 is an arbitrary vector function. Here the symbol 〈 · , · 〉∂Ω denotes the duality

pairing of [H
−1/2
2 (∂Ω)]6 with [H

1/2
2 (∂Ω)]6 which extends the usual L2 inner product for the complex-

valued vector functions,

〈 f , g 〉∂Ω =

∫
∂Ω

6∑
j=1

fj(x) gj(x) dS for f, g ∈ [L2(∂Ω)]6.

2.2. Field equations of the GTE model and Green’s formulas. The basic linear system of
pseudo-oscillation equations for the thermo-elasticity theory associated with Green-Lindsay’s model
for homogeneous solids in matrix form reads as (see [7, 8, 21–23])

A(∂x, τ)U(x, τ) = Φ(x, τ) ,

where U = (u1, u2, u3, ϑ)> := (u, ϑ)> is a complex valued unknown vector function with
u = (u1, u2, u3)> being the elastic displacement vector and ϑ the temperature distribution, Φ =
(Φ1,Φ2,Φ3,Φ4)> is a given vector function,

A(∂x, τ) = [Apq(∂x, τ)]4×4 :=

[
[crjkl∂j∂l − %τ2δrk]3×3 [−(1 + ν0τ)λrj∂j ]3×1

[−τλkl∂l]1×3 ηjl∂j∂l − τ2h0 − τd0

]
4×4

. (2.13)

The corresponding constitutive relations are

σrj(x, τ) = crjklεkl(x, τ)− (1 + ν0τ)λrjϑ(x, τ),

qj(x, τ) = − T0 ηjl∂lϑ(x, τ) .

The stress operator in the theory of thermo-elasticity has the form

T (∂x, n, τ) =
[
Tpq(∂x, n, τ)

]
4×4

:=

[
[crjkl nj∂l]3×3 [−(1 + ν0τ)λrjnj ]3×1

[0]1×3 ηjlnj∂l

]
4×4

(2.14)

and the corresponding generalized thermo-stress vector is written as

T (∂x, n, τ)U(x, τ) =
(
σ1j(x, τ)nj(x), σ2j(x, τ)nj(x), σ3j(x, τ)nj(x),−T−1

0 qj(x, τ)nj(x)
)>
,

where the first three components correspond to the mechanical stress vector in the theory of generalized
thermo-elasticity and the fourth component is (−T−1

0 ) times the normal component of the heat flux
vector; here again, n = (n1, n2, n3) stands for the unit normal vector to the corresponding surface
element.

For arbitrary vector functions U = (u1, u2, u3, ϑ)> ∈
[
C2(Ω)

]4
and U ′ = (u′1, u

′
2, u
′
3, ϑ
′)> ∈[

C2(Ω)
]4
, we have Green’s first identity for the thermo-elasticity case∫

Ω

[
A(∂x, τ)U · U ′ + Eτ (U,U ′)

]
dx =

∫
∂Ω

{T (∂x, n, τ)U}+ · {U ′}+dS , (2.15)
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where

Eτ (U,U ′) := crjkl ∂luk ∂ju′r + % τ2 ur u′r + λkj [τϑ′∂juk − (1 + ν0τ)ϑ∂ju′k]

+ ηjl ∂lϑ∂jϑ′ + τ (h0τ + d0)ϑϑ′ . (2.16)

By a standard limiting procedure, Green’s first formula (2.15) can be extended to the Lipschitz

domains and to the vector functions U ∈
[
W 1

2 (Ω)
]4

and U ′ ∈
[
W 1

2 (Ω)
]4

possessing the property

A(∂x, τ)U ∈
[
L2(Ω)

]4
,∫

Ω

[
A(∂x, τ)U · U ′ + Eτ (U,U ′)

]
dx =

〈
{T (∂x, n, τ)U}+ , {U ′}+

〉
S
.

Green’s first formula holds also for the exterior unbounded domain Ω− in the class of functions
decaying at infinity.

Definition 2.1. We say that a vector function U = (u1, u2, u3, ϑ)> ∈ [W 1
2, loc(Ω−)]4 belongs to the

class Zτ (Ω−) if the components of U satisfy the following decay conditions at infinity:

uk(x) = O(|x|−2), ∂juk(x) = O(|x|−2),
ϑ(x) = O(|x|−2), ∂jϑ(x) = O(|x|−2), k, j = 1, 2, 3.

(2.17)

Evidently, Zτ (Ω−) ⊂ [W 1
2 (Ω−)]4.

For arbitrary vector functions U = (u1, u2, u3, ϑ)> ∈ [C1(Ω−)]4 ∩ [C2(Ω−)]4 ∩ Zτ (Ω−) and U ′ =

(u′1, u
′
2, u
′
3, ϑ
′)> ∈ [C1(Ω−)]4 ∩ Zτ (Ω−) with A(∂x, τ)U ∈ [L2,comp(Ω−)]4 the following Green’s first

identity for the exterior domain Ω−∫
Ω−

[
A(∂x, τ)U · U ′ + Eτ (U,U ′)

]
dx = −

∫
∂Ω−

{T (∂x, n, τ)U}− · {U ′}−dS (2.18)

holds true. By a standard limiting procedure, Green’s formula (2.18) can be extended to the Lipschitz

domains and to the vector functions U ∈
[
W 1

2, loc(Ω−)
]4

and U ′ ∈
[
W 1

2, loc(Ω−)
]4

satisfying the decay

conditions at infinity (2.17) and possessing the property A(∂x, τ)U ∈
[
L2, comp(Ω−)

]4
,∫

Ω−

[
A(∂x, τ)U · U ′ + Eτ (U,U ′)

]
dx = −

〈
{T (∂x, n, τ)U}− , {U ′}−

〉
S
, (2.19)

where A(∂x, τ)U is compactly supported and {T (∂x, n, τ)U}− ∈ [H
−1/2
2 (S)]4 is the generalized trace

of the stress vector on the boundary surface S = ∂Ω−. Note that since the operator A(∂x, τ) is
strongly elliptic and A(∂x, τ)U has a compact support, therefore, actually, U is an analytic vector
function of the real variables (x1, x2, x3) in the vicinity of infinity (in the domain Ω−\suppA(∂x, τ)U)
and conditions (2.17) can be understood in the usual classical pointwise sense. Hence, the improper
integral over Ω− in formula (2.19) is convergent and well defined.

2.3. Formulation of the basic transmission problems. Here we formulate the basic transmission
problems in the classical pointwise sense and in the weak sense, when the whole space R3 is divided

into two simply connected regions R3 = Ω(1) ∪ Ω(2), where Ω(1) is a bounded domain with a smooth

boundary S and Ω(2) is its unbounded complement, Ω(2) = R3 \Ω(1). We assume that the region Ω(1)

is filled up with a material subject to the termo-electro-magneto-elasticity model, while the region
Ω(2) is filled up with a material subject to the thermo-elasticity model. The thermo-mechanical and
electro-magnetic characteristics, material constants, differential and boundary operators associated
with the domain Ω(β) for β = 1, 2, we equip with the superscript (β).

In what follows, we assume that all unknown vector functions and the given vector functions
depend on the complex parameter τ , however, we will not show explicitly this dependence and drop
the argument τ in the case of functions, but we will keep the argument in the differential and stress
operators.
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Definition 2.2. A vector U (1) = (U
(1)
1 , . . . , U

(1)
6 )> is called regular in the domain Ω(1) if

U (1) ∈ [C1(Ω(1))]6 ∩ [C2(Ω(1))]6.

Similarly, a vector U (2) = (U
(2)
1 , . . . , U

(2)
4 )> is called regular in the domain Ω(2) if

U (2) ∈ [C1(Ω(2))]4 ∩ [C2(Ω(2))]4 ∩ Zτ (Ω(2)) .

The basic transmission problem (TD)τ : Find regular solutions U (1) = (U
(1)
1 , . . . , U

(1)
6 )> and

U (2) = (U
(2)
1 , . . . , U

(2)
4 )> to the equations

A(1)(∂x, τ)U (1)(x) = Φ(1)(x) , x ∈ Ω(1), (2.20)

A(2)(∂x, τ)U (2)(x) = Φ(2)(x) , x ∈ Ω(2), (2.21)

satisfying on the interface S the following transmission conditions:

{U (1)
j (x)}+ − {U (2)

j (x)}− = fj(x), j = 1, 2, 3, x ∈ S, (2.22)

{U (1)
6 (x)}+ − {U (2)

4 (x)}− = f6(x), x ∈ S, (2.23)

{T (1)(∂x, n, τ)U (1)(x)}+j − {T
(2)(∂x, n, τ)U (2)(x)}−j = Fj(x), j = 1, 2, 3, x ∈ S, (2.24)

{T (1)(∂x, n, τ)U (1)(x)}+6 − {T (2)(∂x, n, τ)U (2)(x)}−4 = F6(x), x ∈ S, (2.25)

and the Dirichlet type boundary conditions

{U (1)
j (x)}+ = fj(x), j = 4, 5, x ∈ S. (2.26)

The basic transmission problem (TN)τ : Find regular solutions U (1) and U (2) to equations (2.20)–
(2.21) satisfying transmission conditions (2.22)–(2.25) and the Neumann type boundary conditions

{T (1)(∂x, n, τ)U (1)(x)}+j = Fj(x), j = 4, 5, x ∈ S. (2.27)

Here, the differential operators A(β)(∂x, τ) and generalized stress operators T (β)(∂x, n, τ), β = 1, 2, are
defined by (2.1), (2.8) and (2.13), (2.14), respectively. The data of the problems satisfy the following
inclusions:

Φ(1) = (Φ
(1)
1 , . . . ,Φ

(1)
6 )> ∈ [C(Ω(1))]6,

Φ(2) = (Φ
(2)
1 , . . . ,Φ

(2)
4 )> ∈ [C(Ω(2))]4, supp Φ(2) is compact,

fj ∈ C1(S), Fj ∈ C(S), j = 1, 2, . . . , 6.

Note that the transmission conditions relate one-sided limits (traces) of similar fields: equations (2.22)
relate the components of the displacement vectors u(1) and u(2), equation (2.23) relates temperature

functions U
(1)
6 = ϑ(1) and U

(2)
4 = ϑ(2), equation (2.24) relates components of the mechanical stress

vectors, and finally, equation (2.25) relates normal components of the heat flux vectors. Further, equa-
tion (2.26) describes the Dirichlet conditions for the electric and magnetic potentials, while equation
(2.27) corresponds to the Neumann type boundary conditions for the prescribed normal components
of the electric displacement and magnetic induction vectors.

Remark 2.3. Note that Green’s formulas can be extended to the general Sobolev W 1
p (Ω) spaces

with arbitrary p > 1. For example, if U (1) ∈ [W 1
p (Ω(1))]6 with A(1)(∂x, τ)U (1) ∈

[
Lp(Ω

(1))
]6

and U ′ ∈ [W 1
p′(Ω

(1))]6 with 1/p + 1/p′ = 1, then formula (2.12) holds true due to the inclusion

{U ′}+ ∈ [B
1−1/p′

p′,p′ (∂Ω(1))]6 = [B
−1/p
p′,p′ (∂Ω(1))]6 and defines the generalized trace of the stress vector

{T (1)(∂x, n, τ)U (1)}+ ∈ [B
−1/p
p,p (∂Ω(1))]6 on ∂Ω(1).

Similarly, if vector functions U (2) ∈ [W 1
p (Ω(2))]4 and U ′ ∈ [W 1

p′(Ω
(2))]4 satisfy the decay con-

ditions at infinity (2.17), and A(2)(∂x, τ)U (2) ∈
[
Lp, comp(Ω(2))

]4
, then formula (2.19) holds true

due to the inclusion {U ′}− ∈ [B
−1/p
p′,p′ (∂Ω(2))]4 and defines the generalized trace of the stress vector

{T (2)(∂x, n, τ)U (2)}− ∈ [B
−1/p
p,p (∂Ω(2))]4 on ∂Ω(2).

In these cases, the symbol 〈 · , · 〉S denotes the duality pairing of the space [B
−1/p
p,p (S)]m with the

space [B
1/p
p′,p′(S)]m for m = 6 and m = 4, respectively.
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These generalized Green’s formulas give us possibility to formulate the transmission problems in a
week sense.

Weak formulation of the basic transmission problems (TD)τ and (TN)τ :
Find vector functions

U (1) ∈ [W 1
p (Ω(1))]6 and U (2) ∈ [W 1

p, loc(Ω(2))]4 ∩ Zτ (Ω(2)), p > 1,

satisfying the differential equations (2.20) and (2.21) in the distributional sense, transmission condi-
tions (2.22)–(2.23) and the Dirichlet type boundary condition (2.26) in the usual trace sense, trans-
mission conditions (2.24)–(2.25) and the Neumann type boundary condition (2.27) in the generalized
functional sense defined by Green’s formulas (2.12) and (2.19).
In the case of weak setting, we assume that

Φ(1) ∈ [Lp(Ω
(1))]6, Φ(2) ∈ [Lp, comp(Ω(2))]4,

fj ∈ B
1− 1

p
p,p (S), Fj ∈ B

− 1
p

p,p (S), j = 1, 2, . . . , 6.

Recall that for p = 2 we have B
± 1

2
2,2 (S) = H

± 1
2

2 (S).

2.4. Formulation of the boundary-transmission problems for layered composite struc-

tures. Let us now consider a bounded elastic composite structure Ω(1) ∪Ω(2) with the interface S(1)

and the exterior boundary S(2), assuming that in the region Ω(1), we have again the GTEME model
and in the region Ω(2) the GTE model. Evidently, ∂Ω(1) = S(1) and ∂Ω(2) = S(1)∪S(2). For x ∈ S(β),
by n(x) we denote again the outward unit normal vector to the surfaces S(β), β = 1, 2.

The boundary-transmission problems in the case under consideration are formulated as follows.

We are looking for regular solutions U (1) = (U
(1)
1 , . . . , U

(1)
6 )> ∈ [C1(Ω(1))]6 ∩ [C2(Ω(1))]6 and

U (2) = (U
(2)
1 , . . . , U

(2)
4 )> ∈ [C1(Ω(2))]4 ∩ [C2(Ω(2))]4 to the corresponding differential equations (2.20)

and (2.21), respectively, satisfying the boundary-transmission conditions formulated in the problems
(TD)τ or (TN)τ on the interface S(1) and one of the following boundary conditions on the exterior
boundary S(2):
(D) Dirichlet boundary condition

{U (2)(x)}+ = f∗(x), x ∈ S(2);

(N) Neumann boundary condition

{T (2)(∂x, n, τ)U (2)(x)}+ = F ∗(x), x ∈ S(2);

(M) Mixed type boundary conditions

{U (2)(x)}+ = f (D)(x), x ∈ S(2)
D ,

{T (2)(∂x, n, τ)U (2)(x)}+ = F (N)(x), x ∈ S(2)
N ,

where S
(2)
D and S

(2)
N are non-overlapping open submanifolds, S(2) = S

(2)
D ∪ S(2)

N , S
(2)
D ∩ S(2)

N = ∅;

f∗ = (f∗1 , . . . , f
∗
4 )>, F ∗ = (F ∗1 , . . . , F

∗
4 )>, f (D) = (f

(D)
1 , . . . , f

(D)
4 )>, and F (N) = (F

(N)
1 , . . . , F

(N)
4 )>

are the given vector functions from the appropriate continuous function spaces.
In the case of weak setting of the problems we look for solutions U (1) ∈ [W 1

p (Ω(1))]6 and U (2) ∈
[W 1

p (Ω(2))]4 of the differential equations (2.20) and (2.21) in the distributional sense, and satisfying
the above-listed boundary and transmission conditions in the trace sense for the Dirichlet data and
in the generalized functional trace sense for the Neumann data. In this case, the data of the problem
satisfy the inclusions:

Φ(1) ∈ [Lp(Ω
(1))]6, Φ(2) ∈ [Lp(Ω

(2))]4,

fj ∈ B
1− 1

p
p,p (S(1)), Fj ∈ B

− 1
p

p,p (S(1)), j = 1, 2, . . . , 6,

f∗j ∈ B
1− 1

p
p,p (S(2)), F ∗j ∈ B

− 1
p

p,p (S(2)), j = 1, 2, . . . , 4,

f
(D)
j ∈ B1− 1

p
p,p (S

(2)
D ), F

(N)
j ∈ B−

1
p

p,p (S
(2)
N ), j = 1, 2, . . . , 4.
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In what follows,we refer the above problems as (DTD)τ , (NTD)τ , (MTD)τ , (DTN)τ , (NTN)τ , and
(MTN)τ , where the first letter indicates the type of boundary conditions on the exterior boundary S(2),
while the next two letters indicate the type of boundary-transmission conditions on the interface S(1).

3. Uniqueness Theorems

Due to the linearity of the above-formulated problems, we consider the corresponding homogeneous
problems and prove the uniqueness theorems for weak solutions implying the uniqueness for regular

solutions as well. In what follows, we assume that the time relaxation parameters ν
(1)
0 and ν

(2)
0

involved in the equations of the GTEME and GTE models are the same,

ν
(1)
0 = ν

(2)
0 =: ν0.

Theorem 3.1. Let the interface surface S be the Lipschitz one and τ = σ + iω with σ > σ0 > 0
and ω ∈ R. The basic homogeneous transmission problem (TD)τ has only the trivial weak solution
for p = 2, while the general weak solution to the homogeneous transmission problem (TN)τ reads as a
pair of vectors U (1) = (0, 0, 0, b1, b2, 0)> and U (2) = (0, 0, 0, 0)>, where b1 and b2 are arbitrary complex
constants.

Proof. Let a pair of vector functions

(U (1), U (2)) ∈ [W 1
2 (Ω(1))]6 ×

(
[W 1

2 (Ω(2))]4 ∩ Zτ (Ω(2))
)

be a weak solution to one of the homogeneous transmission problems listed in the theorem. For
arbitrary vector functions U ′ = (u′1, u

′
2, u
′
3, ϕ
′, ψ′, ϑ′)> ∈ [W 1

2 (Ω(1))]6 and V ′ = (v′1, v
′
2, v
′
3, θ
′)> ∈

[W 1
2 (Ω(2))]4, from Green’s formulas (2.12) and (2.19), we have∫

Ω(1)

E(1)
τ (U (1), U ′) dx =

〈
{T (1)(∂x, n, τ)U (1)}+ · {U ′}+

〉
S
, (3.1)

∫
Ω(2)

E(2)
τ (U (2), V ′) dx = −

〈
{T (2)(∂x, n, τ)U (2)}− · {V ′}−

〉
S
, (3.2)

where E(1)
τ (·, ·) and E(2)

τ (·, ·) are defined by the relations (2.11) and (2.16) respectively, with the material
constants associated with the regions Ω(1) and Ω(2),

E(1)
τ (U (1), U ′) = c

(1)
rjkl ∂lu

(1)
k ∂ju′r + %(1) τ2 u(1)

r u′r + e
(1)
lrj

(
∂lϕ

(1) ∂ju′r − ∂ju(1)
r ∂lϕ′

)
+q

(1)
lrj

(
∂lψ

(1)∂ju′r−∂ju(1)
r ∂lψ′

)
+κ(1)

jl ∂lϕ
(1)∂jϕ′+a

(1)
jl

(
∂lϕ

(1)∂jψ′+ ∂jψ
(1)∂lϕ′

)
+ µ

(1)
jl ∂lψ

(1) ∂jψ′ + λ
(1)
kj

[
τ ∂ju

(1)
k ϑ′ − (1 + ν0τ)ϑ(1) ∂ju′k

]
−p(1)

l

[
τ∂lϕ

(1)ϑ′+(1+ν0τ)ϑ(1)∂lϕ′
]
−m(1)

l

[
τ∂lψ

(1)ϑ′+(1+ν0τ)ϑ(1)∂lψ′
]

+ η
(1)
jl ∂lϑ

(1) ∂jϑ′ + τ
(
h

(1)
0 τ + d

(1)
0

)
ϑ(1) ϑ′ , (3.3)

E(2)
τ (U (2), V ′) = c

(2)
rjkl ∂lu

(2)
k ∂jv′r + %(2) τ2 u(2)

r v′r

+ λ
(2)
kj

[
τ ∂ju

(2)
k θ′ − (1 + ν0τ)ϑ(2) ∂jv′k

]
+ η

(2)
jl ∂lϑ

(2) ∂jθ′

+ τ
(
h

(2)
0 τ + d

(2)
0

)
ϑ(2) θ′ . (3.4)

If in Green’s formulas (3.1) and (3.2) we substitute successively the vectors(
u

(1)
1 , u

(1)
2 , u

(1)
3 , 0, 0, 0

)>
,
(
0, 0, 0, ϕ(1), 0, 0

)>
,
(
0, 0, 0, 0, ψ(1), 0

)>
,(

0, 0, 0, 0, 0,
1 + ν0τ

τ
ϑ(1)

)>
and (

u
(2)
1 , u

(2)
2 , u

(2)
3 , 0

)>
,
(

0, 0, 0,
1 + ν0τ

τ
ϑ(2)

)>
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in the place of the vectors U ′ and V ′ respectively, we get the following relations:∫
Ω(1)

[
c
(1)
rjkl∂lu

(1)
k ∂ju

(1)
r + %(1)τ2u(1)

r u
(1)
r + e

(1)
lrj ∂lϕ

(1) ∂ju
(1)
r + q

(1)
lrj ∂lψ

(1) ∂ju
(1)
r

− (1 + ν0τ)λ
(1)
kj ϑ

(1) ∂ju
(1)
k

]
dx =

∫
S

{[T (1)(∂, n, τ)U (1)]r}+ · {u(1)
r }+dS, (3.5)

∫
Ω(1)

[
− e(1)

lrj ∂ju
(1)
r ∂lϕ(1) + κ(1)

jl ∂lϕ
(1) ∂jϕ(1) + a

(1)
jl ∂jψ

(1) ∂lϕ(1)

− (1 + ν0τ)p
(1)
l ϑ(1) ∂lϕ(1)

]
dx =

∫
S

{[T (1)(∂, n, τ)U (1)]4}+ · {ϕ(1)}+dS, (3.6)

∫
Ω(1)

[
− q(1)

lrj ∂ju
(1)
r ∂lψ(1) + a

(1)
jl ∂lϕ

(1) ∂jψ(1) + µ
(1)
jl ∂lψ

(1) ∂jψ(1)

− (1 + ν0τ)m
(1)
l ϑ(1) ∂lψ(1)

]
dx =

∫
S

{[T (1)(∂, n, τ)U (1)]5}+ · {ψ(1)}+dS, (3.7)

∫
Ω(1)

{
(1+ν0τ)

[
λ

(1)
kj ϑ

(1)∂ju
(1)
k −p

(1)
l ϑ(1)∂lϕ

(1)−m(1)
l ϑ(1)∂lψ

(1)+(h
(1)
0 τ + d

(1)
0 )|ϑ(1)|2

]
+

1+ν0τ

τ
η

(1)
jl ∂lϑ

(1)∂jϑ(1)
}
dx=

1+ν0τ

τ

∫
S

{[T (1)(∂, n, τ)U (1)]6}+ · {ϑ(1)}+dS, (3.8)

∫
Ω(2)

[
c
(2)
rjkl∂lu

(2)
k ∂ju

(2)
r + %(2)τ2u(2)

r u
(2)
r − (1 + ν0τ)λ

(2)
kj ϑ

(2) ∂ju
(2)
k

]
dx

= −
∫
S

{[T (2)(∂, n, τ)U (2)]r}− · {u(2)
r }−dS, (3.9)

∫
Ω(2)

{
(1+ν0 τ)

[
λ

(2)
kj ϑ

(2)∂ju
(2)
k +(h

(2)
0 τ + d

(2)
0 )|ϑ(2)|2

]
+

1+ν0τ

τ
η

(2)
jl ∂lϑ

(2)∂jϑ(2)
}
dx

= − 1 + ν0 τ

τ

∫
S

{[T (2)(∂, n, τ)U (2)]4}− · {ϑ(2)}−dS. (3.10)

Now, if we add termwise equation (3.5), the complex conjugate of equations (3.6)–(3.8), equation
(3.9), and the complex conjugate of equation (3.10), and take into account symmetry properties (2.2)
of coefficients for both models and the homogeneous transmission and boundary conditions, we arrive
at the relation ∫

Ω(1)

{
c
(1)
rjkl ∂lu

(1)
k ∂ju

(1)
r + %(1) τ2|u(1)|2 + κ(1)

jl ∂lϕ
(1) ∂jϕ(1)

+ a
(1)
jl

(
∂lψ

(1) ∂jϕ(1) + ∂jϕ
(1) ∂lψ(1)

)
+ µ

(1)
jl ∂lψ

(1) ∂jψ(1)

− 2 Re
[
p

(1)
l (1 + ν0τ)ϑ(1) ∂lϕ(1)

]
− 2 Re

[
m

(1)
l (1 + ν0τ)ϑ(1) ∂lψ(1)

]
+ (1 + ν0τ)(h

(1)
0 τ + d

(1)
0 ) |ϑ(1)|2 +

1 + ν0τ

τ
η

(1)
jl ∂lϑ

(1) ∂jϑ(1)
}
dx

+

∫
Ω(2)

{
c
(2)
rjkl ∂lu

(2)
k ∂ju

(2)
r + %(2) τ2|u(2)|2 + (1 + ν0τ)(h

(2)
0 τ + d

(2)
0 ) |ϑ(2)|2

+
1 + ν0τ

τ
η

(2)
jl ∂lϑ

(2) ∂jϑ(2)
}
dx = 0. (3.11)
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Due to the relations (2.5) and the positive definiteness of the matrix Λ(1) defined in (2.7), the following
relations

c
(β)
rjkl ∂ru

(β)
j ∂ku

(β)
l ≥ λ0 ε

(β)
kj ε

(β)
kj , η

(β)
jl ∂lϑ

(β) ∂jϑ(β) ≥ λ0 |∇ϑ(β)|2, β = 1, 2,

[κ(1)
jl ∂lϕ

(1) ∂jϕ(1) + a
(1)
jl (∂lψ

(1) ∂jϕ(1) + ∂jϕ
(1) ∂lψ(1)) + µ

(1)
jl ∂lψ

(1) ∂jψ(1)]

≥ λ0(|∇ϕ(1)|2 + |∇ψ(1)|2), (3.12)

hold true, where λ0 is a positive constant and ∇ = (∂1, ∂2, ∂3). Using the equalities

τ2 = σ2 − ω2 + 2iσω,
1 + ν0τ

τ
=
σ + ν0(σ2 − ω2)

|τ |2
+ i

ω(1 + 2σν0)

|τ |2
,

(1 + ν0τ)(h
(β)
0 τ + d

(β)
0 ) = d

(β)
0 + ν0h

(β)
0 |τ |2 + (h

(β)
0 + ν0d

(β)
0 )σ + i ω(ν0d

(β)
0 − h(β)

0 )

and separating the imaginary part of relation (3.11), we find

ω

( 2∑
β=1

∫
Ω(β)

{
2 %(β) σ |u(β)|2 + (ν0d

(β)
0 − h(β)

0 )|ϑ(β)|2

+
1 + 2σν0

|τ |2
η

(β)
jl ∂lϑ

(β) ∂jϑ(β)
}
dx

)
= 0.

By inequalities (2.4) and since σ > σ0 > 0, we conclude u
(β)
j = 0 and ϑ(β) = 0 in Ω(β), β = 1, 2, for

ω 6= 0. Then from (3.11) we have∫
Ω(1)

[
κ(1)
jl ∂lϕ

(1) ∂jϕ(1) + a
(1)
jl (∂lψ

(1) ∂jϕ(1) + ∂jϕ
(1) ∂lψ(1))

+µ
(1)
jl ∂lψ

(1) ∂jψ(1)
]
dx = 0,

whence, in view of the last inequality in (3.12), we find ∂lϕ
(1) = 0, ∂lψ

(1) = 0, l = 1, 2, 3, in Ω(1).
Thus, if ω 6= 0, then

u(1) = 0, ϕ(1) = b1 = const, ψ(1) = b2 = const, ϑ(1) = 0 in Ω(1),

u(2) = 0, ϑ(2) = 0 in Ω(2).
(3.13)

If ω = 0, then τ = σ > 0 and (3.11) can be rewritten in the form∫
Ω(1)

{
c
(1)
rjkl∂lu

(1)
k ∂ju

(1)
r + %(1) σ2|u(1)|2 +

1 + ν0σ

σ
η

(1)
jl ∂lϑ

(1) ∂jϑ(1)
}
dx

+

∫
Ω(1)

{
κ(1)
jl ∂lϕ

(1) ∂jϕ(1) + a
(1)
jl (∂lψ

(1) ∂jϕ(1) + ∂jϕ
(1) ∂lψ(1)) + µ

(1)
jl ∂lψ

(1) ∂jψ(1)

− 2p
(1)
l (1 + ν0σ) Re

[
ϑ(1) ∂lϕ(1)

]
− 2m

(1)
l (1 + ν0σ) Re

[
ϑ(1) ∂lψ(1)

]
+ (1 + ν0σ)(h

(1)
0 σ + d

(1)
0 ) |ϑ(1)|2

}
dx

+

∫
Ω(2)

{
c
(2)
rjkl∂lu

(2)
k ∂ju

(2)
r + %(2) σ2|u(2)|2 +

1 + ν0σ

σ
η

(2)
jl ∂lϑ

(2) ∂jϑ(2)
}
dx

+

∫
Ω(2)

{
(1 + ν0σ)(h

(2)
0 σ + d

(2)
0 ) |ϑ(2)|2

}
dx = 0. (3.14)

The integrands in the first and third integrals are nonnegative. Let us show that the integrand in
the second integral is nonnegative, as well. Introducing the following notation

ζj := ∂jϕ
(1), ζj+3 := ∂jψ

(1), ζ7 := −ϑ(1), ζ8 := −σϑ(1), j = 1, 2, 3,
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and

Θ := (ζ1, ζ2, . . . , ζ8)>,

we deduce the relation

κ(1)
jl ∂lϕ

(1) ∂jϕ(1) + a
(1)
jl (∂lψ

(1) ∂jϕ(1) + ∂jϕ
(1) ∂lψ(1))

+ µ
(1)
jl ∂lψ

(1) ∂jψ(1) − 2p
(1)
l (1 + ν0σ) Re

[
ϑ(1) ∂lϕ(1)

]
− 2m

(1)
l (1 + ν0σ) Re

[
ϑ(1) ∂lψ(1)

]
+ (1 + ν0σ)(h

(1)
0 σ + d

(1)
0 ) |ϑ(1)|2

= [κ(1)
jl ∂lϕ

(1) + a
(1)
jl ∂lψ

(1) + p
(1)
j (−ϑ(1)) + ν0p

(1)
j (−σϑ(1))] ∂jϕ(1)

+ [a
(1)
jl ∂lϕ

(1) + µ
(1)
jl ∂lψ

(1) +m
(1)
j (−ϑ(1)) + ν0m

(1)
j (−σϑ(1))] ∂jψ(1)

+ [p
(1)
l ∂lϕ

(1) +m
(1)
l ∂lψ

(1) + d
(1)
0 (−ϑ(1)) + h

(1)
0 (−σϑ(1))](−ϑ(1))

+ [ν0p
(1)
l ∂lϕ

(1) + ν0m
(1)
l ∂lψ

(1) + h
(1)
0 (−ϑ(1)) + ν0h

(1)
0 (−σϑ(1))](−σϑ(1))

+ σ(d
(1)
0 ν0 − h(1)

0 ) |ϑ(1)|2

= [κ(1)
jl ζl + a

(1)
jl ζl+3 + p

(1)
j ζ7 + ν0p

(1)
j ζ8)] ζj

+ [a
(1)
jl ζl + µ

(1)
jl ζl+3 +m

(1)
j ζ7 + ν0m

(1)
j ζ8] ζj+3

+ [p
(1)
l ζl +m

(1)
l ζl+3 + d

(1)
0 ζ7 + h

(1)
0 ζ8] ζ7

+ [ν0p
(1)
l ζl + ν0m

(1)
l ζl+3 + h

(1)
0 ζ7 + ν0h

(1)
0 ζ8] ζ8

+ σ(d
(1)
0 ν0 − h(1)

0 ) |ϑ(1)|2

=

8∑
p,q=1

Mpqζq ζp + σ(d
(1)
0 ν0 − h(1)

0 ) |ϑ(1)|2

= M Θ ·Θ + σ(d
(1)
0 ν0 − h(1)

0 ) |ϑ(1)|2 ≥ C0 |Θ|2,

with some positive constant C0, due to the positive definiteness of the matrix M defined by (2.6) and

the inequality σ(d
(1)
0 ν0 − h(1)

0 ) > 0. Taking into account inequalities (2.4) and σ > 0, it can be easily

checked that (1 + ν0σ)(h
(2)
0 σ + d

(2)
0 ) is positive, hence the integrand in the forth integral in (3.14) is

also nonnegative. Therefore, from (3.14) we see that the relations (3.13) hold true for ω = 0, as well.
Thus equalities (3.13) hold for arbitrary τ = σ + iω with σ > σ0 > 0 and ω ∈ R. On the one

hand, this implies that the transmission problem (TD)τ possesses only the trivial weak solution,
since on the interface S due to the homogeneous boundary conditions for ϕ(1) and ψ(1), we have
b1 = b2 = 0. On the other hand, a general weak solution to the transmission problem (TN)τ reads
as U (1) = (0, 0, 0, b1, b2, 0)> and U (2) = (0, 0, 0, 0)> with arbitrary complex constants b1 and b2. This
completes the proof. �

Theorem 3.2. Let the interface surface S(1), the exterior boundary S(2), and the boundary curve

` = ∂S
(2)
D = ∂S

(2)
N be Lipschitz continuous. Let τ = σ + iω with σ > σ0 ≥ 0 and ω ∈ R. Then the

homogeneous boundary-transmission problems (DTD)τ , (NTD)τ , and (MTD)τ have only the trivial
weak solutions for p = 2, while the general weak solution to the homogeneous boundary-transmission
problems (DTN)τ , (NTN)τ , and (MTN)τ is a pair of vector functions U (1) = (0, 0, 0, b1, b2, 0)> and
U (2) = (0, 0, 0, 0)>, where b1 and b2 are arbitrary complex constants.

Proof. Let a pair of vectors (U (1), U (2)) be a weak solution to one of the homogeneous transmission
problems listed in the theorem. Then for arbitrary vector-functions U ′ = (u′1, u

′
2, u
′
3, ϕ
′, ψ′, ϑ′)> ∈

[W 1
2 (Ω(1))]6 and V ′ = (v′1, v

′
2, v
′
3, θ
′)> ∈ [W 1

2 (Ω(2))]4, we have the following Green’s formulas:∫
Ω(1)

E(1)
τ (U (1), U ′) dx =

∫
S(1)

{T (1)(∂x, n, τ)U (1)}+ · {U ′}+dS ,
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Ω(2)

E(2)
τ (U (2), V ′) dx = −

∫
S(1)

{T (2)(∂x, n, τ)U (2)}− · {V ′}−dS

+

∫
S(2)

{T (2)(∂x, n, τ)U (2)}+ · {V ′}+dS ,

where E(1)
τ (· , ·) and E(2)

τ (· , ·) are defined in (3.3) and (3.4).
The arguments used in the proof of Theorem 3.1 extend mutatis mutandis to the present case and

we arrive at the relation (3.11), leading to the equalities

u(1) = 0, ϕ(1) = b1 = const, ψ(1) = b2 = const, ϑ(1) = 0 in Ω(1),
u(2) = 0, ϑ(2) = 0 in Ω(2),

where b1 and b2 are arbitrary complex constants. Therefore the proof of the theorem follows from the
homogeneous boundary and transmission conditions. �

4. Existence and Regularity Results

4.1. Existence results for the basic transmission problem (TD)τ . Let us consider the basic
transmission problem (TD)τ in the weak setting sense for the homogeneous differential equations

A(1)(∂x, τ)U (1)(x, τ) = 0 , x ∈ Ω(1), (4.1)

A(2)(∂x, τ)U (2)(x, τ) = 0 , x ∈ Ω(2), (4.2)

where A(1) and A(2) are defined by (2.1) and (2.13) respectively, and the sought for vectors

U (1) = (U
(1)
1 , . . . , U

(1)
6 )> ∈ [W 1

p (Ω(1))]6, U (2) = (U
(2)
1 , . . . , U

(2)
4 )> ∈ [W 1

p (Ω(2))]4 ∩ Zτ (Ω(2)),

satisfy on S (see (2.22)–(2.26)) the following transmission and Dirichlet type boundary conditions:

{U (1)
j (x)}+ − {U (2)

j (x)}− = fj(x), j = 1, 2, 3, x ∈ S, (4.3)

{U (1)
j (x)}+ = fj(x), j = 4, 5, x ∈ S, (4.4)

{U (1)
6 (x)}+ − {U (2)

4 (x)}− = f6(x), x ∈ S, (4.5)

{T (1)(∂x, n, τ)U (1)(x)}+j − {T
(2)(∂x, n, τ)U (2)(x)}−j = Fj(x), j = 1, 2, 3, x ∈ S, (4.6)

{T (1)(∂x, n, τ)U (1)(x)}+6 − {T (2)(∂x, n, τ)U (2)(x)}−4 = F6(x), x ∈ S, (4.7)

with p > 1 and the data satisfying the inclusions

fj ∈ B
1− 1

p
p,p (S), j = 1, 2, 3, 4, 5, 6, F1, F2, F3, F6 ∈ B

− 1
p

p,p (S),
S = ∂Ω(1) = ∂Ω(2) is a sufficiently smooth surface, say S ∈ C∞.

(4.8)

We will investigate the problem by the potential method. For the readers convenience, properties of
the layer potentials needed in our analysis are briefly presented in Appendix.

We look for the vectors U (1) and U (2) in the form of single layer potentials associated with the
operators A(1)(∂x, τ) and A(2)(∂x, τ) (see Appendix, formulas (5.2) and Corollary 5.4)

U (1)(x) = V
(1)
S ϕ(x), x ∈ Ω(1), ϕ = (ϕ1, . . . , ϕ6)> ∈

[
B
− 1
p

p,p (S)
]6
,

U (2)(x) = V
(2)
S ψ(x), x ∈ Ω(2), ψ = (ψ1, . . . , ψ4)> ∈

[
B
− 1
p

p,p (S)
]4
.

The transmission and boundary conditions (4.3)–(4.7) and properties of single layer potentials, pre-
sented in Appendix (see Theorems 5.1–5.3) lead then for ϕ and ψ on S to the following system of
integral equations:

6∑
l=1

[H(1)
S ]jl ϕl −

4∑
p=1

[H(2)
S ]jp ψp = fj on S, j = 1, 2, 3, (4.9)
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6∑
l=1

[H(1)
S ]4l ϕl = f4 on S, (4.10)

6∑
l=1

[H(1)
S ]5l ϕl = f5 on S, (4.11)

6∑
l=1

[H(1)
S ]6l ϕl −

4∑
p=1

[H(2)
S ]4p ψp = f6 on S, (4.12)

6∑
l=1

[
− 1

2
I6 +K(1)

S

]
jl
ϕl −

4∑
p=1

[1

2
I4 +K(2)

S

]
jp
ψp = Fj on S, j = 1, 2, 3, (4.13)

6∑
l=1

[
− 1

2
I6 +K(1)

S

]
6l
ϕl −

4∑
p=1

[1

2
I4 +K(2)

S

]
4p
ψp = F6 on S, (4.14)

where the integral operators H(l)
S and K(l)

S are associated with the single layer potentials and are
defined by (5.7) and (5.8), respectively.

To prove the unique solvability of the above system, we proceed as follows. Due to the invertibility
of the operators (see Theorem 5.3)

H(1)
S : [B

− 1
p

p,p (S)]6 → [B
1− 1

p
p,p (S)]6, H(2)

S : [B
− 1
p

p,p (S)]4 → [B
1− 1

p
p,p (S)]4, (4.15)

we can introduce new unknown vector functions

h = (h1, . . . , h6)> ∈ [B
1− 1

p
p,p (S)]6, g = (g1, . . . , g4)> ∈ [B

1− 1
p

p,p (S)]4,

by the relations h :=
[
H(1)
S

]
ϕ and g :=

[
H(2)
S

]
ψ implying

ϕ =
[
H(1)
S

]−1
h, ψ =

[
H(2)
S

]−1
g.

Evidently, then we have

U (1)(x) = V
(1)
S

(
[H(1)

S ]−1 h
)
(x) in Ω(1), (4.16)

U (2)(x) = V
(2)
S

(
[H(2)

S ]−1 g
)
(x) in Ω(2), (4.17)

where [H(j)
S ]−1 is the inverse to the operator H(j)

S , j = 1, 2, in (4.15) (see Theorem 5.3). Note that
these unknown densities are, actually, the traces on S of the sought for vectors

h =
{
U (1)

}+
, g =

{
U (2)

}−
. (4.18)

By Theorem 5.3, we have{
T (1)V

(1)
S

(
[H(1)

S ]−1 h
)}+

=
(
− 1

2
I6 +K(1)

S

)
[H(1)

S ]−1 h ≡ A(1)+
S h,{

T (2)V
(2)
S

(
[H(2)

S ]−1 g
)}−

=
(1

2
I4 +K(2)

S

)
[H(2)

S ]−1 g ≡ A(2)−
S g,

with Steklov-Poincaré type operators (see Appendix, formulas (5.12)–(5.13))

A(1)+
S :=

(
− 1

2
I6 +K(1)

S

)
[H(1)

S ]−1, A(2)−
S :=

(1

2
I4 +K(2)

S

)
[H(2)

S ]−1.

System (4.9)–(4.14) can be rewritten then for new unknown vectors h and g as follows

hj − gj = fj j = 1, 2, 3, (4.19)

h4 = f4, (4.20)

h5 = f5, (4.21)

h6 − g4 = f6, (4.22)[
A(1)+
S h

]
j
−
[
A(2)−
S g

]
j

= Fj , j = 1, 2, 3, (4.23)
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A(1)+
S h

]
6
−
[
A(2)−
S g

]
4

= F6. (4.24)

As we see, the unknowns h4 and h5 are uniquely defined by equations (4.20) and (4.21) and the above
system can be rewritten as

hj − gj = fj , j = 1, 2, 3, (4.25)

h6 − g4 = f6, (4.26)∑
l=1,2,3,6

[A(1)+
S ]jl hl −

4∑
l=1

[A(2)−
S ]jl gl = Fj − [A(1)+

S ]j4f4 − [A(1)+
S ]j5f5, j = 1, 2, 3, (4.27)

∑
l=1,2,3,6

[A(1)+
S ]6l hl −

4∑
l=1

[A(2)−
S ]4l gl = F6 − [A(1)+

S ]64f4 − [A(1)+
S ]65 f5, (4.28)

h4 = f4, (4.29)

h5 = f5. (4.30)

Further, let

h̃ := (h1, h2, h3, h6)>,

f̃ = (f1, f2, f3, f6)> ∈ [B
1− 1

p
p,p (S)]4, F̃ = (F̃1, F̃2, F̃3, F̃6)> ∈ [B

− 1
p

p,p (S)]4, (4.31)

F̃j = Fj − [A(1)+
S ]j4f4 − [A(1)+

S ]j5f5, j = 1, 2, 3, 6. (4.32)

From equations (4.25)–(4.30), we then get

h̃− g = f̃ , (4.33)

Ã(1)+
S h̃−A(2)−

S g = F̃ , (4.34)

h4 = f4, (4.35)

h5 = f5, (4.36)

where

Ã(1)+
S :=


[A(1)+

S ]11 [A(1)+
S ]12 [A(1)+

S ]13 [A(1)+
S ]16

[A(1)+
S ]21 [A(1)+

S ]22 [A(1)+
S ]23 [A(1)+

S ]26

[A(1)+
S ]31 [A(1)+

S ]32 [A(1)+
S ]33 [A(1)+]36

[A(1)+
S ]61 [A(1)+

S ]62 [A(1)+
S ]63 [A(1)+

S ]66


4×4

.

Finally, system (4.33)–(4.36) can be equivalently rewritten in more convenient form

h̃ = g + f̃ , (4.37)

h4 = f4, (4.38)

h5 = f5, (4.39)[
Ã(1)+
S −A(2)−

S

]
g = F̃ ∗, (4.40)

where F̃ ∗ = F̃ − Ã(1)+
S f̃ ∈ [B

− 1
p

p,p (S)]4.
Thus, the solvability of system (4.19)–(4.24) is equivalently reduced to the solvability of the matrix

pseudodifferential equation (4.40).
Next, we prove the following lemma.

Lemma 4.1. The operator

Ã(1)+
S −A(2)−

S : [B
1− 1

p
p,p ]4 → [B

− 1
p

p,p ]4, p > 1, (4.41)

is invertible.

Proof. Note that the integral operators H(j)
S and ± 1

2I
(j) +K(j)

S are elliptic pseudodifferential operators

of order −1 and 0, respectively. This implies that A(j)±
S , j = 1, 2, are also elliptic pseudodifferential

operators of order +1 (see [7]). More detailed analysis shows that the principal homogeneous symbol
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matrix of the operators A(1)+
S and −A(2)−

S are strongly elliptic (see [7, 21]). Therefore, the operator

Ã(1)+
S − A(2)−

S is a strongly elliptic pseudodifferential operator of order +1. Therefore, due to the
general theory of pseudodifferential equations on manifolds without boundary, if we show invertibility
of operator (4.41) for p = 2, then it will imply that of operator (4.41) for all p > 1.

Keeping in mind that B
± 1

2
2,2 (S) = H

± 1
2

2 (S), we have to show the invertibility of the operator

Ã(1)+
S −A(2)−

S : [H
1
2
2 (S)]4 → [H

− 1
2

2 (S)]4. (4.42)

Using Theorem 5.5 we easily deduce the coercivity inequalities for arbitrary vector function g̃ =

(g̃1, g̃2, g̃3, g̃4)> ∈
[
H

1
2
2 (S)

]4
,

Re
〈 (
Ã(1)+
S + C̃(1)

)
g̃, g̃
〉
S
≥ C1‖g̃‖2

[H
1
2
2 (S)]4

,

Re
〈 (
−A(2)−

S + C(2)
)
g̃, g̃
〉
S
≥ C2‖g̃‖2

[H
1
2
2 (S)]4

,

where C̃(1) :
[
H

1
2
2 (S)

]4 → [
H
− 1

2
2 (S)

]4
and C(2) :

[
H

1
2
2 (S)

]4 → [
H
− 1

2
2 (S)

]4
are compact operators.

Consequently, the following coercivity inequality

Re
〈 (
Ã(1)+
S −A(2)−

S + C̃(1) + C(2)
)
g̃, g̃
〉
S
≥ C‖g̃‖2

[H
1
2
2 (S)]4

, C = const > 0, (4.43)

holds implying that operator (4.42) is Fredholm one with zero index (see, e.g., [38, Ch. 2]).
Further, we show that the null space of operator (4.42) is trivial.

Let ϕ̃ =
(
ϕ̃1, ϕ̃2, ϕ̃3, ϕ̃4

)> ∈ [H 1
2
2 (S)

]4
be a solution to the homogeneous equation[

Ã(1)+
S −A(2)−

S

]
ϕ̃ = 0 on S (4.44)

and construct the vectors

U (1)(x) = V
(1)
S

(
[H(1)

S ]−1 ϕ
)
(x) in Ω(1), (4.45)

U (2)(x) = V
(2)
S

([
H(2)
S

]−1
ϕ̃
)
(x) in Ω(2), (4.46)

where ϕ =
(
ϕ̃1, ϕ̃2, ϕ̃3, 0, 0, ϕ̃4

)> ∈ [H 1
2
2 (S)

]6
.

By Theorems 5.1–5.3, evidently, [H(1)
S ]−1 ϕ ∈

[
H
− 1

2
2 (S)

]6
, [H(2)

S ]−1 ϕ̃ ∈
[
H
− 1

2
2 (S)

]4
and using the

mapping properties and the jump relations of the single layer potentials, we deduce:

U (1) ∈
[
W 1

2 (Ω(1))
]6
, U (2) ∈

[
W 1

2,loc(Ω(2))
]4 ∩ Zτ (Ω(2)), (4.47){

U (1)
}+

=
{
V

(1)
S

[
H(1)
S

]−1
ϕ
}+

= H(1)
S

([
H(1)
S

]−1
ϕ
)

= ϕ, (4.48){
U (2)

}−
=
{
V

(2)
S

[
H(2)
S

]−1
ϕ̃
}−

= H(2)
S

([
H(2)
S

]−1
ϕ̃
)

= ϕ̃, (4.49){
T (1)U (1)

}+
=
{
T (1)V

(1)
S

([
H(1)
S

]−1
ϕ
)}+

=
[
− 1

2I6 +K(1)
S

][
H(1)
S

]−1
ϕ = A(1)+

S ϕ, (4.50){
T (2)U (2)

}−
=
{
T (2)V

(2)
S

([
H(2)
S

]−1
ϕ̃
)}−

=
[

1
2I4 +K(2)

S

][
H(2)
S

]−1
ϕ̃ = A(2)−

S ϕ̃. (4.51)

Taking into account that
[
A(1)+
S ϕ

]
j

=
[
Ã(1)+
S ϕ̃

]
j

for j = 1, 2, 3, and
[
A(1)+
S ϕ

]
6

=
[
Ã(1)+
S ϕ̃

]
4
, from

relations (4.44)–(4.51), we conclude that the vectors defined by (4.45)–(4.46) solve the homogeneous
differential equations

A(β)(∂x, τ)U (β) = 0 in Ω(β), β = 1, 2,

and satisfy on S the homogeneous boundary-transmission conditions

{U (1)
j }

+ − {U (2)
j }

− = 0, j = 1, 2, 3,

{U (1)
j }

+ = 0, j = 4, 5,

{U (1)
6 }+ − {U

(2)
4 }− = 0,

{T (1)U (1)}+j − {T
(2)U (2)}−j = 0, j = 1, 2, 3,
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{T (1)U (1)}+6 − {T (2)U (2)}−4 = 0,

i.e., the pair (U (1), U (2)) solves the homogeneous basic boundary-transmission problem (TD)τ . There-
fore U (1) = 0 in Ω(1) and U (2) = 0 in Ω(2) by the uniqueness Theorem 3.1. Consequently, ϕ̃j = 0,
j = 1, 2, 3, 4, in view of (4.49) implying that the null space of the operator (4.42) is trivial which
completes the proof of the invertibility of the operators (4.42) and (4.41). �

Note that the operator M generated by the left hand side expressions of system (4.19)–(4.24) reads
as

M = ‖Mkj‖10×10 =

1 0 0 0 0 0 −1 0 0 0
0 1 0 0 0 0 0 −1 0 0
0 0 1 0 0 0 0 0 −1 0
0 0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0 0 −1

[A(1)+
S ]11 · · · · [A(1)+

S ]16 −[A(2)−
S ]11 · · −[A(2)−

S ]14

[A(1)+
S ]21 · · · · [A(1)+

S ]26 −[A(2)−
S ]21 · · −[A(2)−

S ]24

[A(1)+
S ]31 · · · · [A(1)+

S ]36 −[A(2)−
S ]31 · · −[A(2)−

S ]34

[A(1)+
S ]61 · · · · [A(1)+

S ]66 −[A(2)−
S ]41 · · −[A(2)−

S ]44


. (4.52)

Therefore this system can be rewritten in matrix form as follows

MΦ = Ψ,

where M is given by (4.52), Φ := (h, g)> is an unknown vector function, and Ψ is a known vector
function, Ψ := (f1, . . . , f6, F1, F2, F3, F4)>.

The above results imply the following assertions.

Lemma 4.2. Systems of integral equations (4.9)–(4.14) and (4.19)–(4.24) are uniquely solvable in the

spaces
[
B
− 1
p

p,p (S)
]6 × [B− 1

p
p,p (S)

]4
and

[
B

1− 1
p

p,p (S)
]6 × [B1− 1

p
p,p (S)

]4
, respectively, for arbitrary right-hand

side functions satisfying conditions (4.8).

Proof. Follows from Lemma 4.1 and equivalence of systems (4.9)–(4.14), (4.19)–(4.24), and
(4.37)–(4.40). �

Lemma 4.3. The operator

M :
[
B

1− 1
p

p,p (S)
]10 →

[
B

1− 1
p

p,p (S)
]6 × [B− 1

p
p,p (S)

]4
is invertible.

Proof. Follows from Lemmas 4.1 and 4.2 and the structure of the operator (4.52). �

From (4.37)–(4.40), for the solution vectors h ∈
[
B

1− 1
p

p,p (S)
]6

and g ∈
[
B

1− 1
p

p,p (S)
]4

, we derive the
following relations:

h̃ = (h1, h2, h3, h6)> =
[
Ã(1)+
S −A(2)−

S

]−1
F̃ −

[
Ã(1)+
S −A(2)−

S

]−1A(2)−
S f̃ , (4.53)

h4 = f4, (4.54)

h5 = f5, (4.55)

g = (g1, g2, g3, g4)> =
[
Ã(1)+
S −A(2)−

S

]−1
F̃ −

[
Ã(1)+
S −A(2)−

S

]−1Ã(1)+
S f̃ . (4.56)

Introduce the notation

Q̃ =
[
Q̃kj

]
4×4

:=
[
Ã(1)+
S −A(2)−

S

]−1
,

R̃ =
[
R̃kj

]
4×4

:=
[
Ã(1)+
S −A(2)−

S

]−1A(2)−
S ,
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M̃ =
[
M̃kj

]
4×4

:=
[
Ã(1)+
S −A(2)−

S

]−1Ã(1)+
S ,

and construct the following matrix operators

Q :=



Q̃11 Q̃12 Q̃13 0 0 Q̃14

Q̃21 Q̃22 Q̃23 0 0 Q̃24

Q̃31 Q̃32 Q̃33 0 0 Q̃34

0 0 0 0 0 0
0 0 0 0 0 0

Q̃41 Q̃42 Q̃43 0 0 Q̃44


6×6

,

R :=



R̃11 R̃12 R̃13 0 0 R̃14

R̃21 R̃22 R̃23 0 0 R̃24

R̃31 R̃32 R̃33 0 0 R̃34

0 0 0 1 0 0
0 0 0 0 1 0

R̃41 R̃42 R̃43 0 0 R̃44


6×6

.

The relations (4.53)–(4.56) can be rewritten then in the form

h = QF −Rf ∈
[
B

1− 1
p

p,p (S)
]6
, g = Q̃F̃ − M̃f̃ ∈

[
B

1− 1
p

p,p (S)
]4
,

where F =
(
F̃1, F̃2, F̃3, 0, 0, F̃6

)>
, f = (f1, f2, f3, f4, f5, f6)>, the vectors F̃ and f̃ are defined by

(4.31)–(4.32). Consequently, from (4.16) and (4.17), we get the following representation of the solution
vectors,

U (1) = V
(1)
S

([
H(1)
S

]−1
h
)

= V
(1)
S

(
[H(1)

S ]−1
(
QF −Rf

))
in Ω(1), (4.57)

U (2) = V
(2)
S

([
H(2)
S

]−1
g
)

= V
(2)
S

([
H(2)
S

]−1 (Q̃F̃ − M̃f̃
))

in Ω(2). (4.58)

Finally, let us formulate the following existence result.

Theorem 4.4. Let conditions (4.8) be fulfilled. Then the basic transmission problem (TD)τ ,

(4.1)–(4.7), is uniquely solvable in the space
[
W 1
p (Ω(1))

]6 × ([W 1
p,loc(Ω(2))

]4 ∩ Zτ (Ω(2))
)

for p > 1

and the solution pair of vectors (U (1), U (2)) is representable in the form of single layer potentials
(4.57)–(4.58).

Proof. The existence of a solution in the space
[
W 1
p (Ω(1))

]6 × ([W 1
p,loc(Ω(2))

]4 ∩ Zτ (Ω(2))
)

for p > 1

follows from the representation (4.57)–(4.58) and Lemmas 4.2 and 4.3. For p = 2, the solution is
unique due to Theorem 3.1. To show the uniqueness for p 6= 2, we proceed as follows. Let a pair

(U (1), U (2)) ∈
[
W 1
p (Ω(1))

]6 × ([W 1
p,loc(Ω(2))

]4 ∩ Zτ (Ω(2))
)

for p 6= 2

be a solution to the homogeneous basic transmission problem (TD)τ . Due to Corollary 5.4, U (1) and
U (2) are uniquely representable in the form of single layer potentials (4.16) and (4.17), respectively,
where the densities h and g are the traces on S of the vectors U (1) and U (2) (see (4.18)). Therefore, in
view of the homogenous boundary-transmission conditions on S, with the help of the above-employed
arguments we arrive at the homogeneous system of equations on S (cf. (4.37)–(4.40)):

h̃− g = 0,

h4 = 0,

h5 = 0,[
Ã(1)+
S −A(2)−

S

]
g = 0.

Due to the invertibility of the operator (4.41) (see Lemma 4.1), we deduce that g = 0 and h = 0 on
S implying U (1) = 0 in Ω(1) and U (2) = 0 in Ω(2). This completes the proof. �
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Corollary 4.5. Let S be the Lipschitz one and p = 2. Then the basic transmission problem (TD)τ ,

(4.1)–(4.8) is uniquely solvable in the space
[
W 1

2 (Ω(1))
]6×([W 1

2,loc(Ω(2))
]4 ∩ Zτ (Ω(2))

)
and the solu-

tion pair of vectors (U (1), U (2)) is representable again in the form (4.57)–(4.58).

Proof. We seek for a solution again in the form of single layer potentials (4.16) and (4.17). Using the
properties of the single layer potentials presented in Theorem 5.2, the problem is then again reduced
to system (4.37)–(4.40) and the coercivity inequality (4.43) leads to the invertibility of the operator
(4.42) which completes the proof. �

We have the following regularity result.

Corollary 4.6. Let S ∈ Cm,α′ with 0 < α < α′ 6 1 and m > 2 being an integer. Further, let

fj ∈ Ck,α(S), j = 1, . . . , 6, F1, F2, F3, F6 ∈ Ck−1,α(S), 1 6 k 6 m− 1.

Then the basic transmission problem (TD)τ , (4.1)–(4.7), is uniquely solvable in the space
[
Ck,α(Ω(1))

]6×([
Ck,α(Ω(2))

]4 ∩ Zτ (Ω(2))
)

and the solution pair of vectors (U (1), U (2)) is representable again in the

form (4.57)–(4.58).

Proof. The existence of a unique weak solution representable in the form (4.57)–(4.58) follows from
Theorem 4.4. On the other hand, Lemma 4.1 implies that the strongly elliptic pseudodifferential
operator

Ã(1)+
S −A(2)−

S : [Ck,α(S)]4 → [Ck−1,α(S)]4

is invertible. This implies that solution vectors to system (4.37)–(4.40) satisfy the inclusions h ∈
[Ck,α(S)]6 and g ∈ [Ck,α(S)]4. The regularity result then follows from the representation (4.16)–
(4.17) (and from (4.57)–(4.58) as well) and the mapping properties of the single layer potentials and
the corresponding boundary operators described in Theorem 5.1. �

4.2. Existence results for the boundary-transmission problem (DTD)τ . In this subsection
we consider a bounded composite structure Ω(1) ∪ Ω(2) introduced in Subsection 2.4. Recall that
S(1) is the interface between the interior domain Ω(1) and the exterior domain Ω(2) and S(2) is the
exterior boundary of the composite body. In the region Ω(1) we have the GTEME model and in the

region Ω(2) the GTE model. Evidently, ∂Ω(1) = S(1) and ∂Ω(2) = S(1) ∪ S(2), Ω(1) = Ω(1) ∪ S(1),

Ω(2) = Ω(2) ∪ S(1) ∪ S(2). For simplicity, let us assume that S(1), S(2) ∈ C∞.
We will investigate the boundary-transmission problem (DTD)τ in the weak setting sense for the

homogeneous differential equations

A(j)(∂x, τ)U (j)(x, τ) = 0 , x ∈ Ω(j), j = 1, 2,

where the differential operators A(1)(∂x, τ) and A(2)(∂x, τ) are defined by (2.1) and (2.13) respectively,
and the sought for vectors

U (1) = (U
(1)
1 , . . . , U

(1)
6 )> ∈ [W 1

p (Ω(1))]6, U (2) = (U
(2)
1 , . . . , U

(2)
4 )> ∈ [W 1

p (Ω(2))]4,

satisfy on the interface S(1) (see (2.22)–(2.26)) the following transmission conditions:

{U (1)
j (x)}+ − {U (2)

j (x)}− = fj(x), j = 1, 2, 3, x ∈ S(1), (4.59)

{U (1)
6 (x)}+ − {U (2)

4 (x)}− = f6(x), x ∈ S(1), (4.60)

{T (1)(∂x, n, τ)U (1)(x)}+j − {T
(2)(∂x, n, τ)U (2)(x)}−j = Fj(x), j = 1, 2, 3, x ∈ S(1), (4.61)

{T (1)(∂x, n, τ)U (1)(x)}+6 − {T (2)(∂x, n, τ)U (2)(x)}−4 = F6(x), x ∈ S(1), (4.62)

{U (1)
j (x)}+ = fj(x), j = 4, 5, x ∈ S(1), (4.63)

and on the exterior boundary S(2) the Dirichlet boundary conditions:

{U (2)
j (x)}+ = f∗j (x), j = 1, 2, 3, 4, x ∈ S(2). (4.64)



122 M. MREVLISHVILI AND D. NATROSHVILI

The data of the problem satisfy the inclusions

fj ∈ B
1− 1

p
p,p (S(1)), j = 1, 2, 3, 4, 5, 6, F1, F2, F3, F6 ∈ B

− 1
p

p,p (S(1)),

f∗j ∈ B
1− 1

p
p,p (S(2)), j = 1, 2, 3, 4.

(4.65)

We look for solutions U (1) and U (2) in the form of a linear combination of single layer potentials as-
sociated with the operators A(1) and A(2) and constructed by the corresponding fundamental matrices
Γ(1) and Γ(2) defined by (5.1), respectively:

U (1)(x) = V
(1)

S(1)ϕ
(1)(x), x ∈ Ω(1), (4.66)

U (2)(x) = V
(2)

S(1)ψ
(1)(x) + V

(2)

S(2)ψ
(2)(x), x ∈ Ω(2), (4.67)

where

ϕ(1) = (ϕ
(1)
1 , ϕ

(1)
2 , ϕ

(1)
3 , ϕ

(1)
4 , ϕ

(1)
5 , ϕ

(1)
6 )> ∈ [B

− 1
p

p,p (S(1))]6,

ψ(1) = (ψ
(1)
1 , ψ

(1)
2 , ψ

(1)
3 , ψ

(1)
4 )> ∈ [B

− 1
p

p,p (S(1))]4,

ψ(2) = (ψ
(2)
1 , ψ

(2)
2 , ψ

(2)
3 , ψ

(2)
4 )> ∈ [B

− 1
p

p,p (S(2))]4,

are unknown density vector functions.
The properties of single layer potentials and the boundary-transmission conditions (4.59)–(4.64)

lead to the following system of pseudodifferential equations for ϕ(1), ψ(1), and ψ(2):

6∑
l=1

[H(1)

S(1) ]jl ϕ
(1)
l −

4∑
p=1

[H(2)

S(1) ]jp ψ
(1)
p − [γ−

S(1){V
(2)

S(2)ψ
(2)}]j = fj , j = 1, 2, 3, on S(1), (4.68)

6∑
l=1

[H(1)

S(1) ]4l ϕ
(1)
l = f4 on S(1), (4.69)

6∑
l=1

[H(1)

S(1) ]5l ϕ
(1)
l = f5 on S(1), (4.70)

6∑
l=1

[H(1)

S(1) ]6l ϕ
(1)
l −

4∑
p=1

[H(2)

S(1) ]4p ψ
(1)
p − [γ−

S(1){V
(2)

S(2)ψ
(2)}]4 = f6 on S(1), (4.71)

6∑
l=1

[
− 1

2
I6 +K(1)

S(1)

]
jl
ϕ

(1)
l −

4∑
p=1

[1

2
I4 +K(2)

S(1)

]
jp
ψ(1)
p

− [γ−
S(1){T (2)V

(2)

S(2)ψ
(2)}]j = Fj , j = 1, 2, 3, on S(1), (4.72)

6∑
l=1

[
− 1

2
I6 +K(1)

S(1)

]
6l
ϕ

(1)
l −

4∑
p=1

[1

2
I4 +K(2)

S(1)

]
4p
ψ(1)
p

− [γ−
S(1){T (2)V

(2)

S(2)ψ
(2)}]4 = F6 on S(1), (4.73)

4∑
p=1

[H(2)

S(2) ]jp ψ
(2)
p + [γ+

S(2){V
(2)

S(1)ψ
(1)}]j = f∗j , j = 1, 2, 3, 4, on S(2), (4.74)

where γ±
S(j) denote one-sided traces on S(j), j = 1, 2. The integral operators H(l)

S(j) and K(l)

S(j) are
associated with the single layer potentials and are defined by (5.7) and (5.8), respectively.

To prove the unique solvability of the above system, we proceed as follows. Due to the invertibility
of the operators

H(1)

S(1) : [B
− 1
p

p,p (S(1))]6 → [B
1− 1

p
p,p (S(1))]6,

H(2)

S(j) : [B
− 1
p

p,p (S(j))]4 → [B
1− 1

p
p,p (S(j))]4, j = 1, 2,
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we can introduce new unknown vector functions

h(1) = (h
(1)
1 , . . . , h

(1)
6 )> ∈ [B

1− 1
p

p,p (S(1))]6,

g(1) = (g
(1)
1 , . . . , g

(1)
4 )> ∈ [B

1− 1
p

p,p (S(1))]4,

g(2) = (g
(2)
1 , . . . , g

(2)
4 )> ∈ [B

1− 1
p

p,p (S(2))]4,

by the relations

ϕ(1) =
[
H(1)

S(1)

]−1
h(1), ψ(1) =

[
H(2)

S(1)

]−1
g(1), ψ(2) =

[
H(2)

S(2)

]−1
g(2).

Then

U (1)(x) = V
(1)

S(1)

([
H(1)

S(1)

]−1
h(1)

)
(x), x ∈ Ω(1),

U (2)(x) = V
(2)

S(1)

([
H(2)

S(1)

]−1
g(1)

)
(x) + V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)
(x), x ∈ Ω(2),

and system (4.68)–(4.74) can be rewritten as follows

h
(1)
j − g

(1)
j −

[
γ−
S(1)

{
V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}]
j

= fj , j = 1, 2, 3, on S(1), (4.75)

h
(1)
4 = f4 on S(1), (4.76)

h
(1)
5 = f5 on S(1), (4.77)

h
(1)
6 − g

(1)
4 −

[
γ−
S(1)

{
V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}]
4

= f6 on S(1), (4.78)

6∑
l=1

[
A(1)+

S(1)

]
jl
h

(1)
l −

4∑
p=1

[
A(2)−
S(1)

]
jp
g(1)
p −

[
γ−
S(1)

{
T (2)V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}]
j

= Fj , (4.79)

j = 1, 2, 3, on S(1),

6∑
l=1

[
A(1)+

S(1)

]
6l
h

(1)
l −

4∑
p=1

[
A(2)−
S(1)

]
4p
g(1)
p −

[
γ−
S(1)

{
T (2)V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}]
4

= F6 on S(1), (4.80)

g
(2)
j +

[
γ+
S(2)

{
V

(2)

S(1)

([
H(2)

S(1)

]−1
g(1)

)}]
j

= f∗j , j = 1, 2, 3, 4, on S(2), (4.81)

where A(1)+

S(1) and A(2)−
S(1) are the Steklov-Poincaré type operators associated with the interface manifold

S(1) (see Appendix, formulas (5.12)–(5.13))

A(1)+

S(1) :=
(
− 1

2
I6 +K(1)

S(1)

)
[H(1)

S(1) ]
−1, A(2)−

S(1) :=
(1

2
I4 +K(2)

S(1)

)
[H(2)

S(1) ]
−1.

Note that the traces of the potentials

γ−
S(1)

{
V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}
, γ−

S(1)

{
T (2)V

(2)

S(2)

([
H(2)

S(2)

]−1
g(2)

)}
, γ+

S(2)

{
V

(2)

S(1)

([
H(2)

S(1)

]−1
g(1)

)}
, (4.82)

are smoothing operators, since S(1) and S(2) are disjoint surfaces, S(1) ∩ S(2) = ∅.
Therefore the operator D generated by the left-hand side expressions in system (4.75)–(4.81) can

be written as follows:

D = ‖Dkj‖14×14 = N + L, (4.83)

with

N = ‖Nkj‖14×14 =

[
M [0]10×4

[0]4×10 I4

]
14×14

,

where the operator M = [Mkj ]10×10 is given by (4.52) with S(1) for S, I4 = [δkj ]4×4 is the unit
matrix, and L = [Lkj ]14×14 is infinitely smoothing operator generated by the summands of system
(4.75)–(4.81) involving operators (4.82).

For the 14-dimensional unknown vector function Φ and for the known vector function Ψ constructed
by the transmission and boundary data, we introduce the following notation:

Φ :=
(
h(1), g(1), g(2)

)> ∈ Xp,
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Ψ :=
(
f1, f2, f3, f4, f5, f6, F1, F2, F3, F6, f

∗
1 , f

∗
2 , f

∗
3 , f

∗
4

)> ∈ Yp,

where

Xp := [B
1− 1

p
p,p (S(1))]10 × [B

1− 1
p

p,p (S(2))]4,

Yp := [B
1− 1

p
p,p (S(1))]6 × [B

− 1
p

p,p (S(1))]4 × [B
1− 1

p
p,p (S(2))]4.

The system of equations (4.75)–(4.81) can be then rewritten in the matrix form

DΦ = Ψ, i.e.,
(
N + L

)
Φ = Ψ.

Evidently, we have the following mapping properties

N : Xp → Yp, (4.84)

L : Xp → Yp. (4.85)

Now we prove the following

Lemma 4.7. The operator

N + L : Xp → Yp (4.86)

is invertible.

Proof. Note that operator (4.85) is compact due to the above mentioned smoothing property of the
operator L. On the other hand, in view of Lemma 4.3 and relation (4.83), we conclude that the
operator (4.84) is invertible. Therefore operator (4.86) is the Fredholm one with zero index. Let us
show that the null-space of the operator (4.86) is trivial which will complete the proof. To this end, let

us assume that Φ̃ =
(
h̃(1), g̃(1), g̃(2)

)> ∈ Xp is a solution to the homogeneous equation
(
N+L

)
Φ = 0.

Then in accordance with relations (4.75)–(4.81) the pair of vector functions

U (1)(x) = V
(1)

S(1)

([
H(1)

S(1)

]−1
h̃(1)

)
(x), x ∈ Ω(1),

U (2)(x) = V
(2)

S(1)

([
H(2)

S(1)

]−1
g̃(1)

)
(x) + V

(2)

S(2)

([
H(2)

S(2)

]−1
g̃(2)

)
(x), x ∈ Ω(2),

solve the homogeneous boundary-transmission problem (DTD)τ . Therefore U (1) = 0 in Ω(1) and
U (2) = 0 in Ω(2) by the uniqueness Theorem 3.2. Using the continuity property of the single layer
potentials across the integration surface and the uniqueness theorems for the interior and exterior

Dirichlet problems for the operators A(j)(∂x, τ), j = 1, 2, we deduce that V
(1)

S(1)

([
H(1)

S(1)

]−1
h̃(1)

)
(x) = 0

and V
(2)

S(1)

([
H(2)

S(1)

]−1
g̃(1)

)
(x) + V

(2)

S(2)

([
H(2)

S(2)

]−1
g̃(2)

)
(x) = 0 in the whole space R3 (see, [7, Theorems

2.25 and 2.26]). By the jump relations presented in Theorem 5.3, we finally conclude that h̃(1) = 0 on
S(1), g̃(1) = 0 on S(1), and g̃(2) = 0 on S(2), which completes the proof. �

This lemma implies directly the following assertion.

Lemma 4.8. Let conditions (4.65) be satisfied with p > 1. The systems of pseudodifferential equations
(4.68)–(4.74) and (4.75)–(4.81) be uniquely solvable in appropriate function spaces for arbitrary right-
hand side functions.

We now can prove the existence and regularity theorems of solutions to the problem (DTD)τ .

Theorem 4.9. Let conditions (4.65) be satisfied with p > 1. Then the boundary-transmission problem
(DTD)τ is uniquely solvable in the spaces [W 1

p (Ω(1))]6 × [W 1
p (Ω(2))]4 and the solution vectors U (j),

j = 1, 2, are representable in the form of a linear combination of single layer potentials (4.66)–(4.67),

where the density vectors ϕ(1) ∈ [B
− 1
p

p,p (S(1))]6, ψ(1) ∈ [B
− 1
p

p,p (S(1))]4 and ψ(2) ∈ [B
− 1
p

p,p (S(2))]4 are
defined from the uniquely solvable system of pseudodifferential equations (4.68)–(4.74).

Proof. Is word for word similar to that of Theorem 4.4. �
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Corollary 4.10. Let S(1), S(2) ∈ Cm,α′ with 0 < α < α′ 6 1 and m > 2 being an integer. Further,
let

fj ∈ Ck,α(S(1)), j = 1, . . . , 6, F1, F2, F3, F6 ∈ Ck−1,α(S(1)),

f∗j ∈ Ck,α(S(2)), j = 1, . . . , 4, 1 6 k 6 m− 1.

Then the transmission problem (DTD)τ is uniquely solvable in the space
[
Ck,α(Ω(1))

]6×[Ck,α(Ω(2))
]4

and the solution pair of vectors (U (1), U (2)) is representable in the form (4.66)–(4.67).

Proof. Is word for word similar to that of Corollary 4.6. �

5. Appendix

Here we collect some results from references [7, 21], and [22] which are employed in the main text
of the present paper.

Fundamental matrices Γ(j)(x, τ) of the operators A(j)(∂x, τ), j = 1, 2, can be constructed with the
help of the Fourier transform

Γ(j)(x, τ) = F−1
ξ→x

[(
A(j)(−i ξ, τ)

)−1]
, (5.1)

where (A(j)(−i ξ, τ)
)−1

is the matrix inverse to A(−i ξ, τ), and Fx→ξ and F −1
ξ→x denote the direct

and inverse distributional Fourier transforms in the space of tempered distributions which for regular
summable functions f and g read as follows

Fx→ξ[f ] =

∫
R3

f(x) ei x·ξdx, F −1
ξ→x[g ] =

1

(2π)3

∫
R3

g(ξ) e−i x·ξdξ,

where x = (x1, x2, x3) and ξ = (ξ1, ξ2, ξ3).
These fundamental matrices solve the following distributional equations

A(j)(∂x, τ)Γ(j)(x, τ) = I(j) δ(x),

where I(1) = I6 and I(2) = I4 are 6× 6 and 4× 4 unit matrices and δ(x) is Dirac’s distribution.
The entries of the matrices Γ(1)(x, τ) and Γ(2)(x, τ) in the vicinity of the origin have the property

Γ(1)(x, τ) =

[
[O(|x|−1)]5×5 [O(1)]5×1

[O(1)]1×5 O(|x|−1)

]
6×6

,

Γ(2)(x, τ) =

[
[O(|x|−1)]3×3 [O(1)]3×1

[O(1)]1×3 O(|x|−1)

]
4×4

,

while at infinity they have the following asymptotic behaviour

Γ(1)(x, τ) =


O(|x|−3) O(|x|−5) O(|x|−5) O(|x|−3) O(|x|−3) O(|x|−4)
O(|x|−5) O(|x|−3) O(|x|−5) O(|x|−3) O(|x|−3) O(|x|−4)
O(|x|−5) O(|x|−5) O(|x|−3) O(|x|−3) O(|x|−3) O(|x|−4)
O(|x|−3) O(|x|−3) O(|x|−3) O(|x|−1) O(|x|−1) O(|x|−2)
O(|x|−3) O(|x|−3) O(|x|−3) O(|x|−1) O(|x|−1) O(|x|−2)
O(|x|−4) O(|x|−4) O(|x|−4) O(|x|−2) O(|x|−2) O(|x|−3)


6×6

,

Γ(2)(x, τ) =


O(|x|−3) O(|x|−5) O(|x|−5) O(|x|−4)
O(|x|−5) O(|x|−3) O(|x|−5) O(|x|−4)
O(|x|−5) O(|x|−5) O(|x|−3) O(|x|−4)
O(|x|−4) O(|x|−4) O(|x|−4) O(|x|−3)


4×4

.

Let Ω = Ω+ be a bounded domain with a simply connected boundary S = ∂Ω+ and Ω− = R3 \Ω.
Introduce the generalized single layer potentials

V
(j)
S (g(j))(x) =

∫
S

Γ(j)(x− y, τ) g(j)(y) dSy, j = 1, 2, x ∈ R3 \ S, (5.2)
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g(1) = (g
(1)
1 , . . . , g

(1)
6 )> and g(2) = (g

(2)
1 , . . . , g

(2)
4 )> are the density vector functions defined on S.

Theorem 5.1. Let S ∈ Cm,α
′
, 0 < α < α ′ 6 1, and let m > 1 and k 6 m − 1 be nonnegative

integers. Then the operators

V
(1)
S : [Ck, α(S)]6 → [Ck+1, α(Ω±)]6,

V
(2)
S : [Ck, α(S)]4 → [Ck+1, α(Ω±)]4,

are continuous.
For any g(1) ∈ [C 0, α(S)]6 and g(2) ∈ [C 0, α(S)]4, and for any x ∈ S, the following jump relations

{V (1)
S (g(1))(x)}± = H(1)

S g(1)(x), (5.3)

{T (1)(∂x, n(x), τ)V
(1)
S (g(1))(x)}± = [∓2−1I6 +K(1)

S ] g(1)(x), (5.4)

{V (2)
S (g(2))(x)}± = H(2)

S g(2)(x), (5.5)

{T (2)(∂x, n(x), τ)V
(2)
S (g(2))(x)}± = [∓2−1I4 +K(2)

S ] g(2)(x) (5.6)

hold, where

H(j)
S g(j)(x) :=

∫
S

Γ(j)(x− y, τ) g(j)(y) dSy , x ∈ S, j = 1, 2, (5.7)

K(j)
S g(j)(x) :=

∫
S

[ T (j)(∂x, n(x), τ) Γ(j)(x− y, τ) ] g(j)(y) dSy , x ∈ S, j = 1, 2. (5.8)

The following operators

H(1)
S : [Ck, α(S)]6 → [Ck+1, α(S)]6 , H(2)

S : [Ck, α(S)]4 → [Ck+1, α(S)]4 , (5.9)

K(1)
S : [Ck, α(S)]6 → [Ck, α(S)]6 , K(2)

S : [Ck, α(S)]4 → [Ck, α(S)]4

are continuous. Moreover, the operators (5.9) are invertible.

Theorem 5.2. Let S be a Lipschitz surface. The operators V
(j)
S , H(j)

S , and K(j)
S , j = 1, 2, defined by

(5.2), (5.7), and (5.8), can be extended to the continuous mappings

V
(1)
S :

[
H
− 1

2
2 (S)

]6 → [
H1

2 (Ω+)
]6
, V

(1)
S :

[
H
− 1

2
2 (S)

]6 → [
H1

2, loc(Ω−)
]6
,

V
(2)
S :

[
H
− 1

2
2 (S)

]4 → [
H1

2 (Ω+)
]4
, V

(2)
S :

[
H
− 1

2
2 (S)

]4 → [
H1

2, loc(Ω−)
]4 ∩ Zτ (Ω−).

H(1)
S : [H

− 1
2

2 (S)]6 → [H
1
2
2 (S)]6 , K(1)

S : [H
− 1

2
2 (S)]6 → [H

− 1
2

2 (S)]6 ,

H(2)
S : [H

− 1
2

2 (S)]4 → [H
1
2
2 (S)]4 , K(2)

S : [H
− 1

2
2 (S)]4 → [H

− 1
2

2 (S)]4 .

Moreover, the operators

H(1)
S : [H

− 1
2

2 (S)]6 → [H
1
2
2 (S)]6, H(2)

S : [H
− 1

2
2 (S)]4 → [H

1
2
2 (S)]4 ,

are invertible.
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Theorem 5.3. Let s ∈ R, 1 < p < ∞, 1 ≤ q ≤ ∞, S ∈ C∞. The operators V
(j)
S , H(j)

S , and K(j)
S ,

j = 1, 2, can be extended to the following continuous operators

V
(1)
S : [Bsp,p(S)]6 → [H

s+1+ 1
p

p (Ω+)]6
[

[Bsp,p(S)]6 → [H
s+1+ 1

p

p, loc (Ω−)]6
]
,

: [Bsp,q(S)]6 → [B
s+1+ 1

p
p,q (Ω+)]6

[
[Bsp,q(S)]6 → [B

s+1+ 1
p

p,q, loc (Ω−)]6
]
,

V
(2)
S : [Bsp,p(S)]4 → [H

s+1+ 1
p

p (Ω+)]4
[

[Bsp,p(S)]4 → [H
s+1+ 1

p

p, loc (Ω−)]4 ∩ Zτ (Ω−)
]
,

: [Bsp,q(S)]4 → [B
s+1+ 1

p
p,q (Ω+)]4

[
[Bsp,q(S)]4 → [B

s+1+ 1
p

p,q, loc (Ω−)]4 ∩ Zτ (Ω−)
]
,

H(1)
S : [Hs

p(S)]6 → [Hs+1
p (S)]6

[
[Bsp,q(S)]6 → [Bs+1

p,q (S)]6
]
,

K(1)
S : [Hs

p(S)]6 → [Hs
p(S)]6

[
[Bsp,q(S)]6 → [Bsp,q(S)]6

]
,

H(2)
S : [Hs

p(S)]4 → [Hs+1
p (S)]4

[
[Bsp,q(S)]4 → [Bs+1

p,q (S)]4
]
,

K(2)
S : [Hs

p(S)]4 → [Hs
p(S)]4

[
[Bsp,q(S)]4 → [Bsp,q(S)]4

]
.

For s > −1 the jump relations (5.3)–(5.6) remain valid in appropriate function spaces.
The operators

H(1)
S : [Bsp,q(S)]6 → [Bs+1

p,q (S)]6, s ∈ R, p > 1, q ≥ 1,

H(2)
S : [Bsp,q(S)]4 → [Bs+1

p,q (S)]4, s ∈ R, p > 1, q ≥ 1,

are invertible.

Corollary 5.4. Let s ∈ R, 1 < p <∞, S ∈ C∞. Arbitrary solutions to the homogeneous equations

A(1)(∂, τ)U (1) = 0 in Ω, U (1) ∈ [W 1
p (Ω)]6, p > 1,

and
A(2)(∂, τ)U (2) = 0 in Ω, U (2) ∈ [W 1

p (Ω)]4, p > 1,

are uniquely representable in the form

U (1) = V
(1)
S

([
H(1)
S

]−1
g(1)

)
with g(1) = {U (1)}+ ∈ [B

1− 1
p

p,p (∂Ω)]6 , (5.10)

U (2) = V
(2)
S

([
H(2)
S

]−1
g(2)

)
with g(2) = {U (2)}+ ∈ [B

1− 1
p

p,p (∂Ω)]4. (5.11)

The representations (5.10) and (5.11) hold true for Lipschitz domain Ω and p = 2.

Further, let us introduce the Steklov-Poincaré type operators

A(1)±
S :=

(
∓ 2−1 I6 +K(1)

S

)[
H(1)
S

]−1
,

A(2)±
S :=

(
∓ 2−1 I4 +K(2)

S

)[
H(2)
S

]−1
,

which are related to the single layer potentials by the relations

A(1)±
S g(1) =

{
T (1)(∂x, n(x), τ)V

(1)
S

([
H(1)
S

]−1
g(1)

)}±
, (5.12)

A(2)±
S g(2) =

{
T (2)(∂x, n(x), τ)V

(2)
S

([
H(2)
S

]−1
g(2)

)}±
. (5.13)

Theorem 5.5. Let S be a Lipschitz surface and τ = σ + iω with σ > 0 and ω ∈ R.

Then for all g(1) ∈ [H
1
2
2 (S)]6 and g(2) ∈ [H

1
2
2 (S)]4, the coercivity inequalities

Re 〈(±A(1)±
S + C(1))g(1) , g(1)〉S ≥ C1 ‖g(1)‖2

[H
1
2
2 (S)]6

,

Re 〈(±A(2)±
S + C(2))g(2) , g(2)〉S ≥ C2 ‖g(2)‖2

[H
1
2
2 (S)]4

hold, where

C(1) : [H
1
2
2 (S)]6 → [H

− 1
2

2 (S)]6 and C(2) : [H
1
2
2 (S)]4 → [H

− 1
2

2 (S)]4
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are compact operators and Cj, j = 1, 2, are positive constants.
The operators

A(1)−
S : [H

1
2
2 (S)]6 → [H

− 1
2

2 (S)]6 ,

A(2)±
S : [H

1
2
2 (S)]4 → [H

− 1
2

2 (S)]4 ,

are invertible, while

A(1)+
S : [H

1
2
2 (S)]6 → [H

− 1
2

2 (S)]6

is the Fredholm one of index zero with the null space spanned over the vectors

Ψ(1) = (0, 0, 0, 1, 0, 0)>, Ψ(2) = (0, 0, 0, 0, 1, 0)>. (5.14)

Theorem 5.6. Let s ∈ R, 1 < p <∞, 1 ≤ q ≤ ∞, S ∈ C∞. The operators

A(1)−
S : [Bs+1

p,q (S)]6 → [Bsp,q(S)]6, s ∈ R, p > 1, q ≥ 1,

A(2)±
S : [Bs+1

p,q (S)]4 → [Bsp,q(S)]4, s ∈ R, p > 1, q ≥ 1,

are invertible, while the operator

A(1)+
S : [Bs+1

p,q (S)]6 → [Bsp,q(S)]6, s ∈ R, p > 1, q ≥ 1,

is Fredholm of zero index with a two-dimensional null space spanned over the vectors (5.14).
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ALMOST BICOMPLEX STRUCTURES

İBRAHIM ŞENER

Abstract. Bicomplex numbers exist in real 4n-dimensions like quaternions. Also, quaternions are,

as is known, associated to some tensorial structures defined in 4n-dimensions, called almost quater-
nionic structures. In this paper we search the presence of such structures, which we call (almost)

bicomplex structures, associated to bicomplex numbers. However, we can see that bicomplex num-

bers don’t present a relation with the (almost) bicomplex structures because bicomplex numbers
can be defined only in 4n-dimensions even though 2n-dimensions are sufficient to define the almost

bicomplex structures. Two examples for 4- and 6-dimensions show clearly this result. Finally, the
integrability conditions for these structures are investigated.

1. Introduction

Hypercomplex numbers [4,16] or division algebras [3] are of great importance in physics. Of course,
quaternions play a pioneer role in this sense, i.e., the solutions of the SU(2) Yang-Mills theory [1]. As
is well known, the generators of the group SU(2), that is, the Pauli matrices, present a quaternionic
structure and therefore the SU(2)-valued gauge potentials (or connections) are indeed quaternions (or
quaternion valued 1-forms). Other kind of these numbers is known as bicomplex numbers existing in
the real 4n-dimensions [14, 15], and the system of bicomplex numbers is the first non-trivial Clifford
commutative [2] complex.

For similar to the quaternions and corresponding (almost) quaternionic structures there arises the
question: are there some tensorial structures associated to the bicomplex numbers? In this paper we
search an answer to this question. Our result is that bicomplex numbers aren’t associated to any
tensorial structures like quaternions. So, bicomplex numbers can be defined only in 4n-dimensions
even though 2n-dimensions are sufficient to define the (almost) bicomplex structures defined in this
paper. The reason of this result is via Proposition 4.1 given by Obata [13] and Theorem 4.2 by
Hoffmann and Kunze [6]. The bicomplex structures are easily seen in 4– and 6-dimensions in this
paper. Finally, the integrability conditions for these structures are investigated.

2. Bicomplex Numbers

Consider complex numbers field C with imaginary unit i =
√
−1. Let j =

√
−1 be another

imaginary unit satisfying commutative product rule ij = ji = k. Given a set of R-linear tensor
products B = C⊗R C ∼= R4. Therefore, an element of this space is called a bicomplex number and is
written as

q = z1 + jz2, z1, z2 ∈ C, or

q = (x1 + ix2) + j(x3 + ix4), x1, x2, x3, x4 ∈ R.
Bicomplex numbers have the following multiplication rules:

ij = ji = k, ik = ki = −j, jk = kj = −i, k2 = +1

and the addition and subtraction operations are like in the real and complex numbers fields. Also,
the zero and unit (or identity) elements of the bicomplex numbers are

0B =(0 + i0) + j(0 + i0) = 0,

1B =(1 + i0) + j(0 + i0) = 1.
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There is an important difference between C and B: as the complex numbers form a field, the bicomplex
numbers don’t, since they contain the divisors of zero, i.e.,

(1 + ij)(1− ij) = (1− ij)(1 + ij) = 0.

Therefore bicomplex numbers space B is a commutative ring with unit and its algebraic properties
can be seen in [14].

There are three conjugations in bicomplex numbers. Here, (•̄) denotes the complex conjugation
in the complex numbers field C. Then, ∀z1, z2 ∈ C, we have the following i, j and ij conjugations,
respectively:

q̄ = z̄1 + jz̄2, q∗ = z1 − jz2, q† = z̄1 − jz̄2,

Moduli in the bicomplex numbers are defined for two bicomplex numbers w = z1 +z2j = x1 + ix2 +
jx3 + ijx4 in two ways as real B × B → R and complex B × B → C. They are written, respectively,
as follows:

‖w‖2 =(x1)2 + (x2)2 + (x3)2 + (x4)2,

‖w‖2∗ =w∗w = (z1)2 + (z2)2.

More details of the algebra of these numbers and the analysis of bicomplex holomorphic functions can
be found in Refs. [2, 14,15].

3. Some Tensorial Structure on Manifolds

Let M be a smooth manifold of real even n-dimensions. If we write a smooth tensorial field I of
rank (1, 1) on this manifold satisfying the relation

I2 = εI,

where I is the identity matrix and ε is {−1,+1}, then we say that I is

• an almost complex structure for ε = −1, or
• an almost product structure for ε = +1.

Definition 3.1. Given three smooth tensorial fields I1, I2, I3 of rank (1, 1) on an even dimensional
manifold M which satisfy the following rules:

I2
1 = ε1I, I2

2 = ε2I, I2
3 = ε3I,

I2I1 = εI1I2 = −ε3I3,
I3I2 = εI2I3 = −ε1I1,
I1I3 = εI3I1 = −ε2I2,

where

ε = ε1ε2ε3.

Therefore we mention the following cases from Ref. [7]:
I. If ε1 = ε2 = ε3 = −1, then the triplet (I1, I2, I3) is called an almost quaternionic structure,
II. If ε1 = ε2 = −1 and ε3 = +1, we will say that the triplet (I1, I2, I3) is an almost bicomplex

structure,
III. If ε1 = ε2 = ε3 = +1, then the triplet (I1, I2) is called an almost product structure.

If we denote the local coordinates on the manifold M by {xµ} = (xi, yi) ∈ R2n, where i, j = 1, . . . , n,
then the acting of an almost complex structure on their local coordinate bases is written as

I(
∂

∂xi
) = − ∂

∂yi
, I(

∂

∂yi
) =

∂

∂xi
.

Then, we can show the almost complex structure I on R2n by a block matrix (or canonical) represen-
tation such that

I =

(
0 In×n

−In×n 0

)
,

where In×n and O are the unit and zero n× n matrices, respectively.
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4. Almost Bicomplex Structure

The Case II that we call bicomplex structure was handle by Hsu [7] and Liberman [11]. The mutual
point of these authors is that this structure is considered as the distribution of a tangent bundle on a
4n-dimensional manifold, since this structure is handled in the perspective of an almost quaternionic
structure. If there exists a pair of two complex structures (I, J) commuting each other, K = IJ = JI,
then we call it the almost bicomplex structure to the triple (I, J,K). Our claim mentioned above
is whether this structure is associated to bicomplex numbers. Therefore, first we have to present
Obata’ s proposition.

Proposition 4.1 (Obata [13]). Let J̃ ∈ GL(n,C) be a non-singular complex matrix such that

J̃ = A+ iB,

where A,B ∈ GL(n,R). Then the correspondence

J̃ → J =

(
A B
−B A

)
∈ GL(2n,R)

is an isomorphism. The matrix J is commutated by a matrix, independent of n odd or even such that

I =

(
0 In×n

−In×n 0

)
∈ GL(2n,R),

so,
IJ = JI.

If A is unitary, B is orthogonal, and vice versa.

Since an almost complex structure is a diagonalizable matrix, Hoffman and Kunze’ s theorem is
valid.

Theorem 4.2 (Hoffman-Kunze [6]). A set of commuting diagonalizable matrices are simultaneously
diagonalizable.

Therefore, we can say that the matrix J is also a diagonalizable matrix, and so we have the following

Corollary 4.3. Let I and J be two almost complex structures commuting each other on a smooth
manifold of real 2n-dimensions, hence

IJ = JI = K, IK = KI = −J, JK = KJ = −I, K2 = +I2n×2n. (1)

Therefore, if the n× n matrices A and B satisfy the relations

AB +BA =0n×n,

A2 −B2 =− In×n,
then I, J,K are constructed as independent of n odd or even as follows:

I =

(
0 In×n

−In×n 0

)
, J =

(
A B
−B A

)
, K =

(
−B A
−A −B

)
. (2)

For this result we can give two examples in 4– and 6-dimensions to this result. In 4-dimensions,
with respect to equation (2), we get

I =


0 0 1 0
0 0 0 1
−1 0 0 0
0 −1 0 0

 , J =


0 0 0 p
0 0 p 0
0 −p 0 0
−p 0 0 0

 , K =


0 −p 0 0
−p 0 0 0
0 0 0 −p
0 0 −p 0

 , (3)

where p2 = 1. On the other hand, in 6-dimensions, we have

I =



0 0 0 1 0 0

0 0 0 0 1 0
0 0 0 0 0 1
−1 0 0 0 0 0

0 −1 0 0 0 0
0 0 −1 0 0 0

 , J =



0 0 s 0 0 0
0 0 0 0 q 0
−s 0 0 0 0 0

0 0 0 0 0 s
0 −q 0 0 0 0
0 0 0 −s 0 0

 , K =



0 0 0 0 0 s

0 −q 0 0 0 0
0 0 0 −s 0 0
0 0 −s 0 0 0

0 0 0 0 −q 0
s 0 0 0 0 0

 , (4)
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where q2 = s2 = 1.

5. Integrability of Almost Bicomplex Structures

In this paper, we use the following geometrical preliminaries . Let M be a smooth manifold of real
even dimensions n with local coordinates {xµ} ∈ Rn, (µ = 1, . . . , n). Given a connection on a tangent
bundle TM by the map ∇ : C∞(TM)→ Λ1(TM) together with the covariant derivative

∇ = d + [Γ, ·],

where Γ ∈ Λ1(End(TM)) is the 1-form connection and d is an exterior derivative operator. The
curvature of this connection is

R = ∇Γ = dΓ + Γ ∧ Γ ∈ Λ2(End(TM)).

Suppose that let M be an almost complex manifold with the almost complex structure I. Given
two vector fields X,Y on this manifold. The torsion tensor of the almost complex structure I, called
also Nijenhuis tensor, is defined as follows:

NI(X,Y ) = [I, I](X,Y ) = 2 {[IX, IY ]− [X,Y ]− I[X, IY ]− I[IX, Y ]} ,

where [X,Y ] = X(Y )− Y (X) is the Lie bracket.
Kobayashi and Nomizu [10] say that every almost complex manifold M admits an almost complex

affine connection such that its torsion T is given by N = 8T , where N is the torsion of the almost
complex structure I on M . Then, an almost complex structure is said to be integrable, dI = 0, if its
torsion vanishes (N = 0) and is parallel, ∇I = 0, with respect to the connection ∇. Thus a complex
structure on Rn=2m is equivalent to a torsion-free GL(m,C)-structure [8].

Definition 5.1. Let I1 and I2 be two tensor fields of (1, 1) type on an even dimensional manifold
satisfying I2

1 = ε1I, I2
2 = ε2I and I1I2 = εI3 for some constants ε, ε1, ε2. They are covariant constant

tensors with respect to the connection ∇ if

∇I1 = 0, ∇I2 = 0, (also ∇I3 = 0).

Thus ∇ is called the (I1, I2)-connection (and, consequently, I3-connection in view of I1I2 = ε3I3).

Suppose for a short time that we have an almost quaternionic structure induced by three almost
complex structures I1, I2, I3 such that I1I2 = −I2I1 = I3. The integrability conditions of the almost
quaternionic structures are shortly given by six vanishing Lie brackets [Ii, Ij ] = 0, (i, j = 1, 2, 3) and
vanishing curvature tensor of symmetric affine connection, that is, Levi-Civita, [12, 17]. Indeed, we
can generalize this for a unique almost complex structure by the following

Theorem 5.2. Let I be an almost complex structure which is a tensor field of (1, 1) type on a
manifold. If this tensor field (or almost complex structure) is parallel with respect to a connection ∇
on this manifold, i.e., ∇I = 0, then this connection is likewise flat.

Proof. Let ∇ = d + [Γ, ]̇ be the covariant derivative of the connection ∇. If ∇I = 0, then dI + ΓI −
IΓ = 0. The exterior derivative of this expression reads as RI = IR, where R = dΓ + Γ ∧ Γ is the
curvature of the connection. Also, we can write R = I−1RI = I−1IR = ±R from I2 = ±I. Therefore,
if I2 = −I, then the curvature of a connection, compatible by (or parallel to) almost complex structure
I, is flat: R = 0. �

From all the above and Theorem 5.2, we can give for the integrability of almost complex structure
the following

Corollary 5.3. An almost complex manifold M admits a torsion free almost complex affine connection
if and only if an almost complex structure has no torsion [10]. On an almost complex manifold there
exists an affine connection whose almost complex structure is a covariant constant [5, 13], and any
connection which is compatible by this almost complex structure is flat.
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We have defined the almost bicomplex structure for two almost complex structures I and J in real
2n-dimensions which commute each other as follows:

IJ = JI = K, IK = KI = −J, JK = KJ = −I, K2 = +I2n×2n.

One can easily see from Definition 5.1 that the almost bicomplex structure (I, J) is parallel with
respect to an affine connection on the manifold. As a natural consequence, K = IJ = JI is also
parallel with respect to the same connection. When this connection is symmetric, that is, Levi Civita,
this almost bicomplex structure is integrable.

On the other hand, in order to investigate another integrability condition of this structure we need
the Lie brackets [I, J ], [I,K], [J,K] and [K,K] as well as the Nijenhuis tensors [I, I] and [J, J ] of the
almost complex structures I and J . Therefore, we consider the following proposition due to Kobayashi
and Nomizu.

Proposition 5.4 (Kobayashi [9]). Let A and B be tensor fields of type (1, 1) and X,Y ∈ Γ(M) vector
fields on the manifold M . Set

S(X,Y ) = [P,Q](X,Y ) =[PX,QY ] + [QX,PY ]− P [X,QY ]− P [QX,Y ]

−Q[X,PY ]−Q[PX, Y ] + (PQ+QP )[X,Y ].

Then the mapping S : Γ(M)×Γ(M)→ Γ(M) is a skew-symmetric tensor field of type (1, 2), S(X,Y ) =
−S(Y,X).

Using Proposition 5.4 and following [17], we investigate the integrability properties of almost bi-
complex structures. Similar theorems were obtained for almost quaternionic manifolds by Yano [17].

On the other hand, we write the following relation:

[P,QR](X,Y ) =[PX,QRY ] + [QRX,PY ]− P ([X,QRY ] + [QRX,Y ])

−QR([X,PY ] + [PX, Y ])− (PQR+QRP )[X,Y ]. (5)

i) If we choose P = Q = I and R = J , considering the commutation relation IJ = K from the
equation (5), we get

[I,K](X,Y ) = I[I, J ](X,Y ) +
1

2
([I, I](JX, Y ) + [I, I](X,JY ]).

Similarly, for P = Q = J and R = I, we have

[J,K](X,Y ) = J [J, I](X,Y ) +
1

2
([J, J ](IX, Y ) + [J, J ](X, IY ]).

Therefore, if [I, I] = 0, then

[I,K](X,Y ) = [I, IJ ](X,Y ) = I[I, J ](X,Y ), (6)

and if [J, J ] = 0, then

[J,K](X,Y ) = [J, JI](X,Y ) = J [J, I](X,Y ), (7)

ii) If we choose P = I, Q = J and R = K, we get

−[I, I](X,Y )− [J, J ](X,Y ) = [I, J ](KX,Y ) + [I, J ](X,KY )

+ I[J,K](X,Y ) + J [I,K](X,Y )

If [I, I] = 0 and [J, J ] = 0 simultaneously, because of equations (6) and (7), then we get

[I, J ](KX,Y ) + [I, J ](X,KY ) = 0,

or shortly,

[I, J ] = [J, I] = [K,K] = IJ − JI = K −K = 0.

Then we can see that the almost complex structures I and J must simultaneously be integrable. Thus,
we have following theorem:
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Theorem 5.5. If I and J are two almost complex structures on a smooth manifold of real 2n-
dimensions which commute each other, IJ = JI = K, then I, J and K must simultaneously be
integrable as follows:

[I, I] = [J, J ] = 0, [I, J ] = [J, I] = [K,K] = 0, [I,K] = [J,K] = 0.

6. Conclusion

When one compares quaternions and bicomplex numbers handled in this paper, although these
numbers live in the real 4n dimensions, the associated almost complex structures to these numbers
behave different concept. So, almost quaternionic structure has to be defined in 4n-dimensions, but
any even dimension is sufficient for the almost bicomplex structure because of Proposition 4.1 given
by Obata [13] and Theorem 4.2 by Hoffmann and Kunze [6]. This means that the almost bicomplex
structures in the concept of this paper don’t relate to the bicomplex numbers. In the quaternions two
anticommuting almost complex structures induce the third almost complex structure, however, two
commuting almost complex structures cannot induce a third almost complex structure. As is shown
from equation (1), if I and J are two almost complex structures having commutations relationship
IJ = JI = K, then K2 = +I, that is K isn’t an almost complex structure. Thus the triplet (I, J,K)
cannot be associated to the bicomplex numbers. Although, in this case, we have used the term ”almost
bicomplex structure” for this triplet. We have shown clearly this situation on the almost complex
structures obtained in 4– and 6-dimensions given in equations (3) and (4), respectively. Consequently,
by Theorem (5.5) we have presented the integrability of the bicomplex structure.
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TOPSIS APPROACH TO MULTI-OBJECTIVE EMERGENCY SERVICE

FACILITY LOCATION SELECTION PROBLEM UNDER Q-RUNG ORTHOPAIR

FUZZY INFORMATION

GIA SIRBILADZE, ANNA SIKHARULIDZE, BIDZINA MATSABERIDZE, IRINA KHUTSISHVILI,
BEZHAN GHVABERIDZE

Abstract. A new model based on q-rung orthopair fuzzy sets (q-ROFS) has been presented to
manage the uncertainty in real-world multi-criteria decision-making problems. q-ROFS has much

stronger ability than Pythagorean fuzzy set (PFS) or intuitionistic fuzzy set (IFS) to model such

uncertainty. A q-rung orthopair fuzzy TOPSIS approach for formation and representing experts
knowledge on the parameters of emergency service facility location planning is developed. In this

approach, we propose a score function based on the comparison method to identify the q-rung or-

thopair fuzzy positive ideal solution and the q-rung orthopair fuzzy negative ideal solution. Based
on the constructed fuzzy TOPSIS aggregation, a new objective function is formulated. The con-

structed criterion maximizes service centers’ selection index. This criterion together with the second

criterion - minimization of a number of selected centers creates the multi-objective facility location
set covering problem. The approach is illustrated by the simulation example of emergency service

facility location planning for a city in Georgia. More exactly, the example looks into the problem

of planning fire stations locations to serve emergency situations in specific demand points critical
infrastructure objects.

1. Introduction

Multi-criteria decision making (MCDM) is to find an optimal alternative that has the highest degree
of satisfaction from a set of feasible alternatives characterized with multiple criteria, and these kinds
of MCDM problems arise in many real-world situations. Considering the inherent vagueness of human
preferences as well as the objects being fuzzy and uncertain, Bellman and Zadeh [2] introduced the
theory of fuzzy sets in the MCDM problems. Technique for Order Preference by Similarity to Ideal
Solution (TOPSIS) developed by Hwang and Yoon [7] (1981) is one of the most useful distance measure
based on the classical approaches to multi-criteria/multi-attribute decision making (MCDM/MADM)
problems. It is a practical and useful technique for ranking and selection of a number of externally
determined alternatives through distance measures. The basic principle used in the TOPSIS is that
the chosen alternative should have the shortest distance from positive-ideal solution (PIS) and farthest
from the negative-ideal solution (NIS). There exists a large amount of literature involving TOPSIS
theory and applications. In the TOPSIS, the performance ratings and the weights of the criteria are
given as crisp values. In classical TOPSIS methods, crisp numerical values are used to express the
performance rating and criteria weights. But human judgment, preference values and criteria weights
are often ambiguous and cannot be represented by using crisp numerical value in real-life situation.
To resolve the ambiguity frequently arising in information from human judgment and preference, the
fuzzy set theory has been successfully used to handle imprecision and uncertainty in decision making
problems. In this work, a novel decision-making TOPSIS approach is developed to deal effectively
with the interactive MCDM problems with q-rung orthopair fuzzy information.

Intuitionistic fuzzy sets (IFS) were introduced by Atanassov [1], as a generalization of a Zadeh’s
fuzzy sets (FS). Since to each element of IFS, as Intuitionistic fuzzy number (IFN) (µ, ν), is assigned
a membership degree (µ), a non-membership degree (ν) and a hesitancy degree (1 − µ − ν), IFS is
more powerful in dealing with uncertainty and imprecision than FS. The IFS theory has been widely

2010 Mathematics Subject Classification. 28E10, 47S40, 62C86, 90B50, 90C70.
Key words and phrases. Emergency Service Facility Location planning; q-Rung orthopair fizzy sets; Fuzzy TOPSIS;
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studied and applied to a variety of areas. But an IFN (µ, ν) has a significant restriction - the sum
of the degrees of membership and the non-membership is equal to or less than 1. In some cases, a
decision maker (DM) may provide data for some attribute that the sum of two degrees is greater
than 1(µ + ν > 1). Yager in [13, 14] presented the concept of the Pythagorean fuzzy set (PFS) as
extension of an IFS, where the pair of a Pythagorean fuzzy number (PFN) (µ, ν) has a less significant
restrict – a square sum of the degrees of membership and the non-membership is equal to or less
than 1(µ2 + ν2 ≤ 1). In general, for practical problems, the PFSs can decide significant ones that
IFSs cannot do. Therefore, PFSs are more able to process uncertain information and solve complex
decision making problems. PFNs have much less, but significant restriction. When the evaluation
psychology of a DM is too complicated and contradictory for complex decision making, the attribute’s
corresponding information is still difficult to express with PFNs. Recently, again Yager decided this
problem in [15,16]. He proposed a concept of a q-rung orthopair fuzzy set (q-ROFS), where q ≥ 1 and
the sum of the qth power of the degrees of membership and the non-membership cannot be greater
than 1. For a q-rung orthopair fuzzy number (q-ROFN) we have (µq + νq ≤ 1). It is obvious that
the q-ROFSs are more general than IFSs and PFSs. The IFSs and PFSs are the special cases of the
q-ROFSs when q = 1 and q = 2, respectively. Therefore, q-ROFNs are more convenient and able to
describe DM’s evaluation information than IFNs and PFNs.

Defnition 1 ([15]). Let S be a fixed ordinary set. A q-rung orthopair fuzzy set A on S is defined as
membership grades:

A = {〈s, µA(s), νA(s)〉/(s ∈ S)},
where the functions µA(s) indicate support for membership of s ∈ A and νA(s) indicates support
against membership of s ∈ A, where

q ≥ 1, 0 ≤ µA(s) ≤ 1, 0 ≤ νA(s) ≤ 1, 0 ≤ (µA(s))q + (νA(s))q ≤ 1.

Hesq(s) = (1− (µA(s))q + (νA(s))q)1/q is called a hesitancy associated with a q-rung orthopair mem-

bership grades and Strq(s) = ((µA(s))q + (νA(s))q)1/q is called a strength of commitment viewed at
rung q.

In [15], Yager showed that Attanassov’s intuitionistic fuzzy sets [1] are q = 1-rung orthopair and
Yager’s Pythagorean fuzzy sets [14] are q = 2 rung orthopair fuzzy sets. For convenience, the authors
for every s ∈ S called α = 〈s, µα(s), να(s)〉 a q-rung orthopair fuzzy number (q-ROFN) denoted by
α = (µα, να).

Let us denote by L the lattice of non-empty intervals L = {[a; b])/(a, b) ∈ [0, 1]2, a ≤ b}. The
partial order relation ≤L is defined as [a; b] ≤L [c; d] ⇔ a ≤ c and b ≤ d. The top and bottom
elements are 1L = [1; 1] and 0L = [0; 0], respectively. For the lattice of all q-ROFNs the corresponding
partial order relation ≤Lq-ROFNs

is defined as

(µ1, ν1) ≤Lq-ROFNs (µ2, ν2)⇔ µ1 ≤ µ2 and ν1 ≥ ν2.
The top and bottom elements are 1Lq-ROFNs

= (1; 0) and 0Lq-ROFNs
= (0; 1), respectively.

Defnition 2 ([15]). Suppose α = (µα, να) is a q-ROFN. a) A score function Sc of α is defined as

Sc(α) = µqα − νqα; (1)

b) An accuracy function Ac of α is defined as follows:

Ac(α) = µqα + νqα. (2)

Based on these definitions, a comparison method of q-ROFNs (total order relation ≤t on the lattice
Lq-ROFNs) is defined.
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Defnition 3 ([15]). Suppose α = (µα, να) and β = (µβ , νβ) are any two q-ROFNs and Sc(α), Sc(β)
are the score functions and Ac(α), Ac(β) are the accuracy functions of α and β, respectively, then:

a) if Sc(α) > Sc(β), then β <t α;

b) if Sc(α) = Sc(β), then:

if Ac(α) > Ac(β), then β <t α;

if Ac(α) = Ac(β), then β =t α.

On the lattice Lq-ROFNs, the following basic operations can be defined.

Defnition 4 ([15]). Suppose for α = (µα, να), α1, α2 ∈ Lq-ROFNs we have:

1. αc = (να, µα);

2. α1 ⊕q α2 =
(
(µqα1

+ µqα2
− µqα1

· µqα2
)1/q, να1

ν̇α2

)
;

3. α1 ⊗q α2 =
(
µα1 · µα2 , (ν

q
α1

+ νqα2
− νqα1

· νqα2
)1/q

)
;

4. Min(α1, α2) =
(

min(µα1 , µα2),max(να1 , να2)
)
;

5. Max(α1, α2) =
(

max(µα1
, µα2

),min(να1
, να2

)
)
;

6. λ · α = ((1− (1− µqα)λ)1/q, νλα), λ > 0;

7. αλ = (µλα, (1− (1− νqα)λ)1/q), λ > 0.

We define the distance between the q-rung orthopiar fuzzy numbers α1, α2 ∈ Lq-ROFNs:

dq(α1, α2) = 1/2 · (|(µα1
)q − (µα2

)q + |(να1
)q − (να2

)q|). (3)

It is not difficult to prove that this measure satisfies all properties of a distance function.

2. Description of TOPSIS Approach to Facility Location Selection Problem with
Q-Rung Orthopair Fuzzy Information

Location planning for candidate centers is vital in minimizing traffic congestion arising from facility
movement in extreme environment. In recent years, transport activity has grown tremendously and
this has undoubtedly affected the travel and living conditions in difficult and extreme urban areas.
Considering the growth in the number of freight movements and their negative impacts on residents
and the environment, municipal administrations are implementing sustainable freight regulations like
restricted delivery timing, dedicated delivery zones, congestion charging etc. With the implementation
of these regulations, the logistics operators are facing new challenges in location planning for service
centers. For example, if service centers are located close to customer locations, then they increase
traffic congestion in the urban areas. If they are located far from customer locations, then the service
costs for the operators result to be very high. Under these circumstances, it is clear that the location
planning for service centers in extreme environment is a complex decision that involves consideration
of multiple attributes like maximum customer coverage, minimum service costs, least impacts on
geographical points’ residents and the environment, and conformance to freight regulations of these
points.

Timely servicing from emergency service centers to the affected geographical areas (demand points
as customers, for example, critical infrastructure objects) is a key task of the emergency management
system. Scientific research in this area focuses on distribution networks decision-making problems,
which are known as a Facility Location Problem (FLP) [4]. FLP’s models have to support the
generation of optimal locations of service centers in complex and uncertain situations. There are
several publications about application of fuzzy methods in the FLP. However, all of them have a
common approach. They represent parameters as fuzzy values (triangular fuzzy numbers [5] and
others) and develop methods for facility location problems called in this case Fuzzy Facility Location
Problem (FFLP). Fuzzy TOPSIS approaches for facility location selection problem for different fuzzy
environments are developed in [3,8,10,12,17,18]. In this work we consider a new model of FFLP based
on the q-rung orthopair fuzzy TOPSIS approach for the optimal selection of facility location centers.
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This section first introduces the MCDM problem under q-rung orthopair fuzzy environment. Then,
an effective decision-making approach is proposed to deal with such MCDM problems. At length, an
algorithm of the proposed method is also presented

First, we are focusing on a multi-attribute decision making approach for location planning for service
centers under uncertain and extreme environment. We develop a fuzzy multi-attribute decision making
approach for the service center location selection problem for which a fuzzy TOPSIS approach is used.

The formation of expert’s input data for construction of attributes is an important task of the
centers’ selection problem. To decide on the location of service centers, it is assumed that a set
of candidate sites (CSs) already exists. This set is denoted by CS = {cs1, cs2, . . . , csm}, where
we can locate service centers, and S = {s1, s2, . . . , sn} is the set of all attributes (transformed in
benefit attributes) which define CS’s selection. For example: “access by public and special transport
modes to the candidate site”, “security of the candidate site from accidents, theft and vandalism”,
“connectivity of the location with other modes of transport (highways, railways, seaports, airports,
etc.)”, “costs in vehicle resources, required products and etc. for the location of a candidate site”,
“impact of the candidate site location on the environment, such as important objects of Critical
Infrastructure, air pollution and others”, “proximity of the candidate site location from the central
locations”, “proximity of the candidate site location from customers”, “availability of raw material and
labor resources in the candidate site”, “ability to conform to sustainable freight regulations imposed
by managers for e.g. restricted delivery hours, special delivery zones”, “ability to increase size to
accommodate growing customers” and others. Let W = {w1, w2, . . . , wn} be the weights of attributes.
For each expert ek from invited group of experts (service dispatchers and so on) E = {e1, e2, . . . , et},
let αkijbe the fuzzy rating of his/her evaluation in q-ROFNs for each candidate site csi (i = 1, . . . ,m),
with respect to each attribute sj (j = 1, . . . , n). For the expert ek we construct binary fuzzy relation
Ak = {αkij , i = 1, . . . ,m; j = 1, . . . , n} decision making matrix, elements of which are represented

in q-ROFNs. If some attribute sj is cost type, then we transform experts’ evaluations and αkij is

changed by (αkij)
c. Experts’ data must be aggregated in etalon decision making matrix –A = {αij ,

i = 1, . . . ,m; j = 1, . . . , n}. Our task is to build fuzzy TOPSIS approach, which for each candidate
site csi (i = 1, . . . ,m) aggregates presented objective and subjective data into scalar values – site’s
selection index. This aggregation can be formally represented as a TOPSIS “relative closeness of the
alternative” defined on αij , j = 1, . . . , n:

δi = relative closeness of the alternative (csi)

≡ TOPSIS aggregation (αi1, . . . , αin), i = 1, . . . ,m. (4)

The proposed framework of location planning for candidate sites comprises the following steps:

Step 1: Selection of location attributes. Involves the selection of location attributes for evaluating
potential locations for candidate sites. These attributes are obtained from discussion with experts and
members of the city transportation group. We use five attributes (n=5) defined above by short names:
s1 =“Accessibility”, s2 =“Security”, s3 =“Connectivity to multimodal transport”, s4 =“Costs”,
s5 =“Proximity to customers”. The fourth attribute is cost type and the others are benefit types. As
mentioned above, cost type evaluation data must be transformed in the benefit forms.

Step 2: Selection of candidate location sites. Involves selection of potential locations for implementing
service centers. The decision makers use their knowledge, prior experience in transportation or other
aspects of the geographical area of extreme events and the presence of sustainable freight regulations
to identify candidate locations for implementing service centers. For example, if certain areas are
restricted for delivery by municipal administration, then these areas are barred from being considered
as potential locations for implementing urban service centers. Ideally, the potential locations are
those that cater for the interest of all city stakeholders, which are city residents, logistics operators,
municipal administrations, etc.

Step 3: Assignment of ratings to the attributes with respect to the candidate sites. Let Ak = {αkij ∈
q-ROFNs, i = 1, . . . ,m; j = 1, . . . , n} be the performance ratings of each expert ek (k = 1, 2, . . . , t)
for each candidate site csi (i = 1, 2, . . . ,m) with respect to attributes sj (j = 1, 2, . . . , n).
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Step 4: Computation of the q-ROF decision matrix for the attributes and the candidate sites. Let the
ratings of all experts be described by positive numbers ωk, ωk > 0, k = 1, . . . , t. If ratings of the
attributes evaluated by the k-th expert are αkij , then the aggregated fuzzy ratings (αij) of candidate
sites with respect to each attribute are given by q-ROF weighted sum

αij =

t∑⊕q

k=1

αkij

(
ωk

/ t∑
l=1

ωl

)
. (5)

The fuzzy decision matrix {αij} for the candidate sites CS and the attributes S is constructed as
follows:

s1 s2 . . . sn

cs1
cs2
. . .
csm


α11 α12 . . . α1n

α21 α22 . . . α2n

. . . . . . . . . . . . . . . . . . . . . .
αm1 αm2 . . . αmn


Construct the q-rung fuzzy decision matrix {αij} and calculate Sc and Ac functions values (Definition
2) of elements αij .

Step 5: Identification of q-rung orthopair fuzzy PIS and NIS. TOPSIS approach starts with the
definition of the q-rung orthopair fuzzy PIS and the q-rung orthopair fuzzy NIS. Using formulas (1),
(2) the PIS is defined as a q-rung orthopair fuzzy set on attributes S: cs+ = {sj , α+

j ≡ Maxi[(αij)] |
j = 1, 2, . . . , n} and the NIS is defined as a q-rung orthopair fuzzy set on attributes S: cs− =
{sj , α−j ≡ Mini[(αij)] | j = 1, 2, . . . , n}. In the real MCDM models PIS and NIS are usually not be
feasible alternatives. They are extreme alternatives.

Step 6. Calculate the distances between the alternative candidate location site and the q-rung orthopair
fuzzy PIS, as well as q-rung orthopair fuzzy NIS, respectively. Then, we proceed to calculate the
distances between each alternative and q-rung orthopair fuzzy PIS and NIS. Using equation (3), we
define distances between the alternative csi and the q-rung orthopair fuzzy PIS and NIS, as a weighted
sums of distances between extreme and evaluated q-ROFNs:

D(csi, sc
+) =

n∑
j=1

wjdq(αij , α
+
j ) = 1/2 ·

n∑
j=1

wj(|(µαij
)q − (µα+

j
)q|+ |(ναij

)q − (να+
j

)q|),

D(csi, sc
−) =

n∑
j=1

wjdq(αij , α
−
j ) = 1/2 ·

n∑
j=1

wj(|(µαij )q − (µα−
j

)q|+ |(ναij )q − (να−
j

)q|),

Step 7. Calculate the revised closeness or TOPSIS aggregation as a site’s selection index for every
alternative. In general, the bigger D(csi, sc

−) and the smaller D(csi, sc
+) the better is the alternative

csi. In the classical TOPSIS method, the authors usually need to calculate the relative closeness (RC)
of the alternative csi. We define candidate site’s selection index as RC with respect to the q-rung
orthopair PIS sc+ as follows:

δi ≡ RC(csi) =
D(csi, cs

+)

D(csi, cs+) +D(csi, cs−)
, i = 1, . . . ,m. (6)

3. Multi-Objective Optimization Model of Facility Location Set Covering Problem

The location set covering problem (LSCP) proposed by C. Toregas and C. Revell in 1972, seeks for a
solution for locating the least number of facilities to cover all demand points within the service distance.
In some of our works we are focusing on the multi-objective fuzzy set covering problems [9, 11] for
extreme conditions. In this work, we construct new fuzzy LSCP model for emergency service facility
location planning.

As we discussed in the previous section, the constructed Fuzzy TOPSIS technology forms center’s
selection rational index. The center’s index reflects expert evaluations with respect to the center,
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Table 1. Fuzzy travel times t̃ij from fire stations to critical infrastructure objects (in minutes)

a1 a2 a3 a4 a5 a6

cs1 (3, 5, 7) (2, 4, 6) (4, 6, 7) (4, 7, 9) (1, 3, 5) (1, 3, 4)

cs2 (6, 10, 14) (4, 9, 14) (2, 4, 6) (5, 7, 10) (1, 4, 8) (1, 4, 5)

cs3 (4, 8, 12) (4, 7, 11) (4, 6, 9) (2, 4, 7) (4, 7, 10) (4, 6, 8)

cs4 (4, 7, 10) (7, 11, 15) (6, 9, 13) (4, 6, 8) (2, 4, 6) (1, 3, 5)

cs5 (1, 3, 5) (2, 4, 6) (1, 3, 6) (2, 4, 7) (4, 6, 8) (5, 9, 12)

considering all actual attributes. If x = {x1, x2, . . . , xm} is the Boolean decision vector that defines
some selection from candidate centers CS = {cs1, cs2, . . . , csm} for facility location, we can build
centers’ selection index as a linear sum of δjxj values: as a result, new objective function – centers’

selection index
m∑
j=1

δjxj is constructed. Maximizing it, we will be able to select a group of centers

with the best total ranking from admissible covering selections. Classical facility location set covering

problem tries to minimize the number of centers, where service facilities can be located –
m∑
j=1

xj . The

problem aims to locate service facilities in minimal travel time from candidate centers. Let customers
covered by service centers in distribution networks be denoted by A = {a1, . . . , ak}. The problem aims
to locate service facilities in minimal travel time from candidate sites. Let experts evaluated movement
fuzzy times (evaluated in triangular fuzzy numbers (TFNs) [5]) between customer and candidate sites

be t̃ij , ai ∈ A; csj ∈ CS. In extreme environment for emergency planning a radius of service center
is defined based not on distance but on maximum allowed time T for movement, since the rapid help
and servicing is crucial for customers in such situations. Respectively, a set of candidate sites Ni,
covering customer ai ∈ A, is defined as Ni = {csj , csj ∈ CS/E(t̃ij) ≤ T}, i = 1, . . . ,m, where

E(t̃ij) = t̃2ij + (t̃3ij − 2t̃2ij + t̃1ij)/4,

is an expected value of a TFN t̃ij ≡ (t̃1ij , t̃
2
ij , t̃

3
ij). Then we can state bi-objective facility location set

covering problem:

min z1 =

m∑
j=1

xj , max z2 =

m∑
j=1

δjxj , (7)

∑
sj∈Ni

xj ≥ 1 (i = 1, 2, . . . , k); xj ∈ {0, 1}, j = 1, 2, . . . ,m.

Based on the epsilon-constraint approach, an algorithm of finding all Pareto solutions [6] is con-
structed (omitted here).

4. Numerical Simulation of Emergency Service Facility Location Model

We illustrate the effectiveness of the constructed optimization model by the numerical example.
Let us consider an emergency management administration of a city in Georgia that wishes to locate
some fire stations with respect to timely servicing of critical infrastructure objects. Assume that there
are 6 demand points as customers (critical infrastructure objects) and 5 candidate facility centers (fire
stations) in the urban area. Let there be 4 experts from Emergency Management Agency (EMA) of
Georgia for the evaluation of travel times and the ranking of candidate facility centers. The travel
times between demand points and candidate centers are evaluated in triangular fuzzy numbers (see
Table 1). According to the standards of EMA (Georgia), the principle of location fire stations is that
the fire station can reach the area edge within 5 minutes after receiving the dispatched instruction.
Therefore, we set covering radius T = 5 minutes.
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Table 2. Appraisal matrix A1 by expert-1

s1 s2 s3 s4 s5

cs1 (0.7, 0.5) (0.8, 0.3) (0.7, 0.4) (0.7, 0.4) (0.8, 0.4)

cs2 (0.6, 0.5) (0.7, 0.4) (0.4, 0.6) (0.8, 0.4) (0.7, 0.4)

cs3 (0.7, 0.5) (0.9, 0.5) (0.9, 0.7) (0.7, 0.4) (0.8, 0.5)

cs4 (0.6, 0.5) (0.8, 0.4) (0.8, 0.5) (0.9, 0.5) (0.8, 0.5)

cs5 (0.8, 0.6) (0.7, 0.4) (0.9, 0.5) (0.7, 0.4) (0.8, 0.6)

Table 3. Appraisal matrix A2 by expert-2

s1 s2 s3 s4 s5

cs1 (0.7, 0.5) (0.8, 0.4) (0.6, 0.3) (0.6, 0.3) (0.7, 0.4)

cs2 (0.6, 0.5) (0.7, 0.3) (0.7, 0.4) (0.9, 0.4) (0.8, 0.4)

cs3 (0.8, 0.5) (0.9, 0.5) (0.6, 0.4) (0.8, 0.4) (0.6, 0.2)

cs4 (0.6, 0.4) (0.8, 0.3) (0.9, 0.6) (0.7, 0.3) (0.6, 0.2)

cs5 (0.9, 0.7) (0.7, 0.4) (0.9, 0.4) (0.7, 0.3) (0.9, 0.6)

Table 4. Appraisal matrix A3 by expert-3

s1 s2 s3 s4 s5

cs1 (0.7, 0.4) (0.8, 0.3) (0.7, 0.5) (0.7, 0.4) (0.9, 0.5)

cs2 (0.6, 0.5) (0.7, 0.4) (0.5, 0.3) (0.7, 0.2) (0.6, 0.3)

cs3 (0.6, 0.2) (0.9, 0.6) (0.7, 0.5) (0.7, 0.3) (0.6, 0.3)

cs4 (0.8, 0.4) (0.9, 0.4) (0.8, 0.5) (0.8, 0.5) (0.8, 0.3)

cs5 (0.9, 0.7) (0.6, 0.3) (0.9, 0.5) (0.9, 0.6) (0.7, 0.4)

Covering sets of candidate sites Ni are defined (omitted here). Let experts generated the attributes
weights as values of overall importance be based on the consensus:

w1 = 0.25; w2 = 0.15; w3 = 0.25; w4 = 0.20; w5 = 0.15.

Each expert ek (k = 1, 2, 3) presented the ratings rkij for each candidate center si (i = 1, . . . , 5) with
respect to each attribute sj (j = 1, . . . , 5).

Let experts have equal ratings {ωj = 1/3}. Using formula (5), experts’ evaluations are aggregated
in decision making matrix {αij} (Table 5).

Using the algorithm from Section 2 of new fuzzy TOPSIS, we calculated values of candidate centers’
selection indices: δ1 = 0.472, δ2 = 0.803, δ3 = 0.441, δ4 = 0.455, δ5 = 0.377. After these calculations
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Table 5. Accumulated q-rung orthopair fuzzy decision matrix {αij}

s1 s2 s3 s4 s5

cs1 (0.70, 0.46) (0.80, 0.33) (0.67, 0.39) (0.67, 0.36) (0.83, 0.43)

cs2 (0.60, 0.50) (0.70, 0.36) (0.58, 0.42) (0.83, 0.32) (0.72, 0.36)

cs3 (0.72, 0.37) (0.90, 0.53) (0.79, 0.52) (0.74, 0.36) (0.70, 0.31)

cs4 (0.70, 0.43) (0.84, 0.36) (0.84, 0.53) (0.83, 0.42) (0.76, 0.31)

cs5 (0.88, 0.66) (0.67, 0.36) (0.90, 0.46) (0.80, 0.42) (0.83, 0.52)

the following Combinatorial Programming Problem (7) has been constructed:

f1 = x1 + x2 + x3 + x4 + x5 ⇒ min,

f2 = 0.472x1 + 0.803x2 + 0.441x3 + 0.455x4 + 0.377x5 ⇒ max,

x1 + x5 ≥ 1,

x2 + x5 ≥ 1,

x3 + x5 ≥ 1,

x1 + x2 + x4 ≥ 1,

xi ∈ 0, 1, i = 1, 2, 3, 4, 5.

(8)

Based on the developed software for problem (8), the Pareto solutions [6] are founded. They are:

a) cs1, cs5, f1 = 2; f2 = 1.18,

b) cs1, cs2, cs3, f1 = 3; f2 = 1.716,

c) cs1, cs2, cs3, cs4, f1 = 4; f2 = 2.171,

d) cs1, cs2, cs3, cs4, cs5, f1 = 5, f2 = 2.548.

It is clear that increasing of fire stations number in Pareto solutions results in a more better level of
the second objective function – fire stations’ selection index. But the decision on the choice of the fire
stations as service centers depends on the decision making person’s preferences with respect to risks
of administrative actions.

5. Conclusions

The paper presented new approach for the facility location problem for selection of the locations
of service centers in extreme and uncertain situations. The approach utilizes experts knowledge
represented by q-rung orthopair fuzzy numbers and considers the suitability of central location (i.e.,
affordability, security, etc.) using constructed new fuzzy TOPSIS approach. On the other hand, the
model also considers the necessity to reach all critical infrastructure points and time that is required to
reach them, presented by triangular fuzzy numbers. As a result, the bi-objective set covering problem
is obtained. The constructed approach is illustrated by a numerical example for locating fire stations
servicing critical infrastructure points in a city in Georgia. For the constructed problem, the Pareto
solutions are obtained. For the large-dimension cases of the problem, the epsilon-constraint approach
for the Pareto front obtaining is constructed.
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BI–LAPLACE–BELTRAMI EQUATION ON A HYPERSURFACE

MEDEA TSAAVA

Abstract. We investigate the boundary value problems for the bi–Laplace–Beltrami equation on a

smooth bounded surface C with a smooth boundary in non-classical setting in the Bessel potential

space Hs
p(C ) for s >

1

p
, 1 < p < ∞. To the initial BVP we apply a quasi-localization and obtain a

model BVP for the bi-Laplacian. The model BVP on the half-plane is investigated by the potential

method and is reduced to an equivalent system in Sobolev–Slobodečkii space. Boundary integral
equations are investigated in both Bessel potential and Sobolev–Slobodečkii spaces. The property

of the obtained system in the non-classical setting is derived, as well.

Introduction

Let S ⊂ R3 be some smooth closed orientable surface, bordering a compact inner Ω+ and an outer
Ω− := R3 \ Ω+ domain. By C we denote a subsurface of S , which has two faces C− and C + and
inherits the orientation from S : C + borders the inner domain Ω+ and C− borders the outer domain
Ω−. C has the smooth boundary Γ := ∂C .

Let ν(ω) =
(
ν1(ω), ν2(ω), ν3(ω)

)>
, ω ∈ C be the unit normal vector field on the surface C and

∂ν =

3∑
j=1

νj∂j be the normal derivative. Let us consider the bi–Laplace–Beltrami operator in C

written in terms of the Günter’s tangent derivatives (see [7, 9, 10] for more details)

∆2
C :=

3∑
j,k=1

D2
jD

2
k , Dj : = ∂j − νj∂ν , j = 1, 2, 3. (0.1)

Let νΓ(t) = (νΓ,1(t), νΓ,2(t), νΓ,3(t))>, t ∈ Γ, be the unit normal vector field on the boundary Γ, which

is tangential to the surface C and directed outside of the surface. Let, finally, ∂νΓ
:=

3∑
j=1

νΓ,jDj

denote the corresponding normal derivative on the boundary Γ.
We study the following boundary value problem for the bi–Laplace–Beltrami equation

∆2
Cu(t) = f(t), t ∈ C ,

u+(s) = g(s), on Γ,

(∂νΓu)+(s) = h(s), on Γ,

(0.2)

where u+ and (∂νΓ
u)+ denote the traces on the boundary.

We need the Bessel potential Hsp(S ), Hsp(C ), H̃sp(C ) and Sobolev–Slobodečkii Ws
p(S ), Ws

p(C ),

W̃s
p(C ) spaces, where S is a closed smooth surface (without boundary), which contains C as a

subsurface, 1 < p < ∞, s ∈ R. Let us commence with the definition of the Bessel potential space
on the Euclidean space Hsp(Rn), defined as a subset of the space of Schwartz distributions S′(Rn)
endowed with the norm (see [14])∥∥u∣∣Hsp(Rn)

∥∥ : =
∥∥〈D〉su∣∣Lp(Rn)

∥∥,
2010 Mathematics Subject Classification. 35J40, 35M12, 35J58, 45E05.
Key words and phrases. Bi–Laplace–Beltrami equation; Günter’s tangential derivatives; Boundary value problems;

Boundary condition; Bessel potential spaces.
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where 〈D〉s := F−1(1 + |ξ|2)
s
2 F is the Bessel potential and F , F−1 are the Fourier transformations.

For the definition of the Sobolev–Slobodečkii space Ws
p(Rn) = Bsp,p(Rn) (see [14]).

The spaces Hsp(S ) and Ws
p(S ) are defined, in general, by a partition of the unity {ψj}`j=1 subor-

dinated to some covering {Yj}`j=1 of S and local coordinate diffeomorphisms (see [12,14] for details)

κj : Xj → Yj , Xj ⊂ R2 , j = 1, . . . , `.

The space Ws
p(S ) coincides with the trace space of H

s+ 1
p

p (R3) on S and it is known that Ws(S ) =
Hs(S ) for s ≥ 0, 1 < p <∞ (see [14]).

We use, as common, the notation Hs(S ) and Ws(S ) for the spaces Hs2(S ) and Ws
2(S ) (the case

p = 2).

The space H̃sp(C ) is defined as the subspace of Hsp(S ) of those functions ϕ ∈ Hsp(S ), which

are supported in the closed sub-surface suppϕ ⊂ C , whereas Hsp(C ) denotes the quotient space

Hsp(C ) := Hsp(S )
/
H̃sp(C c), and C c := S \ C is the complemented sub-surface. For s > 1/p − 1 the

space Hsp(C ) can be identified with the space of those distributions ϕ on C which admit extensions
`ϕ ∈ Hsp(S ), while Hsp(C ) is identified with the space rCHsp(S ), where rC is the restriction to the
sub-surface C of S .

For s < 0, the space is defined by duality, e.g., Hsp(C ) =
(
H̃−sq (C )

)′
, where

1

p
+

1

q
= 1. The spaces

W̃s
p(C ) and Ws

p(C ) are defined similarly.

The Bessel potential Hsp(Γ), Hsp(Γ0), H̃sp(Γ0) and Sobolev–Slobodečkii Ws
p(Γ), Ws

p(Γ0), W̃s
p(Γ0)

spaces on a closed contour Γ and an open arc Γ0 are defined also similarly.
It is worth noting that for an integer m = 1, 2, . . . the Bessel potential Hmp (S ) and Sobolev Wm

p (S )
spaces coincide and the equivalent norm in both spaces is defined with the help of the Günter’s
derivatives (see [6, 7, 9] and cf. (0.1) for the Günter’s derivatives D1,D2,D3):∥∥u ∣∣Wm

p (S )
∥∥ :=

[ ∑
|α|6m

∥∥Dαu
∣∣Lp(S )

∥∥p] 1
p

, where Dα : = Dα1
1 Dα2

2 Dα3
3 .

Let us also consider H̃−2
0 (C ), a subspace of H̃−2(C ), orthogonal to

H̃−2
Γ (C ) :=

{
f ∈ H̃−2(Ω)

∣∣ (f, ϕ)L2(Ω) = 0, ϕ ∈ C∞0 (Ω)
}
.

H̃−2
Γ (C ) consists of those distributions from H̃−2(C ) which are supported on Γ and H̃−2(C ) decom-

poses into the following direct sum of the subspaces:

H̃−2(C ) = H̃−2
Γ (C )⊕ H̃−2

0 (C ).

The space H̃−2
Γ (C ) is nontrivial (see [12, §5.1]) and if the right-hand side f is chosen from the or-

thogonal subspace, the space H̃−2
0 (C ) guarantees the unique solvability of BVPs (cf. [12] and the next

Theorem 0.1).
The Lax–Milgram Lemma applied to the BVP (0.2) gives the following result. Similar proofs see

in [15].

Theorem 0.1. The BVP (0.2) has a unique solution in the classical weak setting:

u ∈ H2(C ), f ∈ H̃−2
Γ (C ), g ∈ H3/2(Γ), h ∈ H1/2(Γ). (0.3)

From Theorem 0.1 we cannot even conclude that a solution is continuous. If we succeed in proving
that a solution u belongs to the space H2

p(C ) for some 2 < p < ∞, we can enjoy even a Hölder
continuity of u. It is very important to know maximal smoothness of a solution as, for example, in
designing approximation methods. To this end, we investigate the solvability properties of the BVP
(0.2) in the following non-classical setting:

u ∈ Hsp(C ), f ∈ H̃s−4
p (C ) ∩ H̃−2

0 (C ), g ∈ Hs−1/p
p (Γ), (0.4)

h ∈ Hs−1−1/p
p (Γ), 1 < p <∞, s >

1

p
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and find necessary and sufficient conditions of solvability.
To formulate the main theorem of the present work we need the following definition.

Definition 0.2. The BVP (0.2), (0.4) is Fredholm one if the homogeneous problem f = g = h = 0 has
a finite number of linearly independent solutions and only a finite number of orthogonality conditions
on the data f, g, h ensure the solvability of the BVP.

Theorem 0.3. Let conditions (0.4) hold:
a) Then a solution to the BVP (0.2) is represented by the formula

u(x) =NC f(x) +W (0,Γ)g(x)−W (−1,Γ)h(x) +W (−2,Γ)ϕ(x)

−W (−3,Γ)ψ(x), u ∈ H2
#(C ), x ∈ C . (0.5)

Here NC , W (j,Γ), j = −3, 1 are the Newton’s and layer potentials, defined below (see (1.5)) and ϕ,
ψ in (0.5) are solutions to the following system of boundary pseudodifferential equations{

V 0
(−2,Γ)ϕ− V

0
(−3,Γ)ψ = G on Γ,

V 1
(−1,Γ)ϕ− V

1
(−2,Γ)ψ = H on Γ,

(0.6)

ϕ ∈ H̃rp(Γ), ψ ∈ H̃r−1
p (Γ), G ∈ Hrp(Γ), H ∈ Hr−1

p (Γ), (0.7)

where r = s− 1/p, G and H are the functions given in terms of f , g, and h in (1.11) in §1 below.
b) Vice versa: if u is a solution to the BVP (0.2) in the setting (0.4), then ϕ := u+, ψ := (∂νu)+

are solutions to the system (0.6).

c) The system of equations (0.6) has a unique pair of solutions ϕ ∈ W̃3/2(Γ) and ψ ∈ W̃1/2(Γ) in
the classical setting for p = 2, s = 2.

The proof of Theorem 0.3 is exposed in §1.
The system of boundary pseudodifferential equations (0.6) we will consider also in the Sobolev–

Slobodečkii space setting

ϕ ∈ W̃r
p(Γ), ψ ∈ W̃r−1

p (Γ), G ∈Wr
p(Γ), H ∈Wr−1

p (Γ). (0.8)

To formulate the theorem, consider the following model system of singular integral equations (SIEs)
in two settings: {

iSRψ0(t) = G0(t),

iSRϕ0(t) = H0(t), t ∈ R
(0.9)

in the Sobolev–Slobodečkii

ϕ0, ψ0 ∈ W̃r−1
p (R), G0, H0 ∈Wr−1

p (R) (0.10a)

and the Bessel potential space

ϕ0, ψ0 ∈ H̃r−1
p (R), G0, H0 ∈ Hr−1

p (R) (0.10b)

settings. Here

SRv(t) :=
1

πi

∞∫
−∞

v(τ)dτ

τ − t
, v ∈ Lp(R) (0.11)

is understood in the sense of Cauchy’s principal value.

Theorem 0.4. Let 1 < p <∞, r = s− 1

p
> −1. The system of boundary pseudodifferential equations

(0.6) is Fredholm one in the Sobolev–Slobodečkii (0.7) and Bessel potential (0.8) space settings if the
system of boundary integral equations (0.9) is locally invertible at 0 in the settings (0.10a) and (0.10b),
respectively.
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Remark 0.5. Theorem 0.4 is proved at the end of §1. For the proof we apply a quasi-localization of
the BVP (0.2) with the corresponding model BVP on the half-space (see Lemma 1.5). The constraint
r > −1 is then natural since we deal with the boundary value problem.

In a forthcoming paper the problem will be treated by a direct application of the local quasi-
equivalence to the equation (0.6).

A quasi-localization means “freezing coefficients” and “rectifying” underling contours and surfaces.
For details of a quasi-localization we refer the reader to papers [13] and [1], where the quasi-localization
is well described for singular integral operators and for BVPs, respectively. We also refer to [8, §3],
where a short introduction to quasi-localization is exposed.

In the present case under consideration we get 2 different model problems by localizing the mixed
BVP (0.2) to:

1 inner points of C ;
2 inner points on the boundary Γ.

The model BVPs obtained by a quasi-localization, are well investigated in the first case and such
model problems have unique solutions without additional constraints. In the second case we get a
mixed BVP on the half-plane for the bi-Laplace equation (cf. (1.13) below). System (0.9) is related
to this model problem (1.13) just as the BVP (0.2) is related to system (0.6).

1. Potential Operators and Boundary Integral Equations

Let S be a closed, sufficiently smooth orientable surface in Rn. We use the notation Xsp(S ) for
either the Bessel potential Hsp(S ) or the Sobolev–Slobodečkii Ws

p(S ) spaces for S closed or open

and a similar notation X̃sp(S ) for S open.
Consider the space

Xsp,#(S ) : =
{
ϕ ∈ Xsp(S ) : (ϕ, 1) = 0

}
, (1.1)

where (·, ·) denotes the duality pairing between the adjoint spaces. It is obvious that Xsp,#(S ) does

not contain nonzero constants: if c0 = const ∈ Xsp,#(S ) then

0 = (c0, 1) = c0(1, 1) = c0mes S

and c0 = 0. Moreover, Xsp(S ) decomposes into the direct sum

Xsp(S ) = Xsp,#(S ) + {const} (1.2)

and the dual (adjoint) space is(
Xsp,#(S )

)∗
= X−sp′,#(S ), p′ : =

p

p− 1
. (1.3)

The following is a part of Theorem 10 proved in [10].

Theorem 1.1. Let S be `-smooth, ` = 1, 2, . . . , 1 < p < ∞, and |s| 6 `. Let Xsp,#(S ) be the same

as in (1.1)–(1.3). The bi–Laplace–Beltrami operator ∆2
S := ∆S ∆S is invertible between the spaces

with detached constants

∆2
S : Xs+1

p,# (S )→ Xs−1
p,# (S ), (1.4)

i.e., has the fundamental solution KS in the setting (1.4).

Let C ⊂ S be a subsurface with a smooth boundary Γ := ∂C . With the fundamental solution
KS of the bi–Laplace–Beltrami operator at hand we can consider on the surface C the standard layer
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potentials:

NC v(x) : =

∫
C

KS (x, y)v(y) dσ

W (0,Γ)v(x) : =

∫
Γ

(∂νΓ
∆KS )(x, τ)v(τ)dτ,

W (−1,Γ)v(x) : =

∫
Γ

(∆KS )(x, τ)v(τ)dτ, x ∈ C ,

W (−2,Γ)v(x) : =

∫
Γ

(∂νΓ(τ)KS )(x, τ)v(τ)dτ, x ∈ C ,

W (−3,Γ)v(x) : =

∫
Γ

KS (x, τ)v(τ)dτ, x ∈ C .

(1.5)

The potential operators, defined above, have standard boundedness properties

NC : Hsp,#(C ) −→ Hs+4
p,# (C ) ,

W (0,Γ) : Hsp,#(Γ) −→ H
s+3+ 1

p

p,# (C ) ,

W (−1,Γ) : Hsp,#(Γ) −→ H
s+2+ 1

p

p,# (C ),

W (−2,Γ) : Hsp,#(Γ) −→ H
s+1+ 1

p

p,# (C ),

W (−3,Γ) : Hsp,#(Γ) −→ H
s+ 1

p

p,# (C )

and any solution to the mixed BVP (0.2) in the space H2
#(C ) := H2

2,#(C ) is represented as follows:

u(x) =NC f(x) +W (0,Γ)u
+(x)−W (−1,Γ)(∂νΓu)+(x) +W (−2,Γ)(∆u)+(x)

−W (−3,Γ)(∂νΓ
∆u)+(x), u ∈ H2

#(C ), x ∈ C . (1.6)

Since Xsp = Xsp,# + {const}, we can extend layer potentials to the entire space as follows:

for ϕ = ϕ0 + c, ϕ0 ∈ Xsp,#, c = const,

we set W (j,Γ)ϕ = W (j,Γ)ϕ0 + c, NC f = NC f0 + c, j = −3, 0
(1.7)

i.e., by setting W (j,Γ)c = NC c = c.

Lemma 1.2. The representation formula (1.6) remains valid for a solution in the space H2(C ),
provided the potentials are extended as in (1.7).

Proof. Indeed, since u = u0 + c, u0 ∈ Hsp,#(C ), u ∈ Hsp(C ), we apply the extension formulae (1.7),

the representation formula (1.6) for a solution in the space H2
#(C ) and get the representation formula

(1.6) for a solution in the space H2(C ):

u(x) =u0(x) + c = NC f0(x) +W (0,Γ)u
+
0 (x)−W (−1,Γ)(∂νΓ

u0)+(x)

+W (−2,Γ)(∆u0)+(x)−W (−3,Γ)(∂νΓ
∆u0)+(x) + c

=NC (f(x)− c) +W (0,Γ)(u− c)+(x)−W (−1,Γ)(∂νΓ
(u− c))+(x)

+W (−2,Γ)(∆(u− c))+(x)−W (−3,Γ)(∂νΓ
∆(u− c))+(x) + c

=NC f(x) +W (0,Γ)u
+(x)−W (−1,Γ)(∂νΓu)+(x)

+W (−2,Γ)(∆u)+(x)−W (−3,Γ)(∂νΓ
∆u)+(x), u ∈ H1(C ), x ∈ C . (1.8)

The lemma is proof. �
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Proof of Theorem 0.3. Let us recall the Plemelji formulae

(W (0,Γ)v)±(t) = ±1

2
v(t) +W (0,Γ)v(t), (∂νΓ

V 0
(0,Γ)ψ)±(t) = V 1

(+1,Γ)v(t),

(W (−1,Γ)v)±(t) = V 0
(−1,Γ)v(t), (∂νΓ

W (−1,Γ))
±(t) = ∓1

2
v(t) + V 1

(0,Γ)v(t),

(W (−2,Γ)v)±(t) = V 0
(−2,Γ)v(t), (∂νΓW (−2,Γ))

±(t) = V 1
(−1,Γ)v(t),

(W (−3,Γ)v)±(t) = V 0
(−3,Γ)v(t), (∂νΓW (−3,Γ))

±(t) = V 1
(−2,Γ)v(t),

(1.9)

where t ∈ ∂Ωα and

V 0
(−3,Γ)v(t) : =

∫
Γ

KS (t, τ)v(τ)dτ, t ∈ Γ,

V 0
(−2,Γ)v(t) : =

∫
Γ

(∂νΓ(τ)KS )(t, τ)v(τ)dτ,

V 1
(−2,Γ)v(t) : =

∫
Γ

(∂νΓ(t)KS )(t, τ)v(τ)dτ,

V 1
(−1,Γ)v(t) : =

∫
Γ

(∂νΓ(t)∂νΓ(τ)KS )(t, τ)v(τ)dτ,

(1.10)

are pseudodifferential operators on Γ, have orders −3, −2, −2 and −1, respectively, and represent the
direct values of the corresponding potentials W−3,Γ, W−2,Γ, ∂νΓ

W−3,Γ and ∂νΓ
W−2,Γ.

By applying the Plemelji formulae (1.9) to (1.6), we get

u+(t) = g(t) = (NC f)+ +
1

2
g(t) + V 0

(0,Γ)g(t)− V 0
(−1,Γ)h(t)

+V 0
(−2,Γ)ϕ(t)− V 0

(−3,Γ)ψ(t),

(∂νΓ
u)+(t) = h(t) = (∂νΓ

NC f)+ + V 1
(+1,Γ)g(t) +

1

2
h(t)− V 1

(0,Γ)h(t)

+V 1
(−1,Γ)ϕ(t)− V 1

(−2,Γ)ψ(t), t ∈ Γ.

We obtain system (0.6), where

G : =

[
1

2
g − (NC f)+ − V 0

(0,Γ)g + V 0
(−1,Γ)h

]
∈ Hs−1/p

p (Γ),

H : =

[(
1

2
h− ∂νΓ

NC f

)
)+ − V 1

(0,Γ)g + V 1
(−1,Γ)h

]
∈ Hs−1−1/p

p (Γ).

(1.11)

Thus, we have proved the inverse assertion of Theorem 0.3: if u is a solution to the BVP (0.2), the
functions ϕ and ψ are solutions to system (0.6).

The direct assertion is even easier to prove:

• the function in (1.8) represented by the potentials, satisfies the equation (0.2);
• if ϕ and ψ are solutions to system (0.6), using Plemelji formulae (1.9), it can easily be verified

that u in (1.8) satisfies the boundary conditions in (0.2).

The existence and uniqueness of a solution to the BVP (0.2) in the classical setting (0.3) is stated
in Theorem 0.1, while for system (0.6) it follows from the equivalence with the BVP (0.2). �

The remainder of the paper is devoted to the proof of solvability properties of the system (0.6) in
the non-classical setting (0.4).

On the 2-dimensional Euclidean space we consider the following equation:

∆2u = f0 on R2, u ∈ Hsp(R2), f0 ∈ Hs−4
p (R2), (1.12)
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also the model 
∆2u(x) = f1(x), x ∈ R2

+,

u+(t) = g1(t), t ∈ R,
−(∂2u)+(t) = h1(t), t ∈ R.

(1.13)

boundary value problems for the Laplace equation on the upper half plane R2
+ := R × R+, where

∂νΓ
= −∂2 is the normal derivative on the boundary of R2

+.
The BVP (1.13) will be treated in the non-classical setting:

f1 ∈ H̃s−4
p (R2

+) ∩ H̃−2
0 (R2

+), g1 ∈ Hs−1/p
p (R), h1 ∈ Hs−1−1/p

p (R), (1.14)

1 < p <∞, s >
1

p
.

Proposition 1.3. The bi-Laplace equation (1.12) has a unique solution, as well.

Proof. The assertion is a well-known classical result available in many textbooks on partial differential
equations (see e.g. [12]). �

As a particular case of Theorem 0.1 (can easily be proved with the Lax–Milgram Lemma), we have
the following

Proposition 1.4. The BVP (1.13) has a unique solution u in the classical weak setting

u ∈ H2(R2
+), f1 ∈ H̃−2

0 (R2
+), g1 ∈ H3/2(R), h1 ∈ H1/2(R),

Lemma 1.5. The BVP (0.2) is Fredholm one in the non-classical setting (0.4) if the model mixed
BVP (1.13) is locally Fredholm (i.e., is locally invertible) at 0 in the non-classical setting (1.14).

Proof. We apply quasi-localization of the boundary value problem (0.2) in the more general non-
classical setting (0.4), which includes the classical setting (0.3) as a particular case (see [1, 3] for
details of quasi-localization of boundary value problems and also [2, 11, 13] for general results on
localization and quasi-localization).

Prior proceeding with the quasi-localization let us explain shortly why the quasi-localization can
be performed in the Bessel potential (Besov) spaces.

Localizing classes consist of multiplication operators by smooth functions and since localization is
performed in quotient spaces modulo compact operators it suffices to note that smooth functions com-
mute with the Bessel potential in quotient algebra (see [3]) and, therefore, their norms coincide with
the norm in Lp-space, i.e., with the supremum-norm. This makes localization (“freezing coefficients”)
easy.

Concerning the “rectification”: since the difference of “pull-back” of the original operator and its
local representative is locally compact in Lp and is bounded in the Bessel potential spaces Hsp, it is
locally compact in all Hrp-spaces for r < s (Krasnoselskij theorem).

By quasi-localization at the point ω ∈ C we first localize to the tangential plane R2(ω) (tangential
half- plane R2

+(ω)) to C at ω ∈ C (at ω ∈ Γ = ∂C , respectively). The differential operators remain
the same

∆2
R2 : =

3∑
j,k=1

D2
jD

2
k , Dj = ∂j − νj∂ν ,

∂ν =

3∑
j=1

νj∂j , ∂νΓ
=

3∑
j=1

νΓ,jDj ,

(1.15)

but the normal vector ν(ω) to the tangent plane R2 and the normal vector νΓ(ω) to the boundary
of the tangent plane R(ω) = ∂R2

+(ω) are now constant. Next, we rotate the tangent planes R2(ω)
and R2

+(ω) to match them to the planes R2 and R2
+. The normal vector fields will transform into

ν = (0, 0, 1) and νΓ = (0,−1, 0). The rotation is an isomorphism of the spaces Wr
p(R2(ω))→Wr

p(R2),
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Wr
p(R2

+(ω))→Wr
p(R2

+), W̃r
p(R2

+(ω))→ W̃r
p(R2

+) etc., and transforms the operators in (1.15) into the
operators

∆2
R2(ω) → ∆2 : =

2∑
j,k=1

∂2
j ∂

2
k, Dj → ∂j , j, k = 1, 2, D3 → 0,

∂ν(ω) → ∂3, ∂νΓ(ω) → −∂2,

and we get (1.12), (1.13) as a local representatives of BVP (0.2).
For the BVP (0.2) in the non-classical setting (0.4) we get the following local quasi-equivalent

equations and BVPs at different points of the surface ω ∈ C :
i. the equation (1.12) at 0 if ω ∈ C is an inner points of the surface;
iv. the mixed BVP (1.13) in the non-classical setting (1.14) at 0 if ω ∈ Γ.
The main conclusion of the present theorem on Fredholm properties of BVPs (0.2) and (1.13)

follows from Proposition 1.3 and the general theorem on quasi-localizaion (see [1–3,11,13]): The BVP
(0.2), (0.4) is Fredholm one if all local representatives (1.12) and (1.13) in non-classical settings are
locally Fredholm (i.e., are locally invertible). �

Now we concentrate on the model mixed BVP (1.13). To this end, let us recall that the function

K 2
∆(x) : =

1

8π
|x− y|2 ln |x− y|

is the fundamental solution to the bi-Laplace’s equation in two variables

∆2K 2
∆(x) = δ(x), x ∈ R2,

∆2 = (∂2
1 + ∂2

2)2 = (∂2
ν + ∂2

` )2.
(1.16)

Standard Newton and layer potential operators (cf. (1.5)) acquire the following forms:

NR2
+
v(x) : =

1

8π

∫
R2

+

|x− y|2 ln |x− y|v(y) dy,

W (0,R)v(x) : = − 1

8π

∫
R

∂y2(∂2
y1

+ ∂2
y2

)
∣∣(x1, x2)− (τ, y2)

∣∣2 ln
∣∣(x1, x2)− (τ, y2)

∣∣∣∣∣
y2=0

v(τ) dτ,

W (−1,R)v(x) =
1

8π

∫
R

(∂2
y1

+ ∂2
y2

)
∣∣(x1, x2)− (τ, y2)

∣∣2 ln
∣∣(x1, x2)− (τ, y2)

∣∣∣∣∣
y2=0

v(τ) dτ,

W (−2,R)v(x) : = − 1

8π

∫
R

∂y2

∣∣(x1, x2)− (τ, y2)
∣∣2 ln

∣∣(x1, x2)− (τ, y2)
∣∣∣∣∣
y2=0

v(τ) dτ,

W (−3,R)v(x) : =
1

8π

∫
R

∣∣x− (τ, 0)
∣∣2 ln

∣∣x− (τ, 0)
∣∣v(τ) dτ.

The pseudodifferential operators on V 0
−3,R, V 0

−2,R, V 1
−2,R and V 1

−1,R associated with the layer
potentials (see (1.10)), acquire the form

V 0
(−3,R)v(x) : =

1

8π

∫
R

(
(x1 − τ)2 + x2

2

)
ln
(
(x1 − τ)2 + x2

2

)1/2
v(τ)dτ, t ∈ R,

V 0
(−2,R)v(x) : = − 1

8π

∫
R

∂y2

(
(x1 − τ)2 + (x2 − y2)2

)
ln
(
(x1 − τ)2 + (x2 − y2)2

)1/2∣∣∣
y2=0

v(τ)dτ

: =
(x2 − y2)

8π

∫
R

(
2 ln

(
(x1 − τ)2 + (x2 − y2)2

)1/2
+ 1
)∣∣∣
y2=0

v(τ)dτ
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: =
x2

8π

∫
R

(
2 ln

(
(x1 − τ)2 + x2

2

)1/2
+ 1
)
v(τ)dτ,

V 1
(−2,R)v(x) : = − 1

8π

∫
R

∂x2

(
(x1 − τ)2 + (x2 − y2)2

)
ln
(
(x1 − τ)2 + (x2 − y2)2

)1/2∣∣∣
y2=0

v(τ)dτ

: =
(y2 − x2)

8π

∫
R

(
2 ln

(
(x1 − τ)2 + (x2 − y2)2

)1/2
+ 1
)∣∣∣
y2=0

v(τ)dτ

: = −x2

8π

∫
R

(
2 ln

(
(x1 − τ)2 + x2

2

)1/2
+ 1
)
v(τ)dτ,

V 1
(−1,R)v(x) : = − 1

8π

∫
R

∂2
x2

(
(x1 − τ)2 + (x2 − y2)2

)
ln
(
(x1 − τ)2 + (x2 − y2)2

)1/2∣∣∣
y2=0

v(τ)dτ

: = − 1

4π

∫
R

(
ln
(
(x1 − τ)2 + (x2 − y2)2

)1/2
+

(y2 − x2)2

(x1 − τ)2 + (x2 − y2)2
+

1

2

)∣∣∣
y2=0

v(τ)dτ

: = − 1

4π

∫
R

(
ln
(
(x1 − τ)2 + x2

2

)1/2
+

x2
2

(x1 − τ)2 + x2
2

+
1

2

)
v(τ)dτ,

and when x2 → 0, we get

V (−3,R)v(t) : = lim
x2→0

V 0
(−3,R)v(x) =

1

8π

∫
R

(t− τ)2 ln |t− τ |v(τ)dτ,

V (−2,R)v(t) : = lim
x2→0

V 0
(−2,R)v(x) = 0, V ∗(−2,R)v(t) := lim

x2→0
V 1

(−2,R)v(x) = 0, (1.17)

V (−1,R)v(t) : = lim
x2→0

V 1
(−1,R)v(x) = − 1

4π

∫
R

(
ln |t− τ |+ 1

2

)
v(τ)dτ.

Now we prove the following

Lemma 1.6. Let 1 < p < ∞, s >
1

p
. Let g1 ∈ Hs−1/p

p (R) and h1 ∈ Hs−1−1/p
p (R) (non-classical

formulation (1.14)). A solution to the BVP (1.13) is represented by the formula

u(x) = NR2
+
f(x) +W (0,R)g1(x)−W (−1,R)h1(x) +W (−2,R)ϕ0(x)

−W (−3,R)ψ0(x), x ∈ R2 (1.18)

and ϕ0 and ψ0 are the solutions to the system of pseudodifferential equations{
V 0

(−2,R)ϕ0 − V 0
(−3,R)ψ0 = G0 on R,

V 1
(−1,R)ϕ0 − V 1

(−2,R)ψ0 = H0 on R,
(1.19)

ϕ0 ∈ H̃s−1/p
p (R), ψ0 ∈ H̃s−1−1/p

p (R),

G0 ∈ Hs−1/p
p (R), H0 ∈ Hs−1−1/p

p (R), (1.20)

where

G0 : =

[
1

2
g1 − (NR2

+
f)+ − V 0

(0,R)g1 + V 0
(−1,R)h1

]
∈ Hs−1/p

p (R),

H0 : =

[(1

2
h1 − ∂νΓ

NR2
+
f
)+

− V 1
(0,R)g1 + V 1

(−1,R)h1

]
∈ Hs−1−1/p

p (Γ).

The system of boundary pseudodifferential equations (1.19) has a unique pair of solutions ϕ0 and
ψ0 in the classical setting p = 2, s = 1.
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Proof. By repeating word by word the proof of Theorem 0.3, we prove the equivalence via the rep-
resentation formulae (1.18) of the BVP (1.13) in the non-classical setting (1.14) and of the system
(1.19).

The existence and uniqueness of a solution to the BVP (1.13) in the classical setting (1.14) is
stated in Proposition 1.4, while for system (1.19) it follows from the proved equivalence with the BVP
(1.13). �

Lemma 1.7. Let 1 < p < ∞, s >
1

p
. The system of boundary pseudodifferential equations (1.19)

is locally invertible at 0 if and only if the system (0.9) is locally invertible at 0 in the non-classical

setting (0.10a) and the space parameters are related as follows: r = s− 1

p
> 0.

Proof. Due to the equalities (1.17) V 0
(−2,R)ϕ0 = 0, V 1

(−2,R)ψ0 = 0 and the equation in (1.19) acquires
the form 

− 1

8π

∫
R

(t− τ)2 ln |t− τ |ψ0(τ)dτ = G(t), t ∈ R,

− 1

4π

∫
R

(
ln |t− τ |+ 1

2

)
ϕ0(τ)dτ = H(t), t ∈ R.

Multiply both equations by -4, apply to the first equation the differentiation ∂3
t and to the second

equation ∂t. We get 
1

π

∫
R

ψ0(τ)dτ

τ − t
= G(t),

1

π

∫
R

ϕ0(τ)dτ

τ − t
= H(t), t ∈ R.

The obtained equation coincides with system (0.9).
Invertibility of the singular integral operator follows from the following equality (see [4, 5, 11])

FSRϕ(ξ) = − sign ξϕ(ξ),

since SRϕ(ξ) = F−1(− sign ξ)F , we get

S2
Rϕ(ξ) = F−1(− sign ξ)FF−1(− sign ξ)Fϕ(ξ)

= F−1(− sign ξ)2Fϕ(ξ) = F−1Fϕ(ξ) = ϕ(ξ).

Here

Fu(ξ) : =

∫
Rn

eiξxu(x)dx, ξ ∈ Rn,

is the Fourier transform and

F−1v(ξ) : =
1

(2π)n

∫
Rn

e−iξxv(ξ)dξ, x ∈ Rn,

is its inverse transform.
To prove the local equivalence at 0 of systems (1.19) and (0.9) we note that the differentiation

∂t : =
d

dt
: Hrp(R)→ Hr−1

p (R), ∂t : H̃rp(R)→ H̃r−1
p (R)

is invertible at any finite point x ∈ R and the inverse operator is

( d
dt

)−1

ϕ(t) =

t∫
−∞

ϕ(τ)dτ. �
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Proof of Theorem 0.4. By Theorem 0.3, system (0.6) is Fredholm one in the Bessel potential space
setting (0.7) if the BVP (0.2) is Fredholm in the non-classical setting (0.4). On the other hand, by
Lemma 1.5 the BVP (0.2) is Fredholm in the non-classical setting (0.4) if the BVP (1.13) is locally
invertible at 0 in the non-classical setting (1.14). And, finally, by Lemma 1.6 and Lemma 1.7, the
BVP (1.13) is locally invertible in the non-classical setting (1.14) if the system of boundary integral
equations (0.9) is locally invertible at 0 in the Bessel potential space setting (0.10b). �
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APPROXIMATION BY TRIGONOMETRIC POLYNOMIALS IN THE

FRAMEWORK OF WEIGHTED FULLY MEASURABLE GRAND LORENTZ

SPACES

VAKHTANG KOKILASHVILI

Abstract. In this note we present the fundamental Bernstein and Nikol’skii type inequalities in

weighted fully measurable grand Lorentz spaces. These inequalities we apply to obtain the direct

and inverse approximation theorems in approximable subspaces of aforementioned function spaces.

Let 1 < p < ∞. By Φp we denote the set of positive measurable functions ϕ defined on (0, p − 1]
which are nondecreasing, bounded with a condition lim

x→0+
ϕ(x) = 0.

Let ϕ ∈ Φp. The fully measureble weighted grand Lebesgue space L
p)s,ϕ
w (T) is defined as a set of

all measurable 2π-periodic functions f : T −→ R1, for which the norm

‖f‖
L
p)s,ϕ
w (T) = sup

0<ε<p−1
(ϕ(ε))

1
p−ε

(
s

∞∫
0

(
w

(
x ∈ T : |f(x)| > λ

))s/p−ε
λs−1dλ

)1/s

is finite.
The space L

p)s,ϕ
w (T) is a non-reflexive, non-separable Banach function space.

The subspace of L
p)s,ϕ
w (T) in which the smooth functions are dense, is characterized by the equality

lim
ε→0

(ϕ(ε))
1
p−ε

(
s

∞∫
0

(
w

(
x ∈ T : |f(x)| > λ

))s/p−ε
λs−1dλ

)1/s

= 0.

Denote this subspace by L̃
p)s,ϕ
w (T). First, we treat the fundamental inequalities for trigonometric

polynomials in L
p)s,ϕ
w (T).

In the sequel we assume that the weights w belong to the well-known Muckenhoupt Ap class.
Let us give the Bernstein type inequality for the Weyl’s fractional derivative of trigonometric

polynomials.

Theorem 1. Let 1 < p, s < ∞, ϕ ∈ Φp and w ∈ Ap. For an arbitrary trigonometric polynomial Tn
and a number α > 0 the following inequality

‖T (α)
n ‖Lp)s,ϕw

≤ cnα‖Tn‖Lp)s,ϕw

holds, where the constant c is independent of n and Tn.

The next theorem deals with the Nikol’skii type inequality

Theorem 2. Let 1 < p < q <∞, 1 < s < pq/q − p and r = s/
(
1−
(
1
p−

1
q

)
s
)
. Assume that ϕ(x) = xθ,

θ > 0 and w ∈ A1+ q
p′

, p′ = p
p−1 .

Then the inequality

‖Tnn
1
p−

1
q ‖
L
q)r,θq/p
w

≤ cn
1
p−

1
q ‖Tn‖Lp)s,θw

holds.

2010 Mathematics Subject Classification. 42A17, 41A10, 42B35, 46E30.
Key words and phrases. Trigonometric approximation; Bernstein and Nikol’skii inequalities; Weighted fully measur-

able Grand Lebesgue spaces; Direct and inverse theorems.
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In the space L̃
p)s
w (T), we introduce the structural and constructive characteristics of functions: the

moduli of smoothness

Ω(f, δ)
L
p)s,ϕ
w

= sup
0<h≤δ

∥∥∥∥ 1

2h

x+h∫
x−h

f(t)dt− f(x)

∥∥∥∥
L
p)s,ϕ
w

and the best approximation by trigonometric polynomial

En(f)
L
p)s,ϕ
w

= inf ‖f − Tk‖Lp)s,ϕw
,

where the infimum is taken over all trigonometric polynomials Tk of degree k ≤ n.
The following analogy of Jackson’s theorem is valid.

Theorem 3. Let 1 < p <∞, ϕ ∈ Φp, α ≥ 0, and w ∈ Ap(T).

Then for some positive constant c and all f , f (α) ∈ L̃p)s,ϕw the following inequality

En(f)
L
p)s,ϕ
w

≤ c

(n+ 1)α
Ω

(
f (α),

1

n

)
L
p)s,ϕ
w

holds.

In the next statement we announce the inverse inequality.

Theorem 4. Let 1 < p <∞, ϕ ∈ Φp and w ∈ Ap(T).
Then the following inequality:

Ω

(
f,

1

n

)
L
p)s,ϕ
w

≤ c

n2

n−1∑
k=0

(k + 1)Ek(f)
L
p)s,ϕ
w

,

for f ∈ L̃wp)s,ϕ holds, where the constant c is independent of f and n.

Applying the Nikol’skii type inequality, we prove the following statement.

Theorem 5. Let the conditions of Theorem 2 be satisfied. Assume that for f ∈ L̃p)s,ϕw

∞∑
k=1

k1/p−1/q−1Ek(f)
L
p)s,ϕ
w

<∞.

Then f ∈ L̃q)r,θq/pw and

En(f · w1/p−1/q)
L
q)r,θq/p
w

≤ c
{
n1/p−1/qEn(f)

L
p)s,θ
w

+

∞∑
k=n+1

k1/p−1/q−1Ek(f)
L
p)s,ϕ
w

}
.

The proof of thr above-mentioned theorems are based essentially on the results obtained in [1].
For the similar results in weighted grand Lebesgue spaces we refer the readers to paper [2].
The detiled proofs will be published in Georgian Mathematikal journal.
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TRIGONOMETRIC APPROXIMATION BY ANGLE IN CLASSICAL WEIGHTED

LORENTZ AND GRAND LORENTZ SPACES

VAKHTANG KOKILASHVILI1 AND TSIRA TSANAVA1,2

Abstract. In this paper, we present our results on an angular trigonometric approximation of
functions of two variables in weighted Lorentz spaces and in that subspace of weighted grand Lorentz

spaces in which C∞
0 with a compact support is dense.

1. Introduction

The study of angular trigonometric approximation of 2π-periodic multivariate functions in classical
Lebesgue spaces Lp (1 < p < ∞) was initiated by K. Potapov (see, e.g., [7–9] and the review article
[10]). Recently, these results were extended to the Lp (1 < p < ∞) spaces with Muckenhoupt
weights [1,2]. We aim to generalize the results of [1,2] to the classical weighted Lorentz spaces and to
the certain subspace of weighted grand Lebesgue spaces.

In the sequel, by T2 we denote the torus T2 = T × T, where T is a circle {eiϕ, ϕ ∈ [0, 2π)}. The
function w : T2 −→ R1 is called a weight if w is a measurable on T2, positive almost everywhere and
integrable. For a Borel measure E ⊂ T2, we define the absolute continuous measure

wE =

∫
E

w(x, y)dxdy.

A weight function w is said to be of Muckenhoupt type class Ap(T2) if

sup

(
1

|J |

∫
J

w(x, y)dxdy

)(
1

|J |

∫
J

w1−p′(x, y)dxdy

)p−1
<∞, p′ =

p

p− 1
,

where the supremum is taken over all two-dimensional intervals with sides parallel to the coordinate
axis.

In the sequel, we consider the set of measurable functions f(x, y) : T2 −→ R1 such that they are
2π-periodic with respect to each variable x and y.

2. Approximation in Weighted Lorentz Spaces

Definition 2.1. Let 1 < p, s <∞, w be the weight function defined on T2. We say that a measurable
function f belongs to the weighted Lorentz space Lpsw (T2) (Lpsw shortly) if the norm

‖f‖Lps
w

=

(
s

∞∫
0

(
w

(
(x, y) ∈ T2 : |f(x, y)| > λ

))s/p
λs−1dλ

)1/s

is finite.

The space Lpsw is the Banach function space.
Let us introduce the notion a of modulus of smoothness

Ω(f, δ1, δ2) = sup

∥∥∥∥ 1

hk

x+h∫
x−h

y+k∫
y−k

f(t, s)dtds− f(x, y)

∥∥∥∥
Lps

w

.

2010 Mathematics Subject Classification. Primary 42A10; Secondary 42A05, 42B08, 42B35.
Key words and phrases. Angular approximation; Weighted Lorentz spaces; Grand Lorentz spaces, weights.



164 V. KOKILASHVILI AND TS. TSANAVA

By Pm,0 (respectively, by P0,n) is denoted the set of all trigonometric polynomials of degree m
(at most n) with respect to the variable x (variable y). Also, Pm,n is defined as the set of all
trigonometric polynomials of degree at most m with respect to the variable x and of degree at most
n with respect to the variable y.

The best partial trigonometric approximation orders are defined as

Em,0(f)Lps
w

= inf{‖f − T‖Lps
w

: T ∈ Pm,0}.
Analogously,

E0,m(f)Lps
w

= inf{‖f −G‖Lps
w

: G ∈ P0,n}.
Then the best angular approximation order is defined by the equality

Em,n(f)Lps
w

= inf{‖f − T −G‖X : T ∈ Pm,0, G ∈ P0,n}.
The following assertions are true.

Theorem 2.1. Let 1 < p, s <∞, w ∈ Ap(T2). For f ∈ Lpsw , the following inequality

Em,n(f)Lps
w
≤ c1Ω

(
f,

1

m
,

1

n

)
Lps

w

holds with a constant c1, independent of f , m and n.

Theorem 2.2. Let 1 < p, s <∞, w ∈ Ap(T2), f ∈ Lpsw . Then

Ω

(
f,

1

m
,

1

n

)
Lps

w

≤ c

m2n2

m∑
i=0

n∑
j=0

(i+ 1)(j + 1)Eij(f)Lps
w
.

In what follows, we discuss some tools, contributing to the proving of aforementioned assertions.
Let σα,βmn (f, x, y) (α > 0, β > 0) be the Cesáro means of double Fourier trigonometric series of

f ∈ Lpsw .

Theorem 2.3. Let 1 < p, s <∞, w ∈ Ap(T2). Then

‖σα,βmn (f)‖Lps
w
≤ c‖f‖Lps

w

and
lim
m→∞
n→∞

‖σα,βmn (f)− f‖Lps
w

= 0.

For the partial sums of double Fourier trigonometric series, we have

‖Smn(f)‖Lps
w
≤ c‖f‖Lps

w

with a constant c, independent of m,n ∈ N and f ∈ Lpsw .
Further, for f ∈ Lpsw ,

lim
n→∞

‖Sn,n − f‖Lps
w

= 0.

In the sequel, under the derivatives we assume those in Weyl’s sense.

Theorem 2.4 (Bernstein type inequalities). Let 1 < p, s <∞, w ∈ Ap(T2). Assume that α, β > 0.
Let T1 ∈ Pm,0, T2 ∈ P0,n and T3 ∈ Pmn. Then for α, β order Weyl’s derivatives, we have∥∥∥∥ ∂α∂xαT1

∥∥∥∥
Lps

w

≤ c1mα‖T1‖Lps
w∥∥∥∥ ∂β∂yβ T2

∥∥∥∥
Lps

w

≤ c2nβ‖T2‖Lps
w

and ∥∥∥∥ ∂α+β

∂xα∂yβ
T3

∥∥∥∥
Lps

w

≤ c3mαnβ‖T3‖Lps
w
,

where the constants c1, c2 and c3 are independent of m, n and of polynomial.

For one– and two-weighted Bernstein inequalities in Lebesgue spaces we refer to [5], Chapter 6.
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Definition 2.2. Let f ∈ Lpsw , w ∈ Ap(T2). The mixed K-functional is defined as

K(f, δ, ε, p, s, w, 2)Lps
w

:

= inf
h1h2,h

{
‖f − h1 − h2 − h‖Lps

w
+ δ2

∥∥∥∥∂2h1∂x2

∥∥∥∥
Lps

w

+ ε2
∥∥∥∥∂2h2∂y2

∥∥∥∥
Lps

w

+ δ2ε2
∥∥∥∥ ∂4h

∂x2∂y2

∥∥∥∥
Lps

w

}
,

where the infimum is taken from all h1, h2, h such that h1 ∈W 2,0
Lps

w
, h2 ∈W 0,2

Lps
w

, h ∈W 4
Lps

w
.

Here we use the following notation:

W 2,0
Lps

w
=

{
h1 :

∂2h1
∂x2

∈ Lpsw
}
,

W 0,2
Lps

w
=

{
h2 :

∂2h2
∂y2

∈ Lpsw
}

and

W 4
Lps

w
=

{
h :

∂4h

∂x2∂y2
∈ Lpsw

}
.

The following statement is true.

Theorem 2.5. Let f ∈ Lpsw , 1 < p, s <∞, w ∈ Ap(T)2. Then the equivalence

Ω(f, δ1, δ2)Lps
w
≈ K(f, δ1, δ2, p, s, w, 2)Lps

w

holds with the equivalence constants, independent of f , δ1 and δ2.

It should be noted that the mixed K-functionals were explored in [6] and [11]. This notion turn
out to be very useful in the approximation and interpolation theory.

3. Approximation in a Subspace of Weighted Grand Lorentz Spaces

Let 1 < p < ∞. By Φp we denote the set of positive measurable functions ϕ defined on (0, p − 1]
which are nondecreasing, bounded with a condition lim

x→0+
ϕ(x) = 0.

Let ϕ ∈ Φp. The fully measurable weighted grand Lebesgue space L
p)s,ϕ
w (T2) is defined as a set of

all measurable functions f : T2 −→ R1, for which the norm

‖f‖
L

p)s,ϕ
w (T2)

= sup
0<ε<p−1

(ϕ(ε))
1

p−ε ‖f‖Lp−ε
w (T2), 1 < p <∞, θ > 0

is finite.
The space L

p)s,ϕ
w (T2) is non-reflexive, non-separable Banach function space.

The subspace of L
p)s,ϕ
w (T2), in which the smooth functions are dense, is characterized by the equality

lim
ε→0

(ϕ(ε))
1

p−ε ‖f‖Lp−ε
w (T2) = 0.

Denote this subspace by L̃
p)s,ϕ
w (T2). We treat the angular trigonometric approximation of a function

of two variables in this subspace.

Analogously to the previous section, for f ∈ L̃p)s,ϕw (T2) we introduce the structural and constructive
characteristics Ω(f, δ1, δ2)

L̃
p)s,ϕ
w (T2)

and Em,0(f)
L̃

p)s,ϕ
w (T2)

, E(0,n)(f)
L̃

p)s,ϕ
w (T2)

and Em,n(f)
L̃

p)s,ϕ
w (T2)

.

We claim that for L̃
p)s,ϕ
w (T2), the statements similar to Theorem 2.1 and Theorem 2.2 are valid.

Remark 3.1. The results, analogous to the above-mentioned, are true both for the function of several
variables and for the modulus of smoothness of fractional order.

The proofs of the presented results based essentially on the boundedness of integral operators in
the classical weighted Lorentz spaces and grand Lorentz spaces have been obtained recently in [6].

The detiled proofs will be published in Georgian Mathematikal journal.
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BICRITICAL POINTS IN PROBLEM ON THE STABILITY OF

HEAT-CONDUCTING FLOWS BETWEEN HORIZONTAL POROUS CYLINDERS

LUIZA SHAPAKIDZE

Abstract. The stability of heat-conducting flow between horizontal porous rotating cylinders with
a constant azimuthal pressure gradient is studied. It is assumed that the flow is subjected to the

action of a radial flow through the cylinder walls and a radial temperature gradient. The aim of

this paper is to find the intersection points of neutral curves that correspond to flow instability and
appearance of complex regimes.

1. Formulation of the Problem

We consider the steady heat-conducting flow between horizontal porous rotating cylinders with
a constant azimuthal pressure gradient maintained by a pumping of a fluid around the annulus at
cylinders. It is assumed that the cylinders heated up to different temperatures and the flow is subjected
to the action of a radial converging and diverging fluid through the permeable cylinder walls and radial
temperature gradient. External mass forces absent, the fluid inflow through the wall of one cylinder
is equal to the fluid outflow through the other one.

We denote the radii, angular velocities and temperature of the inner and outer cylinders by R1, Ω1,
T1, and R2, Ω2, T2, respectively. Assume that on the surface of the cylinders the following boundary
conditions

v′r = U0, v′ϕ = Ω1R1, v′z = 0, T ′ = T1 (r = R1),

v′r =
U0

R
, v′ϕ = Ω2R2, v′z = 0, T ′ = T2 (r = R2)

(1.1)

are fulfilled, where R = R2

R1
, V ′(v′r, v

′
θ, v
′
z) is the velocity vector, U0 is the radial velocity through the

wall of the inner cylinder.
Under the above assumption, using the Navier–Stokes system, heat transfer, continuity equations

and an equation of state [5] in terms of cylindrical coordinates r, θ, z with z-axis coinciding with that
of cylinders we obtain the following exact solution for the velocity V0, temperature T0, pressure Π0:

V0 = {u0(r), v0(r), 0}, T0 = c1 + c2r
κPr ,

u0(r) =
R1U0

r
, v0(r) =


K

κ

(
arκ+1 +

b

r
− r
)

+Arκ+1 +
B

r
, κ 6= −2,

K

2

(a1 ln r + b1
r

)
+
A1 ln r +B1

r
, κ = −2,

∂Π0

∂r
=
ρ(u20 + v20)

r
,

(1.2)

where

K =
1

2ρν

(∂Π0

∂θ

)
0

= const , a =
R2 − 1

(Rκ+2 − 1)Rκ
1

, a1 =
R2

1(R2 − 1)

lnR
,

b =
R2

2(Rκ − 1)

Rκ+2 − 1
, b1 = −R

2
1 lnR2 −R2

2 lnR1

lnR
,

2010 Mathematics Subject Classification. 76E30.
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A =
Ω1(ΩR2 − 1)

(Rκ+2 − 1)Rκ
1

, A1 =
Ω1R

2
1(ΩR2 − 1)

lnR
,

B =
Ω1R

2
2(Rκ − Ω)

Rκ+2 − 1
, B1 = −Ω1R

2
1(lnR2 − ΩR2 lnR1)

lnR
,

c1 =
T1R

Prκ − T2
Rκ Pr − 1

, c2 =
T2 − T1

Rκ Pr
1 (Rκ Pr − 1)

,

κ = U0R1

ν is the radial Reynolds number, Pr = ν
χ is the Prandtl number, ρ is the fluid density, ν

and χ are, respectively, the coefficients of kinematic viscosity and thermal diffusion. The radial flow
is inward for κ < 0 (converging flow) and outward for κ > 0 (diverging flow).

The flow with the velocity vector V0, temperature T0 and pressure Π0 is called the main stationary
flow. This flow is a superposition of the heat-conducting flow in the transverse direction(maintained
by a pumping fluid round the cylinders) and a distribution of angular velocities (maintained by the
rotation of the two cylinders). Our aim is to find the intersection points of neutral curves which
correspond to flow instability and appearance of complex regimes.

2. Neutral Curves

Let the perturbed state be taken as

V ′ = V0 + V (vr, vθ, vz), T ′ = T0 + τ, Π′ = Π0 + Π. (2.1)

Taking into account that the main stationary flow consists a rotating shear flow, we denote rotation
shear S by Vm

d , where Vm is an average velocity in the azimuthal direction, d = R2−R1 is a gap width
between cylinders. Introducing dimensionless variables for time, velocity, temperature and pressure
by S, R2, SR2, T2 − T1, νρ′S in the system of Navier-Stokes equations, for the vector-functions
F = {vr, vθ, vz, τ} and F1 = {ur, uθ, uz, T1}, we obtain the following nonlinear problem of finding
perturbations V , τ and Π:

∂F

∂t
+NF − 1

Ta
MF +

1

Ta
∇1Π = −L(F, F1),

(∇1, rF ) = 0, F
∣∣
r=1,R

= 0,
(2.2)

where

MF =
{

∆1vr −
1− κ
r2

vr −
2

r2
∂vθ
∂θ

,∆1vθ −
1 + κ
r2

vθ +
2

r2
∂vr
∂θ

,∆1vz,
1

Pr
∆1τ

}
,

NF = ω1
∂F

∂θ
+
{

Raω2τ − 2 Taω1vθ,−g1vr, 0,
g2
Pr
vr,
}
,

L(F, F1) =
{

(F,∇1)ur −
vθuθ
r

, (F,∇1)uθ +
vruθ
r

, (F,∇1)uz, (F,∇1)T1

}
,

∆1 =
∂2

∂r2
+

1− κ
r

∂

∂r
+

1

r2
∂2

∂θ2
+

∂2

∂z2
, ∇1 =

{ ∂

∂r
,

1

r

∂

∂θ
,
∂

∂z
, 0
}
,

Ta =
Ω1R

2
2

2
is Taylor number,

Ra =
µ

λ
, µ =

β(T2 − T1)

2
, β is coefficient of thermal expansion,

λ =
Vm

Ω1R2
is ratio of the average velocities of pumping liquid and rotation,

Vm = K
R1R

2

R− 1
D(R), D(R) =

Rκ − 1

Rκ+2 − 1
lnR− κ(R2 − 1)

2R2(κ + 2)
,

ω1 =
v0(r)

r
= λg(r) + g0(r), ω2 = ω2

1r,

g(r) =
d

R2

D1(R)rκ+2 +D2(R)− r2

rD(R)
, g0(r) = D3(R)rκ+1 +

D4(R)

r
,
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g1(r) =
dv0
dr

+
v0
r

=
d

R2

D1(R)(κ + 2)rκ − 2

D(R)
+ (κ + 2)rκD3(R),

D1(R) =
(R2 − 1)Rκ

Rκ+2 − 1
, D2(R) = 1−D1(R),

D3(R) =
(ΩR2 − 1)Rκ

Rκ+2 − 1
, D4(R) =

Rκ − Ω

Rκ+2 − 1
,

g2(r) =
κ Pr2Rκ Pr

Rκ Pr − 1
rκ Pr−1.

Problem (2.2) is written in terms of the Boussinesq approximation, which is based on the assumption
that the thermal expansion coefficient is small [1]. In the sequel it will always be assumed that the
velocity, temperature and pressure components are periodic with respect to z and θ with the known
periods 2π/α and 2π/m, respectively.

The theoretical and experimental studies have shown that after the loss of stability of main flow
between rotating cylinders there occured secondary modes either axisymmetric or nonaxisymmetric
disturbances as vortices and oscillatory modes in the form of traveling waves.

To study the transition to complex regimes of special attention are the points of intersection of
neutral curves, corresponding to the two above-mentioned kinds of the secondary flows, since at these
points with a high probability may appear various regimes, including the complex one [2, 4].

Let (Ra0,Ta0) be the point lying on the plane of parameters (Ra,Ta) and corresponding to the
intersection of the neutral curves corresponding to the monotonic (m = 0) axisymmetric and oscillatory
nonaxisymmetric loss of stability of main flow (1.2). Under the definite values of parameters of the
problem, the neutral curves may be nonintersecting that indicates that under the corresponding values
of parameters of the problem we cannot expect the appearance of complex regimes.

To construct neutral curves, we assume that the perturbations V , temperature τ and pressure Π
are infinitely small. The neutral curves, which corresponds to the bifurcation of vortex and azimuthal
waves are found by solving the spectral problems:

(M − TaN)Φ0 = ∇1p0, (∇1, rΦ0) = 0, Φ0

∣∣
r=1,R

= 0, (2.3)

and

(M − TaN − icTa)Φ1 = ∇1p1, (∇1, rΦ1) = 0, Φ1

∣∣
r=1,R

= 0, (2.4)

where

Φ0 =
{
u0(r), v0(r), iw0(r), τ0(r)

}
eiαz, p0 = q0(r)eiαz, (2.5)

Φ1 =
{
u1(r), v1(r), w1(r), τ1(r)

}
e−i(mθ+αz), p1 = q1(r)e−i(mθ+αz), (2.6)

c – unknow frequency of neutral azimuthal waves.
Problems of eigenvalues (2.3) and (2.4) have been solved by the shooting method for fixed λ, κ,

α,R, m, Pr, Ω. Thus, for the fixed values of these parameters we established the dependence of the
critical value of the number Ta, Ra and the neutral mode frequency c corresponding to the bifurcation
of vortices and azimuthal waves origination on a number Ω. Further, using the Newton method, we
minimize the difference between the obtained critical values of Ta0. This allows us to calculate with
sufficient exactness the values Ta0,Ra0 and c0 corresponding to the point of intersection of neutral
curves.

The calculations in this paper were performed for the case R = 2 (radius of the outer cylinders is
two times greater than that of the inner ones), m = 0, 1, for various values of axial wave number α,
Pr = 7 (the working medium is water) and for small absolute values κ (−2 < κ < 2). The results of
calculations are presented in Tables 1 and 2.

3. Conclusions

As our calculations show, these intersections of neutral curves take place especially when the liquid
pumping is in the direction of the rotation inner cylinder.
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When the liquid pumping and the inner cylinder rotate in the same direction we can expect the
occurrence of complex modes. In the case where the outer cylinder is rest (Table 1) we find that
intersections of neutral curves take place when temperature of the inner cylinder is higher than that
of the outer for different axial wave numbers. If the liquid pumping and both cylinders rotate in
the same direction, we can expect the occurrence of complex modes when temperature of the outer
cylinder is higher than that of the inner one. But for the opposite rotating cylinders when the inner
cylinder rotates in the same direction as of the pumping, there arise complex regimes, if temperature
of the inner cylinder exceeds that of the outer one for both diverging and converging flows (Table 2).

When the pumping flow is directed to the opposite direction of the rotating inner cylinder, the
neutral curves do not intersect and thus it is difficult to expect the occurrence of complex regimes. In
this case we find very high frequency of neutral azimuthal waves.

Table 1. The points of intersection of neutral curves λ = 1, Ω = 0

κ
α = 5 α = 8

Ra0 Ta0 c0 Ra0 τ0 c0
−1.9 −2.2118 60.9357 2.5582 −0.5292 48.736 2.6613

−1.5 −0.607 59.501 2.5798 −0.209 49.592 2.6649

−1.1 −0.1559 60.7709 2.5911 −0.0695 51.14 2.665

−0.5 −0.03525 65.1397 2.5924 −0.0184 53.989 2.6618

−0.2 −0.02168 67.8398 2.59219 −0.0117 55.599 2.66

0.5 −0.01567 75.1248 2.5938 −0.0083 59.809 2.657

1 −0.02122 81.1659 2.59819 −0.01068 69.227 2.6567

1.5 −0.03486 87.971 2.60578 −0.01674 67.025 2.6587

2 −0.060456 495.619 2.617139 −0.0283 71.2452 2.6635

Table 2. The points of intersection of neutral curves λ = 1, α = 4

κ
Ω = 0.1

κ
Ω = −0.2

Ra0 Ta0 c0 Ra0 Re0 c0
0.2 0.626 76.221 4.247 2 −0.105 115.42 2.48

0.18 0.6784 71.69 4.20716 1.5 −0.0602 104.8 2.459

0.16 0.7165 68.69 4.17436 1 −0.0035 95.57 2.445

−0.2 0.9096 57.835 4.003 −0.1 −0.0307 79.244 2.426

−0.5 1.1257 55.508 3.906 −1.5 −2.129 74.297 2.355

−0.8 1.4729 54.938 3.818 −1.9 −7.345 78.84 2.317
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PERIODICALLY MIXED SERIES AND APPROXIMATIONS OF

MULTIVARIATE FUNCTIONS

SHAKRO TETUNASHVILI

Abstract. In the present paper the notion of a periodically mixed power function series is intro-
duced. A theorem asserting the existence of a universal periodically mixed power function series

such that any continuous multivariate function can be uniformly approximated by the corresponding

subsequence of partial sums of this series is formulated.

Introduction

Fekkete was the first (see [4]) who proved that there exists a real power series
∞∑

n=1
ant

n on [−1, 1],

such that to every continuous function g on [−1, 1] with g(0) = 0 there exists an increasing sequence

(mk)∞k=1 of positive integers such that
mk∑
n=1

ant
n → g(t) uniformly as k →∞. Later, Mazurkiewicz [3]

and Sierpinski [5], proved, that there exists a real power series (see, also, [1, pp. 74–75])
∞∑

n=1

ant
n, t ∈ [0, 1]

such that to every continuous function f on [0, 1] there exists an increasing sequence (mk)∞k=1 of
positive integers such that

mk∑
n=1

ant
n → f(t)− f(0)

uniformly as k →∞.
Mentioned phenomenon is called a universality in the sense of uniform approximation (see [2]). In

the present paper the notion of d-periodically mixed function series, where d is a natural number such
that d ≥ 2, is introduced and some properties of such a series are established.

Note, that a d-periodically mixed function series is a single function series and every term of this
series is a function of one variable (see Definition 1, below). Notions of d-periodically mixed power
type series and d-periodically mixed power series are also introduced (see, below Definition 2 and
Definition 3, respectively).

The existence of a d-periodically mixed power type series such that for every continuous on [0, 1]d

function there exists a sequence of partial sums of this series which uniformly approximates this
function on [0, 1]d is established (see, Theorem 1, below). It holds the analogous proposition for d-
periodically mixed power series (see, Theorem 2, below). So, there exists a universal single function
series such that every term of this series is a function of one variable and every continuous multivariate
function can be uniformly approximated by subsequences of this series. The latter is a generalization
of the above mentioned known results.

1. Notation, Definitions, Theorems

Let N be the set of all positive integer numbers, d be a natural number such that d ≥ 2, Rd be
the d-dimensional Euclidean space, [0, 1]d be a d-dimensional unit cube, x = (x1, . . . , xd) be a point of
[0, 1]d, θ = (0, . . . , 0) ∈ [0, 1]d. As usual C[0, 1] stands for the set of all continuous on [0, 1] functions
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and C[0, 1]d stands for the set of all continuous on [0, 1]d functions. Φ = {ϕn(t)}∞n=1 be a system of
functions defined on [0, 1].

Consider a series with respect to Φ, i. e.,

∞∑
n=1

anϕn(t), t ∈ [0, 1]. (1)

Let Sm(t) be the m-th partial sum of this series. i. e.,

Sm(t) =

m∑
n=1

anϕn(t).

Let d ≥ 2 be a fixed natural number and

d(n) = n−
[
n− 1

d

]
d

for every positive integer n.
Note, that (d(n))

∞
n=1 is the following periodic sequence of natural numbers:

1, 2, . . . , d, 1, 2, . . . , d, 1, 2, . . . , d, . . . .

Every positive integer number n may uniquely be presented in the following form:

n = j + (i− 1)d

where i and j are positive integer numbers and 1 ≤ j ≤ d.
For every j, 1 ≤ j ≤ d consider the following set

Nj = {n ∈ N : n = j + (i− 1)d, where i ∈ N}

then

N = N1

⋃
· · ·
⋃
Nd, where Ni

⋂
Nj = ∅, if i 6= j.

Therefore for every n ∈ N there exists j, such that n ∈ Nj and

d(n) = n−
[
n− 1

d

]
d = j.

So, for every positive integer n and x = (x1, . . . , xd) ∈ [0, 1]d we have

xd(n) = xj ∈ [0, 1].

Definition 1. We say that a single series

∞∑
n=1

anϕn

(
xd(n)

)
, where x = (x1, . . . , xd) ∈ [0, 1]d (2)

is a d-periodically mixed series with respect to variables.

Let S
(d)
m (x) be the m-th partial sum of a d-periodical mixed function series at the point x ∈ [0, 1]d,

i. e.,

S(d)
m (x) = S(d)

m (x1, . . . , xd) =

m∑
n=1

anϕn

(
xd(n)

)
.

It is obvious that d-periodical mixed function series (2) is a generalization of the series (1) in the
sense that series (1) and (2) coincides with each other at points t ∈ [0, 1] and (t, . . . , t) ∈ [0, 1]d

respectively. So, it holds the following equality for the m-th partial sums of (1) and (2):

Sm(t) = S(d)
m (t, . . . , t).

In the present paper we consider a system of functions Φ = (ϕn(t))
∞
n=1 with ϕn(t) = tpn , where

t ∈ [0, 1], n = 1, 2, . . . and (pn)∞n=1 is a strictly increasing sequence of positive real numbers.
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Definition 2. We say that a series
∞∑

n=1

ant
pn , t ∈ [0, 1] (3)

where (pn)∞n=1 is an increasing sequence of positive real numbers is a power type series and a series

∞∑
n=1

anx
pn

d(n), x ∈ [0, 1]d (4)

is a d-periodically mixed power type series.

We denote by σm(t) and σ
(d)
m (x) the m-th partial sums of series (3) and (4) respectively. i. e.

σm(t) =

m∑
n=1

ant
pn , t ∈ [0, 1],

and

σ(d)
m (x) =

m∑
n=1

anx
pn

d(n), x ∈ [0, 1]d.

If pn = n for any positive integer n, then the series (3) is the power series

∞∑
n=1

ant
n, t ∈ [0, 1] (5)

and the series (4) is the series
∞∑

n=1

anx
n
d(n), x ∈ [0, 1]d. (6)

Definition 3. We say that the series (6) is a d-periodically mixed power series.

We denote by τm(t) and τ
(d)
m (x) the m-th partial sums of series (5) and (6) recpectively, that is

τm(t) =

m∑
n=1

ant
n, t ∈ [0, 1]

and

τ (d)m (x) =

m∑
n=1

anx
n
d(n), x ∈ [0, 1]d.

It is obvious that if t ∈ [0, 1] and (t, . . . , t) ∈ [0, 1]d then for every positive integer m we have:

σm(t) = σ(d)
m (t, . . . , t) and τm(t) = τ (d)m (t, . . . , t).

If (fk(x))
∞
k=1 is a sequence of functions defined on [0, 1]d, then it is meant that there exists a limit

lim
k→∞

fk(x) = t ∈ [0, 1] at the point x ∈ [0, 1]d if the symbol Sm

(
lim
k→∞

fk(x)

)
is applied.

For d-periodically mixed power type series it holds the following:

Theorem 1. Let d be a natural number, such that d ≥ 2 and (pn)∞n=1 be an increasing sequence of
positive real numbers such that

∞∑
n=1

1

pn
=∞

then there exist a sequence of real numbers (an)∞n=1 and a strictly increasing sequence of positive
integers (Mk,q)∞k=1, where q = 1, 2, . . . , 2d+ 1, such that for the d-periodically mixed power type series
(4) with an coefficients we have:{

lim
k→∞

σ
(d)
Mk,q

(x), where x ∈ [0, 1]d
}

= [0, 1], q = 1, 2, . . . , 2d+ 1
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and also for any function F ∈ C[0, 1]d, there exists an increasing sequence of positive integers (Mk)∞k=1

such that:

F (x)− F (θ) =

2d+1∑
q=1

lim
k→∞

σMk

(
lim
k→∞

σ
(d)
Mk,q

(x)

)
uniformly on [0, 1]d and [0, 1] for indicated limits respectively.

Note, that one direct consequence of Theorem 1 is the following theorem related to d-periodically
mixed power series.

Theorem 2. Let d be a natural number, such that d ≥ 2, then there exist a sequence of real numbers
(an)∞n=1 and a strictly increasing sequence of positive integers (Mk,q)∞k=1, where q = 1, 2, . . . , 2d + 1,
such that for the d-periodically mixed power series (6) with an coefficients we have:{

lim
k→∞

τ
(d)
Mk,q

(x), where x ∈ [0, 1]d
}

= [0, 1], q = 1, 2, . . . , 2d+ 1

and also for any function F ∈ C[0, 1]d, there exists an increasing sequence of positive integers (Mk)∞k=1

such that:

F (x)− F (θ) =

2d+1∑
q=1

lim
k→∞

τMk

(
lim
k→∞

τ
(d)
Mk,q

(x)

)
uniformly on [0, 1]d and [0, 1] for indicated limits respectively.
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FUBINI’S TYPE PHENOMENON FOR CONVERGENT IN PRINGSHEIM

SENSE MULTIPLE FUNCTION SERIES

SHAKRO TETUNASHVILI1,2 AND TENGIZ TETUNASHVILI2,3

Abstract. In the present paper ε-uniqueness multiple function systems are considered. A theorem
representing a possibility of calculation of the limit of a convergent in the Pringsheim sense multiple

function series with respect to an ε-uniqueness multiple function system via application of iterated

limits is formulated.

Let d ≥ 2 be a natural number, Rd be the d-dimensional Euclidean space, Zd
0 be the set of all

points in Rd with integer nonnegative coordinates. By x = (x1, . . . , xd) we denote the points of the
unit cube [0, 1]d and by m = (m1, . . . ,md) and n = (n1, . . . , nd) those from the set Zd

0 . The symbol
m → ∞ means that mj → ∞ for every j, 1 ≤ j ≤ d independently of each other. µ is the linear
Lebesgue measure. E1 × E2 × · · · × Ed is the Cartesian product of the sets Ej , where j = 1, 2, . . . , d
and Ej ⊂ [0, 1].

Let φ = {ϕi(t)}∞i=0 be a system of measurable and finite functions defined on [0, 1]. So,

|ϕi(t)| <∞, t ∈ [0, 1], i = 0, 1, 2, . . . .

Definition 1. A set A ⊂ [0, 1] is called an U set of the system φ = {ϕi(t)}∞i=0 if the convergence of

a series
∞∑
i=0

aiϕi(t) to zero on the set [0, 1]\A implies that ai = 0 for every i ≥ 0.

Definition 2. The system φ = {ϕi(t)}∞i=0 is called an ε-uniqueness system if the number ε ∈ (0, 1]
and any set A ⊂ [0, 1] with µA < ε is an U set of φ = {ϕi(t)}∞i=0.

The expression Φ ∈ U(ε) means, that Φ is an ε-uniqueness system.
Note, that if 0 < ε < ε1 ≤ 1 and Φ ∈ U(ε1), then Φ ∈ U(ε).
Examples of an ε-uniqueness systems are a lacunary trigonometric system defined on [0, 1], with

ε = 1 (see [3]) and Rademacher system, with ε = 1
2 (see [1]).

Let Φ(j) =
{
ϕ
(j)
nj (xj)

}∞

nj=0
be a system of measurable and finite on [0, 1] functions for every j,

where 1 ≤ j ≤ d.
Let

φn(x) =

d∏
j=1

ϕ(j)
nj

(xj), x = (x1, . . . , xd) ∈ [0, 1]d

for every n ∈ Zd
0 .

Consider the d-multiple series with respect to the system φ = {φn(x)}n∈Zd
0
,

∞∑
n=0

anφn(x) =

∞∑
n1=0

· · ·
∞∑

nd=0

an1,...,nd

d∏
j=1

ϕ(j)
nj

(xj). (1)

By Sm(x) we denote rectangular partial sums of the series (1), i. e.,

Sm(x) =

m1∑
n1=0

· · ·
md∑

nd=0

an1,...,nd

d∏
j=1

ϕ(j)
nj

(xj).
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The convergence of the series (1) at the point x means that there exists a finite Pringsheim limit,
i. e.,

−∞ < lim
m→∞

Sm(x) <∞.

Let {j1, j2, . . . , jd} be a rearrangement of {1, 2, . . . , d}, then it holds the following Fubini-type
Theorem. Let for any j, 1 ≤ j ≤ d, the system Φ(j) be an εj-uniqueness system and a set

Ej ⊂ [0, 1] be such that µEj > 1− εj. If there exists

lim
m→∞

Sm(x), when x ∈ E1 × E2 × · · ·Ed,

then for any {j1, j2, . . . , jd} there exists iterated limit

lim
mj1

→∞

(
lim

mj2
→∞

(
· · ·
(

lim
mjd

→∞
Sm(x)

)
· · ·
))

when x ∈ E1 × E2 × · · ·Ed

and

lim
m→∞

Sm(x) = lim
mj1→∞

(
lim

mj2→∞

(
· · ·
(

lim
mjd

→∞
Sm(x)

)
· · ·
))

for any x ∈ E1 × E2 × · · ·Ed.
Remark. Note, that the theorem presented in [2] is a direct consequence of the above formulated

theorem when ε1 = ε2 = · · · = εd = ε.
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