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On the Occasion of Givi Khuskivadze’s
80th Birthday Anniversary

Givi Khuskivadze, the well-known Georgian mathematician, doctor of
sciences in physics and mathematics, has turned 80.

Givi Khuskivadze was born on March 28, 1932. In 1950 he finished with
Gold medal the Tbilisi 8th Secondary school and in 1955 he graduated
with honour from the Tbilisi State University, faculty of mechanics and
mathematics. In 1955–1958 he went through a full post-graduate course at
the same University. In 1963 he defended first his candidate’s thesis and
then, in 1999, he became doctor of phys.-math. sciences. Since 1958, all
his life was connected with A. Razmadze Mathematical Institute, where he
held posts of junior and then of senior and leading researcher. Just within
the precincts of that Institute G. Khuskivadze carried out his remarkable
investigations in fundamental problems of the real and complex analysis
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which earned him immense authority and respect among specialists engaged
in this area.

In G. Khuskivadze’s personality were harmoniously combined brilliant
talent of a widely and well-educated person, on the one hand, and rare
modesty, sensitiveness and honesty, on the other hand. For all these qualities
G. Khuskivadze won sincere respect of all his colleagues and friends.

Givi Khuskivadze passed away on December 5, 2011, not having reached
only three months to see his 80th anniversary.

Givi Khuskivadze’s works deal with various actual problems of the theory
of functions. The profound and fine results on the Cauchy type integrals
and connected with them singular integrals greatly contributed to further
development and elaboration of methods of the theory of the Cauchy type
integrals. Of special interest are his works in such important parts of the
function theory as the theory of integrals, boundary value problems for
analytic and harmonic functions, conformal mappings, etc.

Here we cite an incomplete list of the results obtained by Givi Khuski-
vadze in a course of his scientific activity.

Since the functions defined by the Cauchy singular integral with density
summable in the Lebesgue sense may turn out to be not summable, there
naturally arose the question to generalize the notion of the Lebesgue integral
in a way that the above-mentioned functions become integrable in that
new sense. There were suggested and studied various generalizations of
the notion of the Lebesgue integral, the so-called B and A integrals (see,
e.g., A. Kolmogorov, E. Titchmarsh, P. Ul’yanov). These integrals, despite
the fact that they provide us with a positive solution to the above-posed
question, they have certain drawbacks. For example, there exists the A-
integrable on the interval [a, b] function which is A-integrable on neither
interval (α, β) ⊂ [a, b].

G. Khuskivadze suggested a simple, free from any exotic drawbacks, eas-
ily observable generalization of the Lebesgue integral which he called an L̃-
integral. The basic properties inherent in the L̃-integrability were revealed,
having thus constructed such an extension of the Lebesgue integral which
allowed one to get a complete picture of that part of the theory of integral
which is connected with the notion of the singular integral in the Cauchy
sense. In particular, the representation of the Cauchy type L̃-integral taken
with respect to a closed curve by means of the Cauchy L̃-integral, is ob-
tained. Besides, the cases are embraced in which the lines of integration are
taken from a wide classes of curves, and equalities connecting generalized
integrals with the Lebesgue integral are obtained.

The L̃-integral finds its effective applications. For example, if the Rie-
mann boundary value problem is treated in the assumption that an unknown
function is representable by the Cauchy–Lebesgue type integral, then in the
framework of the Lebesgue integral, it is impossible to get an acceptable
picture of solvability. However, if the statement of the problem is replaced
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by the requirement for a solution of the problem to be representable by
the Cauchy type L̃-integral, then the Riemann problem can be solved in a
standard way [23], [24].

The notion of the L̃-integral has been successfully used for investigation
of properties of conformal mappings of a unit circle onto a simply-connected
domain. (In particular, the criterion for the representability of that integral
as an exponential function of the Cauchy type L̃-integral is established.)
[24], [28].

Of great importance is Givi Khuskivadze’s contribution to the investi-
gation of problems dealt with the boundedness in Lebesgue spaces of the
operator generated by the Cauchy singular integral, and also the properties
of the Cauchy type integrals ([1]–[10], [37]). These problems of theoretical
and applied interest always attracted his attention. A number of results in
this direction have been obtained in collaboration with V. Paatashvili ([11],
[12], [18], [19], [22], [31]).

They revealed the necessary and sufficient conditions for the boundedness
of the Cauchy singular operator SΓ from Lp(Γ) to Lq(Γ), p ≥ q, p > 1, when
Γ is a countable set of concentric circumferences whose sum of lengths is
finite ([11], [18], [21]).

Next, it has been proved that for the boundedness of the operator SΓ

in the spaces Lp(Γ) it is necessary that the condition sup
ζ∈Γ

`(ζ, r) = O(r) be

fulfilled; `(ζ, r) here is a linear measure of that part of the curve Γ which
finds itself in a circle with center ζ ∈ Γ, of radius r. The fulfilment of this
condition is sufficient for curves of a special class which contains the curves
Γ0 such that SΓ0 is bounded in neither class Lp(Γ0), p > 1. These results
were obtained long before the G. David’s work in which he proved that the
above-cited condition is necessary and sufficient for the boundedness of the
operator SΓ in the spaces Lp(Γ), p > 1, for an arbitrary rectifiable curve Γ
[12], [23], [27].

G. Khuskivadze constructed examples illustrating how the geometry of
the curve Γ affects the boundedness of the operator SΓ in the Lebesgue
spaces. He pointed out: (i) a curve Γ1 for which SΓ1 is bounded from
Lp(Γ1) to Lp−ε(Γ) for any p > 1 and ε ∈ (0, p − ε), but is unbounded in
Lp(Γ); (ii) a curve Γ2 for which even the function SΓ2(1) is summable in
neither positive power. It should here be noted that G. Khuskivadze was
very skillful in finding “examples in essence” which focused attention on
different aspects of the problem under consideration ([10]).

One range of Givi Khuskivadze’s works are devoted to the investigation of
properties of conformal mappings of simply- connected domains (a portion
of these works is carried out jointly with V. Paatashvili).

A new step in studying these properties is application of the methods and
results of the theory of the Riemann boundary value problem to the case
of a unit circle. This method allowed to obtain new, simple proofs of the
well-known theorems on conformal mappings (Lindeloff, Cellogue, Smirnov,
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Warschawskii) and also to establish some important facts dealt with these
mappings. Namely, depending on the geometry boundary of the domain
D, it became possible to reveal those Hardy classes to which the derivative
z′(w) of the conformal mapping of a circle onto the domain D belongs,
and also those values of numbers p for which the operator Tf = z′SΓ

f
z′ is

bounded in the space Lp(Γ) ([13], [14], [20]–[28], [32]).
Of the results mentioned above, a more significant particular case is the

representation of z′(w) in the case of arbitrary piecewise smooth curves
which generalizes and complements Warschawski’s theorem on the behaviour
of z′(w) in the case of piecewise Lyapunov curves.

The validity of these investigations is evident owing to a role that con-
formal mappings play in the analysis. Special attention earns one more of
their dignities. They are especially useful in studying the Riemann and
Riemann–Hilbert boundary value problems under new assumptions regard-
ing the boundary D. (The Riemann’s problem, well-known in the case of
a circle, made it possible to establish properties of z′ for a wide class of
domains and then, using these properties, to investigate boundary value
problems for these classes of domains.)

Owing to the developments in the investigation of properties of the
Cauchy type integrals with density from Lp(Γ;ω), the process G. Khuski-
vadze took an active part in, it became possible to make progress in studying
boundary value problems of the theory of analytic functions, when a solu-
tion is required to be represented by the Cauchy type integral with density
from Lp(Γ;ω). It also became possible to move forward in investigating the
problems under rather general assumptions with regard to Γ, ω and to the
coefficients in the boundary conditions.

In G. Khuskivadze’s works dealt with a simply-connected domain, the
Riemann–Hilbert problem is reduced, by using the well-known N. Muskhe-
lishvili method, to the Riemann problem in which the principal coefficient
is a product of three functions which depend, respectively, on the curve Γ,
weight ω and on the coefficients of the initial problem. This allows one to
obtain conditions for the solvability under various assumptions regarding
the data of the problem and to construct solutions themselves. In the case
of doubly-connected domains, the problem is successfully investigated by
means of its reduction to an equivalent system of singular integral equa-
tions ([15], [17], [23]).

Special attention is focused on the investigation of the Dirichlet problem.
Here are revealed such interesting classes of harmonic functions in which the
problem in domains with a piecewise smooth boundary (depending on the
angle sizes at angular points) may turn out to be uniquely solvable, am-
biguously solvable, or unsolvable at all ([16], [23], [33], [35], [36], [38], [40]).

A rather complete picture of the solvability is obtained for Zaremba’s
mixed boundary value problem, as well, i.e., for that in which we seek for a
function, harmonic in the domain D, when the value of an unknown function
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is given on one part of the boundary and the value of its normal derivative
is given on the remaining part of the boundary ([29], [30], [34], [35], [39]).

The results presented above show that Givi Khuskivadze was a person
of brilliant talent and subtle mathematical mentality. G. Khuskivadze’s
remarkable personality will forever remain in the hearts of his friends and
colleagues.

R. Bantsuri, N. Kekelidze, I. Kiguradze,
V. Kokilashvili, V. Paatashvili, T. Oziashvili
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Abstract. The two-point boundary value problem is considered for the
system of linear generalized ordinary differential equations with singularities
on a non-closed interval. The constant term of the system is a vector-
function with bounded total variations components on the closure of the
interval, and the components of the matrix-function have bounded total
variations on every closed interval from this interval.

The general sufficient conditions are established for the unique solvability
of this problem in the case where the system has singularities. Singularity is
understand in a sense the components of the matrix-function corresponding
to the system may have unbounded variations on the interval.

Relying on these results the effective conditions are established for the
unique solvability of the problem.
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îâäæñéâ. àŽêäëàŽáâĲñè øãâñèâĲîæã ûîòæã áæòâîâêùæŽèñî àŽêðëèâ-
ĲŽåŽ ïæïðâéæïŽåãæï ïæêàñèŽîëĲâĲæå ŽîŽøŽçâðæè æêðâîãŽèäâ àŽêýæèñèæŽ
ëîûâîðæèëãŽêæ ïŽïŽäôãîë ŽéëùŽêŽ. Žé ïæïðâéæï åŽãæïñòŽèæ ûâãîæ ïŽïîñ-
èæ ãŽîæŽùææï çëéìëêâêðâĲæŽêæ ãâóðëîñèæ òñêóùæŽŽ Žôêæöêñèæ æêðâîãŽèæï
øŽçâðãŽäâ, ýëèë éŽðîæùñèæ òñêóùææï çëéìëêâêðâĲï çæ Žóãï ïŽïîñèæ ãŽîæ-
ŽùæâĲæ õëãâè øŽçâðæè ïâàéâêðäâ Žé æêðâîãŽèæáŽê.

éæôâĲñèæŽ Žé ŽéëùŽêæï ùŽèïŽýŽá ŽéëýïêŽáëĲæï äëàŽáæ ïŽçéŽîæïæ ìæîë-
ĲâĲæ, îëùŽ ïæïðâéŽï àŽŽøêæŽ ïæêàñèŽîëĲâĲæ. ïæêàñèŽîëĲŽ àŽæàâĲŽ æé Žä-
îæå, îëé ïæïðâéæï öâïŽĲŽéæïæ éŽðîæùñèæ òñêóùææï çëéìëêâêâðâĲï öâæúèâĲŽ
ßóëêáâï öâéëñïŽäôãîâèæ ãŽîæŽùæâĲæ àŽêïŽýæèãâè öñŽèâáäâ.

Žé öâáâàâĲäâ áŽõîáêëĲæå áŽáàâêæèæŽ Žé ŽéëùŽêæï ùŽèïŽýŽá ŽéëýïêŽáë-
Ĳæï âòâóðñîæ ìæîëĲâĲæ.
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1. Statement of the Problem and Basic Notation

In the present paper, for a system of linear generalized ordinary differ-
ential equations with singularities

dx(t) = dA(t) · x(t) + df(t) (1.1)

we consider the two-point boundary value problem

xi(a+) = 0 (i = 1, . . . , n0), xi(b−) = 0 (i = n0 + 1, . . . , n), (1.2)

where −∞ < a < b < +∞, n0 ∈ {1, . . . , n}, x1, . . . , xn are the components
of the desired solution x, n0 ∈ {1, . . . , n}, f : [a, b] → Rn is a vector-function
with bounded total variation components, and A : ]a, b[→ Rn×n is a matrix-
function with bounded total variation components on every closed interval
from the interval ]a, b[ .

We investigate the question of unique solvability of the problem
(1.1), (1.2), when the system (1.1) has singularities. Singularity is under-
stand in a sense that the components of the matrix-function A may have
unbounded variation on the closed interval [a, b], in general. On the basis of
this theorem we obtain effective criteria for the solvability of this problem.

Analogous and related questions are investigated in [17–24] and [26] (see
also references therein) for the singular two-point and multipoint boundary
value problems for linear and nonlinear systems of ordinary differential equa-
tions, and in [1,3,6,8,10] (see also references therein) for regular two-point
and multipoint boundary value problems for systems of linear and nonlinear
generalized differential equations. As for the two-point and multipoint sin-
gular boundary value problems for generalized differential systems, they are
little studied and, despite some results given in [12] and [13] for two-point
singular boundary value problem, their theory is rather far from comple-
tion even in the linear case. Therefore, the problem under consideration is
actual.

To a considerable extent, the interest in the theory of generalized ordinary
differential equations has been motivated by the fact that this theory enables
one to investigate ordinary differential, impulsive and difference equations
from a unified point of view (see e.g. [1–13, 15, 16, 25, 27–29] and references
therein).

Throughout the paper, the use will be made of the following notation
and definitions.
R = ] −∞, +∞[ ; R+ = [0,+∞[ ; [a, b], ]a, b[ and ]a, b], [a, b[ are, respec-

tively, closed, open and half-open intervals.
Rn×m is the space of all real n×m-matrices X = (xil)

n,m
i,l=1 with the norm

‖X‖ =
n,m∑

i,l=1

|xil|.

Rn×m
+ =

{
(xil)

n,m
i,l=1 : xil ≥ 0 (i = 1, . . . , n; l = 1, . . . , m)

}
.

On×m (or O) is the zero n×m matrix.
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If X = (xil)
n,m
i,l=1 ∈ Rn×m, then |X| = (|xil|)n,m

i,l=1.
Rn = Rn×1 is the space of all real column n-vectors x = (xi)n

i=1; Rn
+ =

Rn×1
+ .
If X ∈ Rn×m, then X−1, detX and r(X) are, respectively, the matrix

inverse to X, the determinant of X and the spectral radius of X; In is the
identity n × n-matrix; δil is the Kroneker symbol, i.e., δii = 1 and δil = 1
for i 6= l (i, l = 1, . . . , n).

d∨
c
(X), where a < c < d < b, is the variation of the matrix-function

X : ]a, b[→ Rn×m on the closed interval [c, d], i.e., the sum of total variations
of the latter components xil (i = 1, . . . , n; l = 1, . . . ,m) on this interval; if

d < c, then
d∨
c
(X) = −

c∨
d

(X); V (X)(t) = (v(xil)(t))
n,m
i,l=1, where v(xil)(c0) =

0, v(xil)(t) =
t∨
c0

(xil) for a < t < b, and c0 = (a + b)/2.

X(t−) and X(t+) are the left and the right limits of the matrix-function
X : ]a, b[→ Rn×m at the point t ∈]a, b[ (we assume X(t) = X(a+) for t ≤ a
and X(t) = X(b−) for t ≥ b, if necessary).

d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
BV([a, b],Rn×m) is the set of all matrix-functions of bounded variation

X : [a, b] → Rn×m (i.e., such that
b∨
a
(X) < +∞);

‖X‖s = sup
{‖X(t)‖ : t ∈ [a, b]

}
, ‖X‖v = ‖X(a)‖+

b∨
a
(X);

BVs([a, b],Rn×m) is the normed space (BV([a, b],Rn×m), ‖ · ‖s);
BVv([a, b],Rn×m) is the Banach space (BV([a, b],Rn×m), ‖ · ‖v).
BVloc(]a, b[ ,Rn×m) is the set of all matrix-functions X : ]a, b[→ Rn×m

such that
d∨
c
(X) < +∞ for every a < c < d < b.

If X ∈ BVloc(]a, b[ ,Rn×n), det(In + (−1)jdjX(t)) 6= 0 for t ∈ ]a, b[ (j =
1, 2), and Y ∈ BVloc(]a, b[ ,Rn×m), then A(X, Y )(t) ≡ B(X, Y )(c0, t), where
B is the operator defined by

B(X, Y )(t, t) = On×m for t ∈ ]a, b[ ,

B(X,Y )(s, t) = Y (t)− Y (s) +
∑

s<τ≤t

d1X(τ) · (In − d1X(τ)
)−1

d1Y (τ)−

−
∑

s≤τ<t

d2X(τ) · (In + d2X(τ)
)−1

d2Y (τ) for a < s < t < b

and

B(X, Y )(s, t) = −B(X, Y )(t, s) for a < t < s < b.

A matrix-function is said to be continuous, nondecreasing, integrable,
etc., if each of its components is such.
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If α ∈ BV([a, b],R) has no more than a finite number of points of discon-
tinuity, and m ∈ {1, 2}, then Dαm = {tαm1, . . . , tαmnαm

} (tαm1 < · · · <
tαmnαm

) is the set of all points from [a, b] for which dmα(t) 6= 0, and
µαm = max{dmα(t) : t ∈ Dαm} (m = 1, 2).

If β ∈ BV([a, b],R), then

ναmβj = max
{

djβ(tαml) +
∑

tαm l+1−m<τ<tαm l+2−m

djβ(τ) : l = 1, . . . , nαm

}

(j, m = 1, 2); here tα20 = a− 1, tα1nα1+1 = b + 1.
sj : BV([a, b],R) → BV([a, b],R) (j = 0, 1, 2) are the operators defined,

respectively, by

s1(x)(a) = s2(x)(a) = 0,

s1(x)(t) =
∑

a<τ≤t

d1x(τ) and s2(x)(t) =
∑

a≤τ<t

d2x(τ) for a < t ≤ b,

and
s0(x)(t) = x(t)− s1(x)(t)− s2(x)(t) for t ∈ [a, b].

If g : [a, b] → R is a nondecreasing function, x : [a, b] → R and a ≤ s <
t ≤ b, then

t∫

s

x(τ) dg(τ) =
∫

]s,t[

x(τ) ds0(g)(τ) +
∑

s<τ≤t

x(τ)d1g(τ) +
∑

s≤τ<t

x(τ)d2g(τ),

where
∫

]s,t[

x(τ) ds0(g)(τ) is the Lebesgue–Stieltjes integral over the open

interval ]s, t[ with respect to the measure µ0(s0(g)) corresponding to the

function s0(g); if a = b, then we assume
b∫

a

x(t) dg(t) = 0. Moreover, we put

t∫

s+

x(τ) dg(τ) = lim
ε→0, ε>0

t∫

s+ε

x(τ) dg(τ)

and

t−∫

s

x(τ) dg(τ) = lim
ε→0, ε>0

t−ε∫

s

x(τ) dg(τ).

L([a, b],R; g) is the space of all functions x : [a, b] → R measurable and
integrable with respect to the measure µ(g) with the norm

‖x‖L,g =

b∫

a

|x(t)| dg(t).
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If g(t) ≡ g1(t)− g2(t), where g1 and g2 are nondecreasing functions, then

t∫

s

x(τ) dg(τ) =

t∫

s

x(τ) dg1(τ)−
t∫

s

x(τ) dg2(τ) for s ≤ t.

If G = (gik)l,n
i,k=1 : [a, b] → Rl×n is a nondecreasing matrix-function

and D ⊂ Rn×m, then L([a, b], D; G) is the set of all matrix-functions X =
(xkj)

n,m
k,j=1 : [a, b] → D such that xkj ∈ L([a, b], R; gik) (i = 1, . . . , l; k =

1, . . . , n; j = 1, . . . ,m);

t∫

s

dG(τ) ·X(τ) =
( n∑

k=1

t∫

s

xkj(τ)dgik(τ)
)l,m

i,j=1

for a ≤ s ≤ t ≤ b,

Sj(G)(t) ≡ (
sj(gik)(t)

)l,n

i,k=1
(j = 0, 1, 2).

If Gj : [a, b] → Rl×n (j = 1, 2) are nondecreasing matrix-functions,
G(t) ≡ G1(t)−G2(t) and X : [a, b] → Rn×m, then

t∫

s

dG(τ) ·X(τ) =

t∫

s

dG1(τ) ·X(τ)−
t∫

s

dG2(τ) ·X(τ) for s ≤ t,

Sk(G) = Sk(G1)− Sk(G2) (k = 0, 1, 2),

L([a, b], D; G) =
2⋂

j=1

L([a, b], D; Gj),

The inequalities between the vectors and between the matrices are un-
derstood componentwise.

We assume that the vector-function f = (fi)n
i=1 belongs to BV([a, b],Rn),

and the matrix-function A = (ail)n
i,l=1 is such that ail ∈ BV([a, b],R) (i 6= l;

i, l = 1, . . . , n), aii ∈ BV(]a, b],R) (i = 1, . . . , n0) and aii ∈ BV([a, b[ ,R)
(i = n0 + 1, . . . , n).

A vector-function x = (xi)n
i=1 is said to be a solution of the system (1.1) if

xi ∈ BVloc(]a, b],R) (i = 1, . . . , n0), xi ∈ BVloc([a, b[ ,R) (i = n0 + 1, . . . , n)
and

xi(t) = xi(s) +
n∑

l=1

t∫

s

xl(τ) dail(τ) + fi(t)− fi(s)

for a<s≤ t≤b (i=1, . . . , n0) and for a≤s<t<b (i=n0+1, . . . , n).

Under the solution of the problem (1.1), (1.2) we mean a solution x(t) =
(xi(t))n

i=1 of the system (1.1) such that the one-sided limits xi(a+) (i =
1, . . . , n0) and xi(b−) (i = n0 + 1, . . . , n) exist and the equalities (1.2) are
fulfilled. We assume xi(a) = 0 (i = 1, . . . , n0) and xi(b) = 0 (i = n0 +
1, . . . , n), if necessary.
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A vector-function x ∈ BV([a, b],Rn) is said to be a solution of the system
of generalized differential inequalities

dx(t)− dB(t) · x(t)− dq(t) ≤ 0 (≥ 0) for t ∈ [a, b],

where B ∈ BV([a, b],Rn×n), q ∈ BV([a, b],Rn), if

x(t)− x(s) +

t∫

s

dB(τ) · x(τ)− q(t) + q(s) ≤ 0 (≥ 0) for a ≤ s ≤ t ≤ b.

Without loss of generality we assume that A(a) = On×n, f(a) = 0.
Moreover, we assume

det(In + (−1)jdjA(t)) 6= 0 for t ∈ ]a, b[ (j = 1, 2). (1.3)

The above inequalities guarantee the unique solvability of the Cauchy
problem for the corresponding system (see [29, Theorem III.1.4]).

If s ∈ ]a, b[ and α ∈ BVloc(]a, b[ ,R) are such that

1 + (−1)jdjβ(t) 6= 0 for (−1)j(t− s) < 0 (j = 1, 2),

then by γβ(· , s) we denote the unique solution of the Cauchy problem

dγ(t) = γ(t)dβ(t), γ(s) = 1.

It is known (see [15,16]) that

γα(t, s) =





exp
(
s0(β)(t)− s0(β)(s)

)×
×

∏

s<τ≤t

(1−d1α(τ))−1
∏

s≤τ<t

(1+d2β(τ)) for t > s,

exp
(
s0(β(t)− s0(β(s)

)×
×

∏

t<τ≤s

(1−d1β(τ))
∏

t≤τ<s

(1+d2β(τ))−1 for t < s,

1 for t = s.

(1.4)

It is evident that if the last inequalities are fulfilled on the whole interval
[a, b], then γ−1

α (t) exists for every t ∈ [a, b].

Definition 1.1. Let n0 ∈ {1, . . . , n}. We say that a matrix-function
C = (cil)n

i,l=1 ∈ BV([a, b],Rn×n) belongs to the set U(a+, b−; n0) if the
functions cil (i 6= l; i, l = 1, . . . , n) are nondecreasing on [a, b] and the
system

sgn
(
n0 +

1
2
− i

)
dxi(t) ≤

n∑

l=1

xl(t) dcil(t) for t ∈ [a, b] (i = 1, . . . , n) (1.5)

has no nontrivial nonnegative solution satisfying the condition (1.2).

The similar definition of the set U has been introduced by I. Kiguradze
for ordinary differential equations (see [20,21]).
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Theorem 1.1. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤

≤ s0(cii − αi)(t)− s0(cii − αi)(s) for a < s < t < b (i = 1, . . . , n), (1.6)

(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤

≤ dj

(
cii(t)− αi(t)

)
for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n), (1.7)∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤

≤ s0(cil)(t)− s0(cil)(s) for a < s < t < b (i 6= l; i, l = 1, . . . , n) (1.8)

and
|djail(t)| ≤ djcil(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n), (1.9)

where
C = (cil)n

i,l=1 ∈ U(a+, b−; n0), (1.10)

αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0 + 1, . . . , n) are
nondecreasing functions such that

lim
t→a+

d2αi(t) < 1 (i = 1, . . . , n0),

lim
t→b−

d1αi(t) < 1 (i = n0 + 1, . . . , n)
(1.11)

and

lim
t→a+

lim
k→∞

sup γβi(t, a + 1/k) = 0 (i = 1, . . . , n0),

lim
t→b−

lim
k→∞

sup γβi(t, b− 1/k) = 0 (i = n0 + 1, . . . , n),
(1.12)

where βi(t) ≡ αi(t) sgn
(
n0 + 1

2 − i
)

(i = 1, . . . , n). Then the problem
(1.1), (1.2) has one and only one solution.

Corollary 1.1. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤ −(

s0(αi)(t)− s0(αi)(s)
)

+

t∫

s

hii(τ) ds0(βi)(τ) for a < s < t < b (i = 1, . . . , n), (1.13)

(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤

≤ hii(t)djβi(t)− djαi(t)
)

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n),
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∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤

≤
t∫

s

hil(τ) ds0(βl)(τ) for a < s < t < b (i 6= l; i, l = 1, . . . , n) (1.14)

and

|djail(t)| ≤ hil(t)djβl(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n), (1.15)

where αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0 + 1, . . . , n)
are nondecreasing functions satisfying the conditions (1.11) and (1.12), βl

(l = 1, . . . , n) are functions nondecreasing on [a, b] and having not more
than a finite number of points of discontinuity, hii ∈ Lµ([a, b],R; βi), hil ∈
Lµ([a, b],R+; βl) (i 6= l; i, l = 1, . . . , n), 1 ≤ µ ≤ +∞. Let, moreover,

r(H) < 1, (1.16)

where the 3n× 3n-matrix H = (Hj+1 m+1)2j,m=0 is defined by

Hj+1 m+1 =
(
λkmij‖hik‖µ,sm(βi)

)n

i,k=1
(j,m = 0, 1, 2),

ξij =
(
sj(βi)(b)− sj(βi)(a)

) 1
ν (j = 0, 1, 2, ; i = 1, . . . , n);

λk0i0 =





( 4
π2

) 1
ν

ξ2
k0 if s0(βi)(t) ≡ s0(βk)(t),

ξk0ξi0 if s0(βi)(t) 6≡ s0(βk)(t) (i, k = 1, . . . , n);

λkmij =ξkmξij if m2+j2 >0, mj =0 (j, m=0, 1, 2; i, k=1, . . . , n),

λkmij =
(1

4
µαkmναkmαij sin−2 π

4nαkm+2

) 1
ν

(j,m=1, 2; i, k=1, . . . , n),

and 1
µ + 2

ν = 1. Then the problem (1.1), (1.2) has one and only one solution.

Remark 1.1. The 3n × 3n-matrix H′ appearing in Corollary 1.1 can be
replaced by the n× n-matrix

(
max

{ 2∑

j=0

λkmij‖hik‖µ,Sm(αk) : m = 0, 1, 2
})n

i,k=1

.

By Remark 1.1, Corollary 1.1 has the following form for hil(t) ≡ hil =
const (i, l = 1, . . . , n), αi(t) ≡ α(t) (i = 1, . . . , n), βi(t) ≡ β(t) (i = 1, . . . , n)
and µ = +∞.

Corollary 1.2. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions

(
s0(aii)(t)− s0(aii)(s)

)
sgn

(
n0 +

1
2
− i

)
≤ hii

(
s0(β)(t)− s0(β)(s)

)−
−(

s0(α)(t)− s0(α)(s)
)

for a < s < t < b (i = 1, . . . , n),
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(−1)j
(∣∣1 + (−1)jdjaii(t)

∣∣− 1
)
sgn

(
n0 +

1
2
− i

)
≤ hiidjβ(t)− djα(t)

)

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n),∣∣s0(ail)(t)− s0(ail)(s)
∣∣ ≤ hil

(
s0(β)(t)− s0(β)(s)

)

for a < s < t < b (i 6= l; i, l = 1, . . . , n)

and

|djail(t)| ≤ hildjβ(t) for t ∈ [a, b] (i 6= l; i, l = 1, . . . , n)

hold, where α : [a, b] → R is a nondecreasing function satisfying the condi-
tions (1.11) and (1.12), β is a function nondecreasing on [a, b] and having
not more than a finite number of points of discontinuity, hii ∈ R, hil ∈ R+

(i 6= l; i, l = 1, . . . , n). Let, moreover,

ρ0 r(H) < 1,

where

H = (hik)n
i,k=1, ρ0 = max

{ 2∑

j=0

λmj : m = 0, 1, 2
}

,

λ00 =
2
π

(
s0(β)(b)− s0(β)(a)

)
,

λ0j = λj0 =
(
s0(β)(b)− s0(α)(a)

) 1
2
(
sj(β)(b)− sj(β)(a)

) 1
2 (j = 1, 2),

λmj =
1
2

(
µαmναmαj

) 1
2 sin−1 π

4nαm + 2
(m, j = 1, 2).

Then the problem (1.1), (1.2) has one and only one solution.

Theorem 1.2. Let the components of the matrix-function A=(ail)n
i,l=1∈

BVloc(]a, b[ ,Rn×n) satisfy the conditions (1.6)–(1.9), where cil(t) ≡ hilβi(t)
+ βil(t) (i, l = 1, . . . , n),

d2βi(a)≤0 and 0≤d1βi(t)< |ηi|−1 for a<t≤b (i=1, . . . , n0), (1.17)

d1βi(b)≤0 and 0≤d2βi(t)< |ηi|−1 for a≤ t<b (i=n0+1, . . . , n), (1.18)

where αi : ]a, b] → R (i = 1, . . . , n0) and αi : [a, b[→ R (i = n0+1, . . . , n) are
nondecreasing functions satisfying the conditions (1.11) and (1.12), hii < 0,
hil ≥ 0, ηi < 0 (i 6= l; i, l = 1, . . . , n), βii (i = 1, . . . , n) are the functions
nondecreasing on [a, b]; βil, βi ∈ BV([a, b],R) (i 6= l; i, l = 1, . . . , n) are the
functions nondecreasing on the interval ]a, b] for i ∈ {1, . . . , n0} and on the
interval [a, b[ for i ∈ {n0 + 1, . . . , n}. Let, moreover, the condition (1.16)
hold, where H = (ξil)n

i,l=1,

ξii = ηi, ξil =
hil

|hii| (i 6= l; i, l = 1, . . . , n),

ηi = V
(A(ζi, ai)

)
(b)− V

(A(ζi, ai)
)
(a+) for i ∈ {1, . . . , n0},
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ηi = V
(A(ζi, ai)

)
(b−)− V

(A(ζi, ai)
)
(a) for i ∈ {n0 + 1, . . . , n};

ζi(t) ≡
n∑

k=l

βil(t) (i = 1, . . . , n),

ai(t) ≡
(
βi(t)− βi(a+)

)
hii for a < t ≤ b (i = 1, . . . , n0),

ai(t) ≡
(
βi(b−)− βi(t)

)
hii for a ≤ t < b (i = n0 + 1, . . . , n).

Then the problem (1.1), (1.2) has one and only one solution.

Remark 1.2. If
ηi < 1 (i = 1, . . . , n), (1.19)

then, in Theorem 1.2, we can assume that

ξii = 0, ξil =
hil

(1− ηi)|hii| (i 6= l; i, l = 1, . . . , n). (1.20)

Theorem 1.3. Let the matrix-function C = (cil)n
i,l=1 ∈ BV([a, b],Rn×n)

be such that the functions cil (i 6= l; i, l = 1, . . . , n) are nondecreasing on
[a, b] and the problem (1.5), (1.2) has a nontrivial nonnegative solution, i.e.,
the condition (1.10) is violated. Let, moreover, αi : ]a, b] → R (i = 1, . . . , n0)
and αi : [a, b[→ R (i = n0 + 1, . . . , n) be nondecreasing functions satisfying
the conditions (1.11), (1.12) and

1 + (−1)j sgn
(
n0 +

1
2
− i

)
dj

(
cii(t)− αi(t)

)
> 0

for t ∈ ]a, b] (j = 1, 2; i = 1, . . . , n0)

and for t ∈ [a, b[ (j = 1, 2; i = n0 + 1, . . . , n). (1.21)

Then there exist a matrix-function A = (ail)n
i,l=1 ∈ BV([a, b],Rn×n), a

vector-function f = (fl)n
l=1 ∈ BV([a, b], Rn) and nondecreasing functions

α̃i : ]a, b] → R (i = 1, . . . , n0) and α̃i : [a, b[→ R (i = n0 + 1, . . . , n) such
that the conditions (1.6)–(1.12) and

α̃i(t)− α̃i(s) ≤ αi(t)− αi(s)

for a < t < s ≤ b and for a ≤ t < s < b (i = n0 + 1, . . . , n) (1.22)

are fulfilled, but the problem (1.1), (1.2) is unsolvable. In addition, if the
matrix-function C = (cil)n

i,l=1 is such that

det
(

(δil + (−1)jεldjcil(t) sgn
(
n0 +

1
2
− i

)n

i,l=1

)
6= 0

for t ∈ [a, b]; ε1, . . . , εn ∈ [a, b] (j = 1, 2), (1.23)

then the matrix-function A = (ail)n
i,l=1 satisfies the condition (1.3).

Remark 1.3. The condition (1.23) holds, for example, if either
n∑

l=1

|djcil(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n), (1.24)
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n∑

l=1, l 6=i

|djcil(t)| < 1 + (−1)j sgn
(
n0 +

1
2
− i

)
djcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n) (1.25)

or
n∑

l=1, l 6=i

|djcli(t)| < 1 + (−1)j sgn
(
n0 +

1
2
− i

)
djcii(t)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (1.26)

2. Auxiliary Propositions

Lemma 2.1. Let t0∈ [a, b], α and q∈BVloc([a, t0[ ,Rn)∩BVloc(]t0, b],Rn)
be such that

1 + (−1)j sgn(t− t0)djα(t) > 0 for t ∈ [a, b] (j = 1, 2). (2.1)

Let, moreover, x ∈ BVloc([a, t0[ ,Rn)∩BVloc(]t0, b],Rn) be a solution of the
linear generalized differential inequality

sgn(t− t0)dx(t) ≤ x(t)dα(t) + dq(t) (2.2)

on the intervals [a, t0[ and ]t0, b], satisfying the inequalities

x(t0+) ≤ y(t0+) and x(t0−) ≤ y(t0−), (2.3)

where y ∈ BVloc([a, t0[ ,Rn) ∩ BVloc(]t0, b],Rn) is a solution of the general
differential equality

sgn(t− t0)dy(t) = y(t)dα(t) + dq(t). (2.4)

Then

x(t) ≤ y(t) for t ∈ [a, t0[∪]t0, b]. (2.5)

Proof of Lemma 2.1. Assume t0 < b and consider the closed interval [t0 +
ε, b], where ε is an arbitrary sufficiently small positive number.

By (2.1), the Cauchy problem

dγ(t) = γ(t)dα(t), γ(s) = 1

has the unique solution γs for every s ∈ [t0 + ε, b] and, by (1.4), this is
positive, i.e.,

γs(t) > 0 for t ∈ [t0 + ε, b]. (2.6)

According to the variation-of-constant formula (see [29, Corollary III.2.14]),
from (2.4) we have

y(t) = q(t)− q(s)+

+ γ(t)
{

γ−1(s)y(s)−
t∫

s

(
q(τ)−q(s)

)
dγ−1(τ)

}
for s, t∈ [t0+ε, b], (2.7)

where γ(t) ≡ γt0+ε(t).
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From (2.2), we have

dx(t) ≤ x(t)dα(t) + d
(
q(t)− qε(t)

)
for t ∈ [t0 + ε, b]

and, therefore,

x(t)=q(t)−q(t0+ε)−qε(t)+qε(t0+ε)+γ(t)
{

γ−1(t0+ε)x(t0+ε)−

−
t∫

t0+ε

(
q(τ)− q(t0 + ε)− qε(τ) + qε(t0 + ε)

)
dγ−1(τ)

}
for t ∈ [t0 + ε, b],

where

qε(t) = −x(t) + x(t0 + ε) + q(t)− q(t0 + ε) +

t∫

t0+ε

x(τ)dα(τ)

for t ∈ [t0 + ε, b].

Hence, by (2.7), we get

x(t) = y(t) + γ(t)γ−1(t0 + ε)
(
x(t0 + ε)− y(t0 + ε)

)
+

+ gε(t) for t ∈ [t0 + ε, b], (2.8)

where

gε(t) = −qε(t) + qε(t0 + ε) + γ(t)

t∫

t0+ε

(
qε(τ)− qε(t0 + ε)

)
dγ−1(τ)

for t ∈ [t0 + ε, b].

Using the formula of integration-by-parts (see [29, Theorem I.4.33]), we
find

gε(t) = −γ(t)
( t∫

t0+ε

γ−1(τ) ds0(qε)(τ)+

+
∑

t0+ε<τ≤t

γ−1(τ−)d1qε(τ)+
∑

t0+ε≤τ<t

γ−1(τ+)d2qε(τ)
)

for t∈ [t0 + ε, b]. (2.9)

According to (2.6) and (2.9), we have

gε(t) ≤ 0 for t ∈ [t0 + ε, b],

since by the definition of a solution of the generalized differential inequality
(2.2) the function qε is nondecreasing on the interval ]t0, b]. By the equality
γ(t0 + ε) = 1, from this and (2.8) we get

x(t) ≤ y(t) + γ(t)
(
x(t0 + ε)− y(t0 + ε)

)
for t ∈ [t0 + ε, b].
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Passing to the limit as ε → 0 in the latter inequality and taking into account
(2.3) and (2.6), we conclude

x(t) ≤ y(t) for t ∈]t0, b].

Analogously we can show the validity of the inequality (2.5) for t ∈ [a, t0[ .
The lemma is proved. ¤

The following lemma makes more precise the ones (see Lemma 6.5) in [10].

Lemma 2.2. Let t1, . . . , tn ∈ [a, b], li : BVv([a, b],Rn
+) → R+ (i =

1, . . . , n) be linear bounded functionals, and Ckj = (ckjil)
nk,nj

i,l=1 ∈
BV([a, b],Rnk×nj ) (k, j = 1, 2) be such that the system

sgn(t− ti)dxi(t) ≤
n1∑

l=1

xl(t)dc11il(t) +
n2∑

l=1

xn1+l(t)dc12il(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n1),

(−1)jdjxi(ti) ≤
n1∑

l=1

x1l(ti)djc11il(ti)+
n2∑

l=1

xn1+l(ti)djc12il(t1i)

(j = 1, 2; i = 1, . . . , n1),

dxn1+i(t) =
n1∑

l=1

xl(t)dc21il(t) +
n2∑

l=1

xn1+l(t)dc22il(t)

for t ∈ [a, b] (i = 1, . . . , n2),

(2.10)

has a nontrivial nonnegative solution under the condition
xi(ti) ≤ li(x1, . . . , xn) for i ∈ Nn,

xi(ti) = li(x1, . . . , xn) for i ∈ {1, . . . , n} \Nn,
(2.11)

where n1 and n2 (n1 + n2 = n) are some nonnegative integers, and Nn is
some subset of the set {1, . . . , n}. Let, moreover, the functions α1, . . . , αn1 ∈
BV([a, b],Rn) be such that

djαi(t) ≥ 0 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1) (2.12)

and

1 + (−1)j sgn(t− ti)dj

(
c11ii(t)− αi(t)

)
> 0

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1). (2.13)

Then there exist matrix-functions C̃k1 = (c̃k1il)
nk,n1
i,l=1 ∈ BV([a, b],Rnk×n1)

(k = 1, 2), functions α̃i ∈ BV([a, b],Rn) (i = 1, . . . , n1), linear bounded
functionals l̃i : BVv([a, b],Rn) → R (i = 1, . . . , n) and numbers c0i ∈ R
(i = 1, . . . , n) such that

s0(c̃11ii)(t)− s0(c̃11ii)(s) ≤
≤ (

s0(c11ii − α̃i)(t)− s0(c11ii − α̃i)(s)
)
sgn(t− s)

for (t− s)(s− ti) > 0, s, t ∈ [a, b] (i = 1, . . . , n1), (2.14)
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(−1)j+m
(∣∣1 + (−1)jdj c̃11ii(t)

∣∣− 1
) ≤ dj

(
cii(t)− α̃i(t)

)

for (−1)m(t− ti) > 0 (j,m = 1, 2; i = 1, . . . , n1); (2.15)

|s0(c̃21il)(t)− s0(c̃21il)(s)| ≤

≤
t∨
s

(s0(c21il)) for a ≤ s ≤ t ≤ b (i = 1, . . . , n2, l = 1, . . . , n1), (2.16)

∣∣dj c̃21il(t)
∣∣≤ ∣∣dj c̃21il(t)

∣∣ for t∈ [a, b] (i=1, . . . , n2, l=1, . . . , n1), (2.17)

0 ≤ djα̃i ≤ djαi(t) for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n1), (2.18)

and the system
dx(t) = dÃ(t) · x(t) (2.19)

under the n-condition

xi(ti) = l̃i(x1, . . . , xn) + c0i (i = 1, . . . , n) (2.20)

is unsolvable, where

Ã(t) ≡
(

C̃11(t), C12(t)
C̃21(t), C22(t)

)
. (2.21)

Proof. Let x = (xi)n
i=1 be the nonnegative solution of the problem (2.10),

(2.11). Let, moreover, ϕi ∈ BV([a, b],R) (i = 1, . . . , n1) be the functions
defined by

ϕi(t) ≡
(

n1∑

l=1

t∫

ti

xl(τ) dc11 il(τ)+

+
n2∑

l=1

t∫

ti

xn1+l(τ) dc12 il(τ)−
t∫

ti

xi(τ)dbi(τ)

)
sgn(t− ti) (i = 1, . . . , n1),

where bi(t) ≡ c11ii − αi(t).
By the condition (2.13), it is evident that the Cauchy problem

dy(t) = y(t) db̃i(t) + dϕi(t), (2.22)

y(ti) = xi(ti), (2.23)

where b̃i(t) ≡ bi(t) sgn(t − ti), has a unique solution yi for every i ∈
{1, . . . , n1}.

In addition, by (2.10) it is easy to verify that the function

zi(t) ≡ xi(t)− yi(t)

satisfies the conditions of Lemma 2.1 and the problem

du(t) = u(t) db̃i(t), u(ti) = 0

has only the trivial solution for every i ∈ {1, . . . , n1}.
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According to this lemma, we have

xi(t) ≤ yi(t) for t ∈ [a, b] (i = 1, . . . , n1)

and therefore

xi(t) = ηi(t)yi(t) for t ∈ [a, b] (i = 1, . . . , n1),

where for every i ∈ {1, . . . , n}, ηi(t) = xi(t)/yi(t) if t ∈ [a, b] is such that
yi(t) 6= 0, and ηi(t) = 1 if t ∈ [a, b] is such that yi(t) = 0.

It is evident that

0 ≤ ηi(t) ≤ 1 for t ∈ [a, b] and ηi(ti) = 1 (i = 1, . . . , n). (2.24)

Moreover, for every i ∈ {1, . . . , n}, ηi : [a, b] → [0, 1] is the function
bounded and measurable with respect to every measure along with xi and
yi are integrable functions.

Hence there exist the integrals appearing in the notation

c̃11 ii(t) ≡
(
c11ii(t)− α̃i(t)

)
sign(t− ti) (i = 1, . . . , n1),

c̃11 il(t) ≡ sgn(t− ti)

t∫

ti

ηl(τ) dc11 il(τ) (i 6= l; i, l = 1, . . . , n1)
(2.25)

and

c̃21 il(t) ≡
t∫

ti

ηl(τ) dc21 il(τ) (i = 1, . . . , n2; l = 1, . . . , n1), (2.26)

where

α̃i(t) ≡
t∫

ti

(
1− ηi(τ)

)
dαi(τ) (i = 1, . . . , n1). (2.27)

Due to (2.11) and (2.22)–(2.24), the vector-function z(t) = (zi(t))n
i=1,

zi(t) = yi(t) (i = 1, . . . , n1), zn1+i(t) = xn1+i(t) (i = 1, . . . , n2), is a non-
trivial nonnegative solution of the problem

dz(t) = dÃ(t) · z(t), (2.28)

zi(ti) = l̃i(z1, . . . , zn) (i = 1, . . . , n), (2.29)

where the matrix-function Ã is defined by (2.21), (2.25)–(2.27); l̃i :
BVv([a, b],Rn) → R (i = 1, . . . , n) are linear bounded functionals defined by

l̃i(z1, . . . , zn1 , zn1+1, . . . , zn) =

= δili(η1z1, . . . , ηn1zn1 , zn1+1, . . . , zn) for (zl)n
l=1∈BVv([a, b],Rn), (2.30)

and δi ∈ [0, 1] (i = 1, . . . , n), δi = 1 for i ∈ {1, . . . , n} \ Nn, are some
numbers.

On the other hand, by Remark 1.2 from [9], there exist numbers c0i ∈ R
(i = 1, . . . , n) such that the problem (2.19), (2.20) is not solvable, where the
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matrix-function Ã(t) and the linear functionals l̃i (i = 1, . . . , n) are defined
as above.

Let us show the estimates (2.14)–(2.18). To this end, we use the following
formulas obtained from Theorem I.4.12 and Lemma I.4.23 given in [29]. Let
the functions g ∈ BV([a, b],R) and f : [a, b] → R be such that the integral

ϕ(t) =
t∫

a

f(τ)dg(τ) exists for t ∈ [a, b]. Then the equalities

s0(ϕ)(t) ≡
t∫

a

f(τ)ds0(g)(τ), djϕ(t) ≡ f(t)djg(t) (j = 1, 2) (2.31)

hold.
Using (2.31), from (2.24)–(2.26) we get the estimates (2.14), (2.16) and

(2.17). Moreover, by (2.12), (2.24) and (2.31), the estimate (2.18) holds. As
for the estimate (2.15), it holds by general inequality a−|b| ≤ (a−b) sgn a for
the cases t > ti, j = 1 (i = 1, . . . , n1) and t < ti, j = 2 (i = 1, . . . , n1), and
follows from (2.13) by using (2.18) for the cases t > ti, j = 2 (i = 1, . . . , n1)
and t < ti, j = 1 (i = 1, . . . , n1). The lemma is proved. ¤

Remark 2.1. In Lemma 2.2, if the functions αi and c21kl are nondecreas-
ing for some i ∈ {1, . . . , n1} and k ∈ {1, . . . , n2}, l ∈ {1, . . . , n1}, then the
functions α̃i and c̃21kl, respectively, are nondecreasing as well, and

α̃i(t)− α̃i(s) ≤ αi(t)− αi(s) and c̃21kl(t)− c̃21kl(s) ≤ c21kl(t)− c21kl(s)
for a ≤ s < t ≤ b.

The statement of Remark 2.1 follows from (2.26) and (2.27) with regard
for (2.24).

3. Proofs of the Main Results

Proof of Theorem 1.1. Let us assume

t∗k = a +
1
k

and t∗k = b− 1
k

(k = 1, 2, . . . );

ailk(t) =





cil(t)− cil(t∗k−) + ail(t∗k−) for a ≤ t < t∗k,

ail(t) for t∗k ≤ t ≤ t∗k,

cil(t)− cil(t∗k+) + ail(t∗k+) for t∗k < t ≤ b

(i, l = 1, . . . , n; k = 1, 2, . . . )

(3.1)

and

Ak(t) ≡ (ailk(t))n
i,l=1 (k = 1, 2, . . . ).

It is evident that Ak ∈ BV([a, b],Rn×n) (k = 1, 2, . . . ).
For every natural k, consider the system

dx(t) = dAk(t) · x(t) + df(t) for t ∈ [a, b]. (3.2)
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We show that the problem (3.2), (1.2) has the unique solution. By The-
orem 1.1 from [9] (see also [28]), for this it suffices to verify that the corre-
sponding homogeneous system

dx(t) = dAk(t) · x(t) for t ∈ [a, b] (3.20)

has only the trivial solution under the condition (1.2).
Let us show that the problem (3.20), (1.2) has only the trivial solution.
Indeed, if x = (xi)n

i=1 is an arbitrary solution of this problem, then due to
Lemma 6.1 from [10], with regard for the conditions (1.6)–(1.9), the vector-
function x satisfies the system (1.5) of generalized differential inequalities.
But, by the condition (1.10), this system has only the trivial solution under
the condition (1.2). Thus xi(t) ≡ 0 (i = 1, . . . , n).

We put

ti = a for i ∈ {1, . . . , n0} and ti = b for i ∈ {n0 + 1, . . . , n}. (3.3)

Let now k be an arbitrary fixed natural number, and xk = (xik)n
i=1 be

the unique solution of the problem (3.2), (1.2). Then by the conditions
(1.6)–(1.9) and the equalities (3.1) and (3.2), using Lemma 2.2 from [8]
(or Lemma 6.1 from [10]), we find that the vector-function xk = (xik)n

i=1

satisfies the system

sgn(t− ti)d|xik(t)| ≤
n∑

l=1

|xlk(t)| dcil(t) + sgn[xik(t)(t− ti)]dfi(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n),

(−1)jdj |xik(ti)| ≤
n∑

l=1

|xlk(ti)| djcil(ti) + (−1)j sgn[xik(ti)]dfi(ti)

(j = 1, 2; i = 1, . . . , n),

where t1, . . . , tn are defined by (3.3). From this, we have

sgn(t− ti)d|xik(t)| ≤
n∑

l=1

|xlk(t)| dcil(t) + dv(fi)(t)

for t ∈ [a, b], t 6= ti (i = 1, . . . , n),

(−1)jdj |xik(ti)|≤
n∑

l=1

|xlk(ti)| djcil(ti)+djv(fi)(ti) (j =1, 2; i=1, . . . , n).

Therefore, due to Lemma 2.4 from [8], there exists a number ρ0 > 0
independent of k such that

‖xik‖s ≤ ρ0 (i = 1, . . . , n; k = 1, 2, . . . ). (3.4)

Let for every natural k, tik = a + 1
k and ∆ik =]tik, b] for i ∈ {1, . . . , n0},

and tik = b − 1
k and ∆ik = [a, tik[ for i ∈ {n0 + 1, . . . , n}. Then, as above,

using Lemma 2.2 from [8] and the estimate (3.4), we conclude that there
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exists a sufficiently large natural number k0 such that for every k ∈ {k0 +
1, k0 + 2, . . . }, the vector-function xk = (xik)n

i=1 satisfies the inequalities

sgn(t− tik)d|xik(t)| ≤ −|xik(t)|dαi(t) + dqi(t)

for t ∈ ∆ik (i = 1, . . . , n),

(−1)jdj |xik(tik)| ≤ −|xik(tik)|djαi(tik) + djqi(tik)

(j = 1, 2; i = 1, . . . , n),

(3.5)

where

qi(t) ≡ ρ0

( t∨
tik

(cii) +
n∑

l=1,l 6=i

(
cil(t)− cil(tik)

))
sgn(t− tik)+

+ v(fi)(t)− v(fi)(tik) (i = 1, . . . , n).

Let i ∈ {1, . . . , n0} and k ∈ {k0 + 1, k0 + 2, . . . }. Consider the Cauchy
problem

dγ(t) = − γ(t) dαi(t), γ(tik) = 1.

Due to the condition (1.11), this problem has the unique solution γik on the
interval ∆ikδ = [tik, a + δ] for sufficiently small δ > 0. Then γik(t) =
γβi(t, tik) for t ∈ ∆ikδ, where the function γαi is defined according to
(1.4). Moreover, this function is positive and nonincreasing on the interval
t ∈ ∆ikδ. In addition, we can assume without loss of generality that the
conditions of Lemma 2.1 are fulfilled on this interval. Therefore, according
to this lemma, (3.5) and the variation-of-constant formula mentioned above,
we have the estimate

|xik(t)| ≤ qi(t)− qi(tik)+

+ γik(t)
{

ρ0 −
t∫

tik

(
qi(τ)− qi(tik

)
dγ−1

ik (τ)
}

for t ∈ ∆ikδ. (3.6)

Taking into account the first equality of the condition (1.12) and the fact
that the function qi is nondecreasing on ∆ikδ, from (3.6) we get

lim
t→a+

sup
{
|xik(t)| : k = k0 + 1, k0 + 2, . . .

}
= 0 (i = 1, . . . , n0). (3.7)

Analogously, using the second parts of the conditions (1.11) and (1.12),
as above we show that

lim
t→b−

sup
{
|xik(t)| : k = k0 + 1, k0 + 2, . . .

}
= 0 (i = n0 + 1, . . . , n). (3.8)

Without loss of generality, we can assume that the natural number k0 is
such that a < t1k0 < t2k0 < b. Consider the sequence xk (k = k0 + 1, k0 +
2, . . . ). Then by (3.1), (3.4) and the definition of the solution of the system
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(3.2), we have

‖xk(t)− xk(s)‖ ≤ ‖f(t)− f(s)‖+
∥∥∥∥

t∫

s

dAk(τ) · (xk(τ)− xk(s))
∥∥∥∥ ≤

≤ ‖f(t)− f(s)‖+ ρ0

t∨
s

(Ak0) for t1k0 ≤ s < t ≤ t2k0 ,

since Ak(t) = Ak0(t) = A(t) for t ∈ [t1k0 , t2k0 ] (k = k0 + 1, k0 + 2, . . . ).
Hence there exists a positive number ρk0 such that

t2k0∨
t1k0

(xk) ≤ ρk0 (k = k0 + 1, k0 + 2, . . . ).

Consequently, in view of Helly’s choose theorem, without loss of generality
we can assume that the sequence xk (k = k0 + 1, k0 + 2, . . . ) converges
to some function x0 = (xio)n

i=1 ∈ BV([t1k0 , t2k0b],Rn). If we continue this
process, then in a standard way we can assume without loss of generality
that

lim
k→∞

xk(t) = x0(t) for t ∈ ]a, b[ , (3.9)

where x0 = (xio)n
i=1 ∈ BVloc(]a, b[ ,Rn).

Let now [a0, b0] ⊂]a, b[ be an arbitrary closed interval. Then

‖xk(t)− xk(s)‖ ≤ lk + ‖g(t)− g(s)‖
for a0 ≤ s < t ≤ b0 (k = k0 + 1, k0 + 2, . . . ),

where

g(t)=f(t) +

t∫

a0

dAk0(τ) · x0(τ), lk =
∥∥∥∥

b0∫

a0

dV (Ak0)(τ) · |xk(τ)−x0(τ)|
∥∥∥∥.

On the other hand, due to (3.9) and the Lebesgue theorem, we have lk → 0
as k →∞. Therefore, according to Lemma 2.3 from [7],

lim
k→∞

xk(t) = x0(t) uniformly on [a0, b0].

Moreover, by (3.7), the sequences {xik}∞k=1(i = 1, . . . , n0) converge uni-
formly on the interval ]a, t0], and by (3.8), the sequences {xik}∞k=1 (i =
n0 + 1, . . . , n) converge uniformly on the interval [t0, b[ for every t0 ∈ ]a, b[ .
Therefore, there exist one-sided limits xi0(a+) (i = 1, . . . , n0) and xi0(b−)
(i = n0 + 1, . . . , n) and, in addition, they are equal to zero. Thus, due to
(3.1) and (3.2), we have established that x0 ∈ BVloc(]a, b[ ,Rn) is a solution
of the problem (1.1), (1.2).

Let us show that the problem (1.1), (1.2) has only one solution. Let
x and y be two arbitrary solutions of the problem. Then the function
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z(t) ≡ x(t) − y(t), z(t) ≡ (zi(t))n
i=1, will be a solution of the homogeneous

problem

dz(t) = dA(t) · z(t),

zi(a+) = 0 (i = 1, . . . , n0), zi(b−) = 0 (i = n0 + 1, . . . , n).

From this, by (1.6)–(1.9), z is a solution of the system of differential inequal-
ities (1.5) under the condition (1.2). Thus, due to the condition (1.10), we
conclude that z(t) ≡ 0. The theorem is proved. ¤

Proof of Corollary 1.1. The proof of this corollary slightly differs from that
of Lemma 2.6 given in [3]. We give the main aspect of this proof for com-
pleteness.

It suffices to show that the problem (1.5), (1.2) has only the trivial non-
negative solution.

Let (xi)n
i=1 be an arbitrary nonnegative solution of the problem (1.5),

(1.2). Let i ∈ {1, . . . , n0} be fixed, and ε be an arbitrary sufficiently small
positive number. Then by (1.13)–(1.15) and Hölder’s inequality, we have

|xi(t)| ≤ |xi(a + ε)|+
2∑

σ=0

n∑

k=0

(
‖hik‖µ,sσ(βk)

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2
ν

)

for t ∈ ]a, b].

This, in view of Minkowski’s inequality, implies

‖xi‖ν,sj(βi)≤|xi(a+ε)|(sj(βi)(b)−sj(βi)(a)
) 1

ν +
2∑

σ=0

n∑

k=0

‖hik‖µ,sσ(βk)×

×
( b∫

a

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2

dsj(βi)(t)

) 1
ν

(j = 0, 1, 2). (3.10)

On the other hand, by virtue of Hölder’s inequality, in case σ2 + j2 +(i−
k)2 > 0, j = 0, and by the generalized Wirtinger’s inequalities (see Lemma
2.5 from [3]), in the other case we have

lim
ε→0

( b∫

a

∣∣∣∣
t∫

a+ε

|xk(τ)| ν
2 dsσ(βk)(τ)

∣∣∣∣
2

dsj(βi)(t)

) 1
ν

≤

≤ λkσij

( b∫

a+

|xk(τ)|ν dsσ(βk)(τ)
) 1

ν

(j, σ = 0, 1, 2; k = 1, . . . , n).
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By this, (1.2) and (3.10), we get

‖xi‖ν,sj(βi) ≤

≤
2∑

σ=0

n∑

k=0

λkσij‖hik‖µ,sσ(βk)‖xk‖ν,sσ(βk) (j =0, 1, 2; i=1, . . . , n0). (3.11)

Analogously, we show that the estimate (3.11) is valid for i ∈ {n0 +
1, . . . , n}, as well.

Therefore,

(I3n −H)r ≤ 0, (3.12)

where r ∈ R3n is the vector with the components

ri+nj = ‖xi‖ν,sj(βi) (j = 0, 1, 2; i = 1, . . . , n).

From (3.12), due to (1.2) and (1.16), we find that r = 0 and xi(t) ≡ 0
(i = 1, . . . , n). Consequently, the problem (1.5), (1.2) has no nontrivial
nonnegative solution. The corollary is proved. ¤

Proof of Theorem 1.2. It suffices to show that the problem (1.5), (1.2), whe-
re cil(t) = hilβi(t) + βil(t) (i, l = 1, . . . , n), has only the trivial nonnegative
solution.

Let (xi)n
i=1 be an arbitrary nonnegative solution of the problem (1.5),

(1.2). Let i ∈ {1, . . . , n0} be fixed. Then from (1.5), we have

dxi(t) ≤ xi(t)dai(t) + dgi(t) for t ∈ ]a, b], (3.13)

where

gi(t) = g1i(t) + g2i(t),

g1i(t) =
n∑

l=1,l 6=i

rlhil

(
βi(t)− βi(a+)

)
and g2i(t) =

n∑

l=1

rl

(
βil(t)− βil(a+)

)

and

rl = sup
{‖xl(t)‖ : t ∈ ]a, b]

}
(l = 1, . . . , n).

Hence the function xi satisfies the inequality (2.2) for t0 = a, α(t) ≡ ai(t)
and q(t) ≡ gi(t). Moreover, by (1.17), the condition (2.1) is fulfilled. There-
fore, according to Lemma 2.1, we find

xi(t) ≤ yi(t) for a < t ≤ b, (3.14)

where yi is the solution of the Cauchy problem of the equation

dy(t) = y(t)dai(t) + dgi(t), y(a+) = 0.

Due to the variation-of-constant formula mentioned above, we have

yi(t) = gi(t)− λi(t)

t∫

a+

gi(τ)dλ−1
i (τ) for t ∈ ]a, b], (3.15)
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where λi is the solution of the Cauchy problem

dλ(t) = λ(t)dai(t), λ(a+) = 1.

From (3.15), using the formula of integration-by-parts (see [29, Theorem
I.4.33]), we conclude

yi(t) = λi(t)ψi(t), (3.16)

where

ψi(t) =

t∫

a+

λ−1
i (τ)dgi(τ)−

∑
a<τ<t

d1gi(t)d1λi(τ) +
∑

a<τ<t

d2gi(t)d2λi(τ)

for a < t ≤ b.

Moreover, by the equalities

djλ
−1
i (t) = −λ−1

i (t) · (1 + (−1)jdjai(t)
)−1

djai(t) (j = 1, 2),

we have
ψi(t) = ψ1i(t) + ψ2i(t) for a < t ≤ b,

where

ψji(t) =

t∫

a+

λ−1
i (τ) dA(gji, ai)(τ) for a < t ≤ b (j = 1, 2).

Then by the equality dλ−1
i (t) = −λ−1

i (t)dA(ai.ai)(t) (see Lemma 2.1 from
[11]) and the definition of the operator A, we get

ψ1i(t) =
n∑

l=1,l 6=i

rlhil

t∫

a+

λ−1
i (τ) dA(ai, ai)(τ) =

n∑

l=1,l 6=i

rl
hil

|hii|
(
λ−1

i (t)− 1
)

and

ψ2i(t) = ri

t∫

a+

λ−1
i (τ)dA(ζi, ai)(τ) ≤

≤ riλ
−1
i (t)

(
V

(A(ζi, ai)
)
(t)− V

(A(ζi, ai)
)
(a+)

)
≤

≤ riηiλ
−1
i (t) for a < t ≤ b.

Hence, in view of (3.14) and (3.16), we find

ri ≤ ηiri +
n∑

l=1,l 6=i

rl
hil

|hii| (3.17)

for i ∈ {1, . . . , n0}.
Analogously, we show the validity of the estimate (3.17) for i ∈ {n0 +

1, . . . , n}, too.
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Thus the constant vector r = (ri)n
i=1 satisfies the system of inequalities

(I −H)r ≤ 0. (3.18)

Therefore, according to the condition (1.16), we have r = 0 and xi(t) ≡ 0
(i = 1, . . . , n). The theorem is proved. ¤

Let us show Remark 1.2. Due to the condition (1.19), it is evident that
(3.17) implies that the constant vector r, appearing in the proof of Theo-
rem 1.2, satisfies the system (3.18), where the constant matrixH = (ξil)n

i,l=1

is defined by (1.20). Therefore, by (1.16), we obtain xi(t) ≡ 0 (i = 1, . . . , n)
as in the proof of Theorem 1.2.

Proof of Theorem 1.3. Let the vector-function x∗ = (x∗i )
n
i=1 be the non-

trivial nonnegative solution of the system (1.5) under the condition (1.2).
Obviously, it will be a solution of the system (2.10), (2.11), where C11(t) ≡
C(T ), C12(t) ≡ On1×n2 , C21(t) ≡ On2×n1 , C22(t) ≡ On2×n2 , ti = a and
li(x1, . . . , xn) ≡ −d2xi(a) for i ∈ {1, . . . , n0}, ti = b and li(x1, . . . , xn) ≡
d1xi(b) for i ∈ {n0 + 1, . . . , n}, and Nn = ∅. In addition, the condition
(1.21) of Theorem 1.3 is equivalent to the condition (2.13) of Lemma 2.2.
Therefore, according to Lemma 2.2 and Remark 2.1, there exist a matrix-
function Ã ∈ BV([a, b],Rn×n) and nondecreasing functions α̃i : [a, b] → R
(i = 1, . . . , n) satisfying the conditions (2.14))–(2.18) of Lemma 2.2 and
the condition (1.22), and a constant vector c = (ci)n

i=1 ∈ Rn such that the
system

dz(t) = dÃ(t) · z(t)
under the condition

zi(ti) = li(z1, . . . , zn) + ci (i = 1, . . . , n)

is unsolvable, where z(t) = (zi(t))n
i=1 and, due to the equalities (2.30),

we have l̃i(z1, . . . , zn) ≡ li(z1, . . . , zn). Consequently, using the mapping
xi(t) = zi(t) + ci (i = 1, . . . , n) and definitions of the functionals li (i =
1, . . . , n), it is not difficult to see that the problem (1.1), (1.2) is not solvable
as well, where A(t) ≡ Ã(t) and f(t) ≡ Ã(t) · c. Moreover, it is evident that
in this case the conditions (1.6)–(1.9) coincide with the conditions (2.14)–
(2.17), respectively. From the conditions (2.18) (or (1.22)) and (1.11) it
follows that the functions α̃i (i = 1, . . . , n) satisfy the condition (1.22) as
well. Therefore there exists the sufficiently small δ > 0 such that

1 + (−1)jdj β̃i(t) > 0 for t ∈ ]a, a + δ[ (i = 1, . . . , n0)

or t ∈ ]b− δ, b[ (i = n0 + 1, . . . , n), (3.19)

where β̃i(t) ≡ α̃i(t) sgn(n0 + 1
2 − i).

Let us show that the condition (1.12) is valid. Let i ∈ {1, . . . , n0} be
fixed and let a natural number k0 be such that a + 1

k < a + δ for k > k0.
Then, by the condition (3.19), there exists the nonnegative function γβ̃i

(t)
(t ∈ ]a, a+δ[), since the corresponding Cauchy problem is uniquely solvable.
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Let t ∈ ]a, a + δ[ and k > k0 be such that a + 1
k < t. Then, by definition of

the solution, we have

γβ̃i
(t) = 1 +

t∫

a+ 1
k

γβ̃i
(τ) dβ̃i(τ) ≤

≤ 1 +

t∫

a+ 1
k

γβ̃i
(τ) dαi(τ) +

t∫

a+ 1
k

γβ̃i
(τ) d

(
α̃i(τ)− αi(τ)

)
.

Consequently, the function γβ̃i
is a solution of the problem

sgn(t− tik)dγ(t) ≤ γ(t)dβ̃i(t) for t ∈ ]tik, a + δ[ , γ(tik) = 1,

where tik = a + 1
k . On the other hand, the function γβ̃i

is the unique
solution of the problem

sgn(t− tik)dγ(t) = γ(t)dβi(t) for t ∈ ]tik, a + δ[ , γ(tik) = 1.

Therefore, due to Lemma 2.1, we have

γβ̃i
(t) ≤ γβi(t) for t ∈ ]tik, a + δ[ .

From this, by (1.12) it follows that the function γβ̃i
satisfies the first equality

of the condition (1.12).
Analogously we show the second equality of the condition (1.12).
Let now the condition (1.23) hold. By definition of the matrix-function

A(t) ≡ Ã(t) (see (2.21), (2.25)–(2.27)), we get

djA(t) =
(

ηi(t)djcil(t) sgn
(
n0 +

1
2
− i

))n

i,l=1

for t ∈ [a, b] (j = 1, 2).

From this, by (1.23), it follows that the condition (1.3) holds. Thus the
theorem is proved. ¤

Consider now Remark 1.3. The first case is evident. Indeed, by definition
of the matrix-function A = (ail)n

i,l=1, we have

djail(t)=ηl(t)djcil(t) sgn
(
n0+

1
2
−i

)
for t∈ [a, b] (j =1, 2; i, l=1, . . . , n)

and

|djail(t)| ≤ |djcil(t)| for t ∈ [a, b] (j = 1, 2; i, l = 1, . . . , n).

Taking this into account, by (1.24), we have
n∑

l=1

|djail(t)| < 1 for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n).

Hence the condition (1.23) holds.
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Let now the condition (1.25) be valid. Then we have
n∑

l=1, l 6=i

∣∣∣∣εidjcil(t) sgn
(
n0 +

1
2
− i

)∣∣∣∣ ≤

≤ εi+(−1)jεidjcii(t) sgn
(
n0+

1
2
−i

)
≤1+(−1)jεidjcii(t) sgn

(
n0+

1
2
−i

)

for t ∈ [a, b] (j = 1, 2; i = 1, . . . , n). (3.20)

Therefore, by Hadamard’s theorem (see [14, p. 382]), the condition (1.23)
holds. Remark 1.3 is proved analogously to the conditions (1.26).
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Abstract. We consider the Cauchy problem for the semi-linear fractional
telegraph equation

D2γ
0|tu + Dγ

0|tu + (−∆)
β
2 u = h(x, t)|u|p

with the given initial data, where p > 1, 1
2 ≤ γ < 1 and 0 < β < 2. The

Nonexistence results and the necessary conditions for global existence are
established.
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îâäæñéâ. àŽêýæèñèæŽ çëöæï ŽéëùŽêŽ êŽýâãîŽáûîòæãæ òîŽóùæëêŽèñîæ
ðâèâàîŽòæï àŽêðëèâĲæïŽåãæï

D2γ
0|tu + Dγ

0|tu + (−∆)
β
2 u = h(x, t)|u|p

éëùâéñèæ ïŽûõæïæ ìæîëĲâĲæå, ïŽáŽù p > 1, 1
2 ≤ γ < 1 áŽ 0 < β < 2.

áŽáàâêæèæŽ ŽîŽîïâĲëĲæï öâáâàâĲæ áŽ ŽñùæèâĲâèæ ìæîëĲâĲæ àèëĲŽèñîæ
ŽîïâĲëĲæïŽåãæï.
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1. Introduction

The telegraph equation has recently been considered by many authors,
see for instance [2, 3, 8, 12, 15] and references therein. Cascaval et al. [2]
discussed the fractional telegraph equations

D2βu + Dβu−∆u = 0

dealing with well-posedness and presenting a study involving asymptotic by
using the Riemann–Liouville approach, it has been shown that as t tends to
infinity, solutions of the telegraph equations can be approximated by solving
the parabolic part. Beghin and Orsingher [15] discussed the time fractional
telegraph equations and telegraph processes with Brownian time, showing
that some processes are governed by time-fractional telegraph equations
with well-posedness. Chen et al. [3] also discussed and derived the solution
of the time-fractional telegraph equation with three kinds of nonhomoge-
neous boundary conditions.

To focus our motivation, we shall mention below only some results related
to Todorova and Yordanov [20] for the Cauchy problem

utt −∆u + ut = |u|p, u(0) = u0, ut(0) = u1. (1)

It has been shown that the damped wave equation has the diffuse structure
as t → ∞ (see e.g. [20, 22]). This suggests that problem (1) should have
pc(n) := 1 + 2

n as critical exponent which is called the Fujita exponent
[5, 7] named after Fujita, in general space dimension. Indeed, Todorova and
Yordanov have showed that the critical exponent is exactly pc(n), that is,
if p > pc(n), then all small initial data solutions of (1) are global, while if
1 < p < pc(n), then all solutions of (1) with initial data having positive
average value blow-up in finite time regardless of the smallness of the initial
data.

In this paper, we consider the following nonlinear fractional telegraph
equation:

{
D2γ

0|tu + Dγ
0|tu + (−∆)

β
2 u = h(x, t)|u|p in Q = Rn × R+

u(0, x) = u0(x) and ut(0, x) = u1(x), x ∈ Rn,
(2)

where Dγ
0|t (resp. D2γ

0|tu) denotes the so-called fractional time-derivative of

power γ (resp. 2γ), γ ∈ [1/2, 1] in the Caputo sense (see [11], [18]), (−∆)
β
2

(β ∈ [0, 2]) is the (β/2)-fractional power of the Laplacian (−∆) defined by

(−∆)
β
2 v(x, t) = F−1(|ξ|βF(v)(ξ))(x, t),

where F denotes the Fourier transform and F−1 is its inverse, h(x, t) is the
positive function satisfying certain growth condition. We will generalize the
results obtained in [20] to the problem (2). The nonexistence results as well
as the necessary conditions for local and global existence are obtained.

The difficulties we encounter here arise mainly from the nonlocal na-
ture of the fractional derivative operators; to overcome these difficulties, we
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present a brief and versatile proof of the equation (2) which is based on
the method used by Mitidieri and Pohozaev [14], Pohozaev and Tesei [17],
Hakem [6], Berbiche [1], Fino and Karch [4] and Zhang [22]. This method
consists in a judicious choice of the test function in the weak formulation of
the sought for solution of (2).

This paper is organized as follows: in Section 2, we present some defi-
nitions, properties concerning fractional derivative and prove results con-
cerning positivity of solutions; Section 3 contains the proof of the blow-up
result; in Section 4, we establish some necessary conditions for local and
global existence.

2. Preliminaries

In this section we present some definitions of a fractional derivative and
a result concerning the positivity of a solution.

The left-hand fractional derivative and the right-hand fractional deriva-
tive in the Riemann–Liouville sense for Ψ ∈ L1(0, T ), 0 < α < 1, are defined
as follows:

Dα
0|tΨ(t) =

1
Γ(1− α)

d

dt

t∫

0

Ψ(σ)
(t− σ)α

dσ,

where the symbol Γ stands for the usual Euler gamma function, and

Dα
t|T Ψ(t) = − 1

Γ(1− α)
d

dt

T∫

t

Ψ(σ)
(σ − t)α

dσ,

respectively.
The Caputo derivative

Dα
0|tΨ(t) =

1
Γ(1− α)

t∫

0

Ψ
′
(σ)

(t− σ)α
dσ

requires Ψ
′ ∈ L1(0, T ). Clearly, we have

Dα
0|tΨ(t) =

1
Γ(1− α)

[
Ψ(0)
tα

+

t∫

0

Ψ
′
(σ)

(t− σ)α
dσ

]

and

Dα
t|T Ψ(t) =

1
Γ(1− α)

[
Ψ(T )

(T − t)α
−

T∫

t

Ψ
′
(σ)

(σ − t)α
dσ

]
. (3)

Therefore, the Caputo derivative is related to the Riemann–Liouville deriv-
ative by

Dα
0|tΨ(t) = Dα

0|t[Ψ(t)−Ψ(0)] (4)
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and, in general,

Dα
0|tΨ(t) =

1
Γ(1− α)

t∫

0

Ψ
(n)

(σ)
(t− σ)2γ−n

dσ, n = [α] + 1, α > 0,

we have the formula of integration by parts (see [18, p. 26]),
T∫

0

f(t)Dα
0|tg(t) dt =

T∫

0

g(t)Dα
t|T f(t) dt, 0 < α < 1.

We show the following result:

Proposition 1 (Positivity of solutions). If u0 ≥ 0, u1 = 0, f ≥ 0 and u
is a solution of the nonhomogeneous problem{

D2γ
0|tu + Dγ

0|tu + (−∆)
β
2 u = f(x, t), (x, t) ∈ Rn × R+

u(0, x) = u0(x) and ut(0, x) = 0, x ∈ Rn,
(5)

then u is nonnegative.

Proof. Applying the temporal Laplace and spatial Fourier transforms to (5),
we get

s2γ ũ(x, s)− s2γ−1u0(x) + sγ ũ(x, s) + (−∆)β/2ũ(x, s) = f̃(x, s),

s2γ ̂̃u(k, s)− s2γ−1û0(k) + sγ ̂̃u(k, s) + |k|β ̂̃u(k, s) = ̂̃
f(k, s).

Then we derive

̂̃u(k, s) =
s2γ−1 + sγ−1

s2γ + sγ + |k|β û0(k) +
1

s2γ + sγ + |k|β
̂̃
f(k, s) :=

:= ̂̃
G1(k, s)û0(k) + ̂̃

G2(k, s)̂̃f(k, s), (6)

where
̂̃
G2(k, s) :=

1
s2γ + sγ + |k|β , (7)

̂̃
G1(k, s) :=

s2γ−1 + sγ−1

s2γ + sγ + |k|β := ̂̃
G1,1(k, s) + ̂̃

G1,2,

̂̃
G1,1(k, s) :=

s2γ−1

s2γ + sγ + |k|β ,
̂̃
G1,2 :=

sγ−1

s2γ + sγ + |k|β .

(8)

We invert the Fourier transform in (6) and obtain

u(x, t) =
∫

Rn

G1(x− y)u0(y) dy +
∫

Rn

t∫

0

G2(x− y, τ)f(x, τ) dτ dy,

where G1(x, t), G2(x, t) is the corresponding Green’s function or the fun-
damental solution obtained when u0(x) = δ(x), f = 0 and u0(x) = 0,
f(x, t) = δ(x)δ(t), respectively, which is characterized by (7), (8).
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To express the Green’s function, we recall two Laplace transform pairs
and one Fourier transform pair,

F
(γ)
1 (ct) := t−γMγ(ct−γ) L←→ sγ−1e−csγ

,

F
(γ)
2 (ct) := cwγ(ct) L←→ e−(s/c)γ

,

where Mγ denotes the so-called M function (of the Wright type) of order
γ, which is defined by

Mµ(z) =
∞∑

i=0

(−z)i

i!Γ(−µi + (1− µ))
, 0 < µ < 1.

Mainardi, see, for example, [12] has shown that Mµ(z) is positive for z> 0,
the other general properties can be found in some references (see e.g. [12,
13, 16]).

wµ (0 < µ < 1) denotes the one-sided stable (or Lévy) probability density
which can be explicitly expressed by the Fox function [19]

wµ(t) = µ−1t−2H10
11

(
t−1

∣∣∣∣
(−1, 1)

(−1/µ, 1/µ)

)
.

It is well known that

e−λ|x|β F−→ p(x, λ), 0 < β ≤ 2,

where p(x, λ) is the probability density function.
From ([21, pp. 259–263]) we have

p(x, λ) :=

+∞∫

0

fλ, β
2
(τ)T (x, τ) dτ for 0 < β ≤ 2,

and
p(x, λ) = T (x, λ) if β = 2,

where

fλ, β
2
(s)=

τ+i∞∫

τ−i∞

ezs−λz
β
2 dz≥0, T (x, λ)=

( 1
4πλ

)n
2
e−

|x|2
4λ , τ >0, λ>0.

Then the Fourier–Laplace transform of Green’s function G1 can be rewritten
in the integral form

̂̃
G1(k, s) = (s2γ−1 + sγ−1)

+∞∫

0

e−v(s2γ+sγ+|k|β) dv =

=

+∞∫

0

(s2γ−1e−vs2γ

)e−vsγ

e−v|k|β dv+

+∞∫

0

(sγ−1e−vsγ

)e−vs2γ

e−v|k|β dv =
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=

+∞∫

0

L{
F

(2γ)
1 (vt)

}L{
F

(γ)
2 (v−1/γt)

}F{p(x, v)} dv+

+

+∞∫

0

L{
F

(γ)
1 (vt)

}L{
F

(2γ)
2 (v−1/2γt)

}F{p(x, v)} dv =

=

+∞∫

0

L
[
F

(2γ)
1 (vt) ∗ F

(γ)
2 (v−1/γt)

]
F{p(x, v)} dv+

+

+∞∫

0

L
[
F

(γ)
1 (vt) ∗ F

(2γ)
2 (v−1/2γt)

]
F{p(x, v)} dv.

Going back to the space-time domain, we obtain the relation

G1(x, t) =

+∞∫

0

F
(2γ)
1 (vt) ∗ F

(γ)
2 (v−1/γt)p(x, v) dv+

+

+∞∫

0

F
(γ)
1 (vt) ∗ F

(2γ)
2 (v−1/2γt)p(x, v) dv.

By the same technique, we obtain the expression of G2(x, t)

̂̃
G2(k, s) =

+∞∫

0

e−v(s2γ+sγ+|k|β) dv =

+∞∫

0

e−vs2γ

e−vsγ

e−v|k|β dv =

=

+∞∫

0

L
[
F

(2γ)
2 (v−1/2γt) ∗ F

(γ)
2 (v−1/γt)

]
F{p(x, v)} dv.

Going back to the space-time domain, we obtain the relation

G2(x, t) =

+∞∫

0

[
F

(2γ)
2 (v−1/2γt) ∗ F

(γ)
2 (v−1/γt)

]
{p(x, v)} dv.

Thus, by the nonnegativity property of functions F
(γ)
1 , F

(γ)
2 , p(x, v), we

deduce that the solution u is nonnegative. ¤

3. Blow-up of Solutions

This section is devoted to the blow-up of solutions of the problem (2),
where we have assumed that the function h satisfies h

(
Ry, T β/γτ

)
=

RσT ρβ/γh (y, τ) for large R and T , where σ, ρ are some positive constants,
under some restrictions on the initial data.
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Definition 1. Let u0 ≥ 0, u0 ∈ L1(Rn), u1 = 0. A function u ∈ Lp
loc(QT )

is a weak solution to (2) defined on QT := Rn × [0, T ], if
∫

QT

hϕ|u|p dx dt +
∫

Rn

u0D
2γ−1
t|T ϕ(0) dx +

∫

QT

u0D
γ
t|T ϕ dx dt =

=
∫

QT

uD2γ
t|T ϕ dx dt +

∫

QT

u(−∆)
β
2 ϕ dx dt +

∫

QT

uDγ
t|T ϕ dx dt

for any test function ϕ ∈ C2,1
x,t (QT ) such that

ϕ(x, T ) = D2γ−1
t|T ϕ(x, T ) = 0.

If in the above definition T = +∞, the solution is called global.
We now are in a position to announce our first result.

Theorem 1. Let n ≥ 1, 1 < p < min
(
ρ + 1, 1

1−γ

)
. Assume that u0 ∈

L1(Rn), u0(x) ≥ 0, and u1 = 0. If

p ≤ pc = 1 +
γ(σ + β

γ ρ) + γβ

(1− γ)β + nγ
,

then the problem (2) admits no global weak positive solutions other than the
trivial one.

Proof. The proof proceeds by contradiction. Suppose that u is a nontrivial
nonnegative solution to problem (2) which exists globally in time. For later
use, let Φ be a smooth nonincreasing function such that

Φ(z) =

{
1 if z ≤ 1,

0 if z ≥ 2,

and 0 ≤ Φ ≤ 1. Let

ϕ(x, t) := Φl
( t2γ

R2β

)
Φl

( |x|
R

)
= ϕl

1(t)ϕ
l
2(x),

where R is a fixed positive number and l is a positive number to be chosen
later. Multiplying the equation (2) by ϕ(x, t) and integrating the result on
QTRβ/γ , we obtain

∫

Q
T Rβ/γ

hϕ|u|p dx dt +
∫

Rn

u0D
2γ−1
t|TRβ/γ ϕ(0) dx +

∫

Q
T Rβ/γ

u0D
γ
t|TRβ/γ ϕ dx dt =

=
∫

Q
T Rβ/γ

uD2γ
t|TRβ/γ ϕ dx dt +

∫

Q
T Rβ/γ

u(−∆)
β
2 ϕ dx dt +

∫

Q
T Rβ/γ

uDγ
t|TRβ/γ ϕ dx dt. (9)
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Now we estimate the right-hand side of (9). We have

∫

Q
T Rβ/γ

u(−∆)
β
2 ϕ dx dt =

∫

Q
T Rβ/γ

(hΦl)
1
p u(hΦl)−

1
p (−∆)

β
2 Φl dx dt ≤

≤ l

∫

Q
T Rβ/γ

(hΦl)
1
p u(hΦl)−

1
p Φl−1(−∆)

β
2 Φ dx dt,

where we have used the Ju’s inequality (−∆)β/2ξl(x)≤ lξl−1(x)(−∆)β/2ξ(x)
which is satisfied for every ξ ∈ C∞0 (Rn) (see [10]).

By the ε-Young’s inequality, we can estimate

∫

Q
T Rβ/γ

u(−∆)
β
2 ϕ dx dt ≤ εl

∫

Q
T Rβ/γ

hΦup dx dt+

+ C(ε)
∫

Q
T Rβ/γ

h
−q
p Φ(l−1− l

p )q|(−∆)
β
2 Φ|q dx dt =

= εl

∫

Q
T Rβ/γ

hΦup dx dt + C(ε)
∫

Q
T Rβ/γ

h
−q
p ϕ(1− q

l )
∣∣(−∆)

β
2 ϕ

1
l

∣∣q dx dt<∞, (10)

so, we choose l > q to ensure the convergence of the integral in (10).

∫

Q
T Rβ/γ

uD2γ
t|TRβ/γ ϕ dx dt ≤

≤ ε

∫

Q
T Rβ/γ

hϕup dx dt + C(ε)
∫

Q
T Rβ/γ

(hϕ)1−q|D2γ
t|TRβ/γ ϕ|q dx dt, (11)

and

∫

Q
T Rβ/γ

uDγ
t|TRβ/γ ϕ dx dt ≤

≤ ε

∫

Q
T Rβ/γ

hϕup dx dt + C(ε)
∫

Q
T Rβ/γ

(hϕ)1−q|Dγ
t|TRβ/γ ϕ|q dx dt, (12)
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where q is the conjugate of p. Gathering up (10), (11) and (12), with ε
small enough, we infer that

∫

Q
T Rβ/γ

hϕ|u|p dx dt +
∫

Q
T Rβ/γ

u0D
γ
t|TRβ/γ ϕ dx dt ≤

≤ C

∫

Q
T Rβ/γ

h
−q
p ϕ(1− q

l )|(−∆)
β
2 ϕ

1
l |q dx dt+

+ C

∫

Q
T Rβ/γ

(hϕ)1−q
(
|D2γ

t|TRβ/γ ϕ|q + |Dγ
t|TRβ/γ ϕ|q

)
dx dt, (13)

for some positive constant C independent of R and T . At this stage, let us
perform the change of variables τ = t/R

β
γ , y = x

R , and ϕ(x, t) = ψ(y, τ),
clearly

τ = t/R
β
γ , x = Ry, dxdt = Rn+ β

γ dydτ.

We have the estimates

∫

Q
T Rβ/γ

h
−q
p ϕ(1− q

l )
∣∣(−∆)

β
2 ϕ

1
l

∣∣q dx dt =

= R−βq+n+β/γ+(1−q)(σ+ β
γ ρ)

∫

QT

h1−qψ(1− q
l )

∣∣(−∆)
β
2 ψ

1
l

∣∣q dy dτ,

∫

Q
T Rβ/γ

(hϕ)1−q
∣∣D2γ

t|TRβ/γ ϕ
∣∣q dx dt =

= R−
β
γ (2γ)q+n+ β

γ +(1−q)(σ+ β
γ ρ)

∫

QT

(hψ)1−q
∣∣D2γ

τ |T ψ
∣∣q dy dτ,

and

∫

Q
T Rβ/γ

(hϕ)1−q
∣∣Dγ

t|TRβ/γ ϕ
∣∣q dx dt =

= R−βq+n+ β
γ +(1−q)

(
σ+ β

γ ρ
) ∫

QT

(hψ)1−q
∣∣Dγ

τ |T ψ
∣∣q dy dτ.
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It is clear from (3) that D2γ−1
t|TRβ/γ ϕ ≥ 0, Dγ

t|TRβ/γ ϕ ≥ 0. Then we obtain

∫

Q
T Rβ/γ

hϕ|u|p dx dt ≤

≤ C(ε)R−βq+n+β/γ+(1−q)(σ+ β
γ ρ)

[ ∫

QT

h1−qψ1− q
l

∣∣(−∆)
β
2 ψ

1
l

∣∣q dy dτ+

+
∫

QT

(hψ)1−q
(∣∣Dγ

τ |T ψ
∣∣q +

∣∣D2γ
τ |T ψ

∣∣q
)

dy dτ

]
, (14)

where C is positive constant independent of R. Now let R → +∞ in (14).
We distinguish two cases. If p < pc (which is equivalent −βq + n + β/γ +
(1− q)(σ + β

γ ρ) < 0), then we have
∫

Rn×R+

h|u|p dx dt ≤ 0.

This implies that u ≡ 0 a.e. on Rn ×R+ since h(x, t) > 0 a.e. on Rn ×R+.
This is a contradiction.

In the case p = pc (i.e. critical case), from (14) we find that
∫

Rn×R+

h|u|p dx dt ≤ C. (15)

Let us modify the test function ϕ by introducing a new fixed number S
(1 < S < R) such that

ϕ(x, t) := Φl
( t2γ

(SR)2β

)
Φl

( |x|
R

)
,

we set x = yR, t = (SR)
β
γ τ ,

ΩSR =
{

(x, t) ∈ Rn × R+ : |x| ≤ 2R, t2γ ≤ 2(SR)2β
}

,

Ω =
{

(y, τ) ∈ Rn × R+ : |y| ≤ 2, τ2γ ≤ 2
}

.

Then we have
∫

ΩSR

h
−q
p ϕ(1− q

l )
∣∣(−∆)

β
2 ϕ

1
l

∣∣q dx dt =

= Sβ/γ+(1−q) β
γ ρ

∫

Ω

h1−qψ1− q
l

∣∣(−∆)
β
2 ψ

1
l

∣∣q dy dτ,
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∫

ΩSR

(hϕ)1−q
∣∣Dγ

t|TRβ/γ ϕ
∣∣q dx dt =

= S−βq+β/γ+(1−q) β
γ ρ

∫

Ω

(hψ)1−q
∣∣Dγ

τ |T ψ
∣∣q dy dτ,

and
∫

ΩSR

(hϕ)1−q
∣∣D2γ

t|TRβ/γ ϕ
∣∣q dx dt =

= S−2βq+β/γ+(1−q) β
γ ρ

∫

Ω

(hψ)1−q
∣∣D2γ

t|T ψ
∣∣q dy dτ.

Combining the above estimates we find

(1− 3ε)
∫

ΩSR

hϕupc dx dt ≤

≤ S
β
γ +(1−q) β

γ ρ

( ∫

Ω

h1−qψ1− q
l |(−∆)

β
2 ψ

1
l |q dy dτ

)
+ S−βq+β/γ+(1−q) β

γ ρ×

×
( ∫

Ω

(hψ)1−q|Dγ
τ |T ψ|q dy dτ +

∫

Ω

(hψ)1−q|D2γ
τ |T ψ|q dy dτ

)
. (16)

Now, by taking ε = 1
6 and using (15), we obtain via (16), after passing to

the limit as R →∞,
∫

Rn×R+

hup dx dt ≤ C
(
S−βq+β/γ+(1−q) β

γ ρ + S
β
γ +(1−q) β

γ ρ
)
, (17)

we notice that the assumption p < min(ρ + 1, 1
1−γ ) yields −βq + β/γ +

(1 − q) β
γ ρ < 0 and β

γ + (1 − q) β
γ ρ < 0, and the left-hand side of (17) is

independent of S. Passing to the limit S →∞, we get immediately
∫

Rn×R+

h|u|p dx dt ≤ 0.

Thus
∫

Rn×R+

h|u|p dx dt = 0, which implies u ≡ 0 a.e. and completes the

proof. ¤

Remark 1. When β = 2, γ = 1 and h = 1, this agrees with Todorova–
Yordanov [20].
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4. The Necessary Conditions for the Local and Global
Existence

In this section we assume that inf
t>0

h(x, t) > 0, we see that the existence

of solutions of the problem (2) depends on the behavior of initial data at
infinity.

Theorem 2. Let u be a local solution to (2), where T < +∞, and
1 < p < 1

1−γ . Assume that u0 ≥ 0 and u1 ≥ 0. Then the following two
estimates

lim
|x|→+∞

inf
(

inf
t>0

h
)q−1

u0(x) ≤ C
(
T γ(1−q) + T γ−2γq

)
,

lim
|x|→+∞

inf
(

inf
t>0

h
)q−1

u1(x) ≤ C ′
(
T 2γ−1−γq + T 2γ(1−q)−1

)

hold for some positive constants C and C ′.

Proof. Multiply the equation (2) by ϕ(x, t) and integrating the result on
ΩR × [0, T ], we get

∫

ΩR×[0,T ]

hϕ|u|p dx dt +
∫

ΩR

u0D
2γ−1
t|T ϕ(0) dx+

+
∫

ΩR×[0,T ]

u0D
γ
t|T ϕ dx dt +

∫

ΩR×[0,T ]

u1D
2γ−1
t|T ϕ dx dt =

=
∫

ΩR×[0,T ]

uD2γ
t|T ϕ dx dt +

∫

ΩR×[0,T ]

u(−∆)
β
2 ϕ dx dt +

∫

ΩR×[0,T ]

uDγ
t|T ϕ dx dt. (18)

where ΩR := {x ∈ Rn; R ≤ |x| ≤ 2R}. Let us consider the function Φ ∈
Hβ([1, 2]), Φ ≥ 0, such that (−∆)β/2Φ = KΦ for some positive constants
K. We take

ϕ(x, t) := Φ
( x

R

)(
1− t2

T 2

)l

, (x, t) ∈ ΩR × [0, T ], l > q.

Applying the ε-Young’s inequality to the right-hand side of (18), one obtains
∫

ΩR

u0D
2γ−1
t|T ϕ(0) dx +

∫

ΩR×[0,T ]

u0D
γ
t|T ϕ dx dt +

∫

ΩR×[0,T ]

u1D
2γ−1
t|T ϕ dx dt ≤

≤ C

∫

ΩR×[0,T ]

(hϕ)
−q
p

(∣∣(−∆)
β
2 ϕ

∣∣q +
∣∣D2γ

t|T ϕ
∣∣q +

∣∣Dγ
t|T ϕ

∣∣q
)

dx dt. (19)

In order to estimate the right-hand side of (19) in terms of T and R, we
have ∫

ΩR×[0,T ]

(hϕ)1−q
∣∣(−∆)β/2ϕ

∣∣q dx dt = CTR−βq

∫

ΩR

h1−qΦ
( x

R

)
dx,
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where we have used (−∆)β/2Φ
(

x
R

)
= KR−βΦ( x

R ). An easy computation
(using the Euler substitution y = s−t

T−t ) yields

Dγ
t|T

(
1− t2

T 2

)l

=
−T 2l

Γ(1− γ)
×

×
l∑

k=0

2l−kCl
kMlktl−k−1(T − t)l−k−γ

[
(l − k)T − (2l + 1− γ)t

]
, (20)

where Mlk := Γ(l + 1)
k∑

n=0
Ck

n
Γ(n−β+1)

Γ(l−β+n+2) and Cl
k = l!

k!(l−k!) ,

D2γ
t|T (1− t2

T 2
)l =

T 2l

Γ(2− 2γ)

l∑

k=0

2l−kCl
kMlktl−k−2(T − t)l−k−2γ×

×
[
(l−k)(l−k−1)T 2−2tT (l−k)(2l−2γ+1)+(2l−2γ+1)(2l−2γ+2)t2

]
, (21)

and
T∫

0

Dγ
t|T

(
1− t2

T 2

)l

dt =
T 1−γ

Γ(1− γ)

l∑

k=0

LγkCl
k, (22)

where

Lγk :=
Γ(l + 1)Γ(k + 1− γ)

Γ(l + k + 2− γ)
.

By (20) and (21), we can see that
∣∣∣Dγ

t|T
(
1− t2

T 2

)l∣∣∣ ≤ T−γ

Γ(1− γ)

l∑

k=0

2(l−k)(3l + 1− γ − k)Cl
kMlk (23)

and
∣∣∣D2γ

t|T
(
1− t2

T 2

)l∣∣∣ ≤ T−2γ

Γ(2− 2γ)
×

×
l∑

k=0

2(l−k)Cl
kMlk

[
(l−k)(l−k−1)+(2l+1−2γ)(4l−2k+2−2γ)

]
. (24)

Passing to the new variable t = Tτ and by the relations (22), (23) and (24),
we obtain∫

ΩR×[0,T ]

u1D
2γ−1
t|T ϕ dx dt =

C3

Γ(1− α)
T−2γ+2

∫

ΩR

u1(x)Φ
( x

R

)
dx, (25)

∫

ΩR×[0,T ]

(hϕ)1−q
∣∣Dγ

t|T ϕ
∣∣q dx dt ≤ CT 1−γq

∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx, (26)

∫

ΩR×[0,T ]

(hϕ)1−q
∣∣D2γ

t|T ϕ
∣∣q dx dt ≤ CT 1−2γq

∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx, (27)
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and
∫

ΩR×[0,T ]

(hϕ)1−q
∣∣(−∆)

β
2 ϕ

∣∣q dx dt ≤

≤ CTR−βq

∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx. (28)

Gathering all the estimates (25)–(28) together with (19), we find

T 1−γ

∫

ΩR

u0(x)Φ
( x

R

)
dx + T 2−2γ

∫

ΩR

u1(x)Φ
( x

R

)
dx ≤

≤ C
(
T 1−γq + T 1−2γq + TR−βq

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−q(x)Φ

( x

R

)
dx. (29)

The estimate (29) and the following estimates
∫

ΩR

u0(x)Φ
( x

R

)
dx ≥

≥ inf
|x|>R

(
u0(x)

[
inf
t>0

h(x, t)
]q−1

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx,

∫

ΩR

u1(x)Φ
( x

R

)
dx ≥

≥ inf
|x|>R

(
u1(xt)

[
inf
t>0

h(x, t)
]q−1

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx,

yield
(
T−γ inf

|x|>R

(
u0(x)

[
inf
t>0

h(x, t)
]q−1

)
+ T 1−2γ inf

|x|>R

(
u1(x)

[
inf
t>0

h(x, t)
]q−1

))
×

×
∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C
[
T−γq + T−2γq + R−βq

] ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx. (30)

Dividing the both sides of (30) by
∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

(
x
R

)
dx > 0, after

passing to the limit R → +∞, we deduce

T−γ lim
|x|→+∞

inf
(
u0(x)

[
inf
t>0

h(x, t)
]q−1

)
+

+ T 1−2γ lim
|x|→+∞

inf
(
u1(x)

[
inf
t>0

h(x, t)
]q−1

)
≤ C(T−γq + T−2γq).
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Then we have

lim
|x|→+∞

inf
(
u0(x)

[
inf
t>0

h(x, t)
]q−1

)
≤ C(T γ−γq + T γ−2γq)

and

lim
|x|→+∞

inf
(
u1(x)

[
inf
t>0

h(x, t)
]q−1

)
≤ C(T 2γ−1−γq + T 2γ(1−q)−1). ¤

Corollary 1. Assume that the problem (2) has a nontrivial global solu-
tion. Then at least one of the following conditions is satisfied:

lim
|x|→+∞

inf
(
u0(x)

[
inf
t>0

h(x, t)
]q−1

)
= 0,

lim
|x|→+∞

inf
(
u1(x)

[
inf
t>0

h(x, t)
]q−1

)
= 0.

Corollary 2. If one of the conditions

lim
|x|→+∞

inf
([

inf
t>0

h(x, t)
]q−1

u0(x)
)

= +∞
or

lim
|x|→+∞

inf
([

inf
t>0

h(x, t)
]q−1

u1(x)
)

= +∞

is fulfilled, then the problem (2) cannot have any local weak solution.

Theorem 3. Suppose that the problem (2) has a global solution. Then
there exist two positive constants K1 and K2 such that

lim
|x|→+∞

inf
(
u0(x)|x|β(q−1)

[
inf
t>0

h(x, t)
]q−1

)
≤ K1,

and
lim

|x|→+∞
inf

(
u1(x)|x| β

γ (γ(q−1)+1−γ)
[
inf
t>0

h(x, t)
]q−1

)
≤ K2.

Proof. From the relation (30) we infer that

inf
|x|>R

([
inf
t>0

h(x, t)
]q−1

u0(x)
) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C
[
T γ−γq + T γ−2γq + T γR−βq

] ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx

Then, by taking T > 1, we have

inf
|x|>R

(
u0(x)

[
inf
t>0

h(x, t)
]q−1

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C
[
T γ−γq + T γR−βq

] ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx. (31)
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Now, taking in (31) T = R
β
γ , we find

inf
|x|>R

(
u0(x)

[
inf
t>0

h(x, t)
]q−1

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ CRβ(1−q)

∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx.

The last inequality implies

inf
|x|>R

(
u0(x)|x|β(q−1)

[
inf
t>0

h(x, t)
]q−1

)
×

×
∫

ΩR

|x|β(1−q)
[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C22β(q−1)

∫

ΩR

|x|β(1−q)
[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx. (32)

After division of both sides of (32) by
∫

ΩR

|x|β(1−q)
[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx > 0,

we deduce that

inf
|x|>R

(
u0(x)|x|β(q−1)

[
inf
t>0

h(x, t)
]q−1

)
≤ C22β(q−1).

Finally, we pass to the limit |x| → +∞.
Similarly, we have

inf
|x|>R

(
u1(x)

[
inf
t>0

h(x, t)
]q−1

) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C
[
T 2γ−1−γq + T 2γ−1−2γq + T 2γ−1R−βq

] ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx,

and, by taking T > 1, we get

inf
|x|>R

([
inf
t>0

h(x, t)
]q−1

u1(x)
) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C
[
T 2γ−1−γq + T 2γ−1R−βq

] ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx.
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Likewise, T = R
β
γ . Therefore, by the substitution, we find

inf
|x|>R

([
inf
t>0

h(x, t)
]q−1

u1(x)
) ∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ CR
β
γ (2γ−1)−βq

∫

ΩR

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx.

Hence

inf
|x|>R

(
|x|βq− β

γ (2γ−1)
[
inf
t>0

h(x, t)
]q−1

u1(x)
)
×

×
∫

ΩR

|x| β
γ (2γ−1)−βq

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx ≤

≤ C22
(

β
γ (2γ−1)−βq

) ∫

ΩR

|x| β
γ (2γ−1)−βq

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx. (33)

Finally, we divide both sides of the resulting relation by the expression∫

ΩR

|x| β
γ (2γ−1)−βq

[
inf
t>0

h(x, t)
]1−qΦ

( x

R

)
dx > 0,

and pass to the limit as |x| → +∞. ¤
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I. R. Lomidze and N. V. Makhaldiani

SOME PROPERTIES OF THE GENERALIZED
EULER BETA FUNCTION



Abstract. A generalization of the Euler beta function for the case of
multi-dimensional variable is proposed. In this context ordinary beta func-
tion is defined as a function of two-dimensional variable. An analogue of the
Euler formula for this new function is proved for arbitrary dimension. There
is found out the connection of defined function with multi-dimensional hy-
pergeometric Laurichella’s function and the theorem on cancelation of multi-
dimensional hypergeometric functions singularities is proved. Such general-
izations (among others) may be helpful to construct corresponding physical
(string) models including different number of fields, as far the (bosonic)
string theory reproduces the Euler beta function (Veneziano amplitude)
and its multi-dimensional analogue.

2010 Mathematics Subject Classification. 33B15, 33C65, 81T30.
Key words and phrases. Generalized Euler integrals, multivariable

hypergeometric functions, strings theory.

îâäæñéâ. öâéëåŽãŽäâĲñèæŽ âæèâîæï ĲâðŽ òñêóùææï àŽêäëàŽáâĲŽ éîŽ-
ãŽèàŽêäëéæèâĲæŽêæ ùãèŽáæïŽåãæï. Žé éæáàëéŽöæ, øãâñèâĲîæãæ ĲâðŽ òñêóùæŽ
àŽêæéŽîðâĲŽ, îëàëîù ëîàŽêäëéæèâĲæŽêæ ùãèŽáæï òñêóùæŽ. áŽéðçæùâĲñèæŽ
âæèâîæï òëîéñèæï ŽêŽèëàæ Žé ŽýŽèæ òñêóùææïŽåãæï êâĲæïéæâîæ àŽêäëéæèâ-
Ĳæï öâéåýãâãŽöæ. êŽìëãêæŽ çŽãöæîæ öâéëôâĲñè òñêóùæŽïŽ áŽ èŽñîæøâèŽï
ßæìâîàâëéâðîæñè òñêóùæŽï öëîæï áŽ áŽéðçæùâĲñèæŽ, îëé éæôâĲñè àŽéë-
ïŽýñèâĲŽöæ éîŽãŽèæ ùãèŽáæï ßæìâîàâëéâðîæñèæ òñêóùææï ïæêàñèŽîëĲâĲæ
çãâùŽãï âîåéŽêâåï. öâïŽúèëŽ éïàŽãïæ àŽêäëàŽáâĲâĲæ ïŽïŽîàâĲèë Žôéëøêáâï
òæäæçñîæ (ïæéâĲæï) åâëîææï ŽïŽàâĲŽá, îëùŽ ìîëùâïâĲöæ éëêŽûæèâëĲï îŽé-
áâêæéâ ãâèæ, îŽéáâêŽáŽù (Ĳëäëêñîæ) ïæéæï åâëîæŽ (ãâêâùæŽêëï éëáâèæ)
ŽôæûâîâĲŽ âæèâîæï ĲâðŽ òñêóùææå.
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In the articles [1], [2] there was proposed and investigated the function

Bn(r0, r1, . . . , rn) = Bn(r) =

=

{
1 if n = 0,

det−1[xi−1
j ]i,j=1,n det

[
xi−1

j bij

]
i,j=1,n

if n ≥ 1
(1)

(0 = x0 < x1, x2 < · · · < xn),

where

bij =

1∫

xj−1/xj

ui−1(1−u)rj−1
n∏

k=0
k 6=j

(xju−xk

xj−xk

rk−1)
du (i, j = 1, . . . , n).

The function (1) is a multidimensional generalization of the Euler beta
function

B(r0, r1) = B1(r) =

1∫

0

ur0−1(1− u)r1−1 du.

A multidimensional analogues of Euler’s beta function had been studied
by mathematicians such as Selberg, Weil and Deligne among many others
(see e.g. [3]–[7]). In [1] we have shown that for any n ∈ N and for r0 > 0,
rj ∈ N (j = 1, . . . , n) an analogue of the Euler formula is valid:

Bn(r) =

n∏
j=0

Γ(rj)

Γ
( n∑

j=0

rj

) , (2)

where Γ(t) =
∞∫
0

e−uut−1 du is the Euler Gamma function.

In [2] there is investigated the case of the dimension n = 2. The ana-
logue of the Euler formula has been proved for any complex parameters
r0, r1, r2 (Re rj > 0, j = 0, 1, 2) and the complications arising when n ≥ 3
are shown. The relations between Bn(r) and hypergeometric functions of
one and of many variables are shown too. Number of relations for the Gauss
hypergeometric function is obtained. The analytic formulae for some new
definite integrals of the special functions are obtained as well as for the
elementary ones.

In present article we prove (2) for any n ∈ N and for rj ∈ C (Re rj > 0,
j = 0, 1, . . . , n). The key of the proof is the known

Carlson theorem ([8]). If the function f(z) of a complex variable z is
regular in the semi-plane Re z > A, A ∈ R, and if the conditions

(a) lim
|z|→∞

|f(z)| exp(−k|z|) ≤ const, 0 < k < π;

(b) f(z) = 0 for z = 0, 1, 2, . . . ,
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are valid, then f(z) = 0 for any z ∈ C.

For proving (2) we need the following

Lemma. On the complex plane of the variable rj ∈ C (j = 0, 1, . . . , n)
the function B0(r0, r1, . . . , rn) = Bn(r) is bounded when |rj | → ∞ if other
variables r0, . . . , rj−1, rj+1, . . . , rn are fixed and Re rj ≥ 1 (j = 0, 1 . . . , n):

|Bn(r)| ≤ M < ∞. (3)

The bound M does not depend on the variables r0, r1, . . . , rn (Re rj ≥ 1,
j = 0, 1 . . . , n).

Proof. The substitutions

u = ũ, j = 1; u = 1− ũ
(
1− xj−1

xj

)
, j = 2, . . . , n (n ≥ 2),

give to the formula (1) the form

Bn(r) =
det[xi−1

j b̃ij ]i,j=1,n

det[xi−1
j ]i,j=1,n

, (4)

where

b̃i1 =
n∏

k=2

(
1− x1

xk

)1−rk

1∫

0

ũr0+i−2(1− ũ)r1−1
n∏

k=2

(
1− x1

xk
ũ
)rk−1

dũ,

b̃ij =
(
1− xj−1

xj

)rj×

×
1∫

0

[
1−

(
1− xj−1

xj

)
ũ

]r0+i−2

ũrj−1
n∏

k=0
k 6=j

(
1− xj − xj−1

xj − xk

)rk−1

dũ,

i = 1, . . . , n; j = 2 . . . , n.

All these integrals converge if the conditions

Re rj > 0, j = 0 . . . , n; 0 = x0 < x1 < x2 < · · · < xn

are fulfilled. Note that

Γ(c)
Γ(a)Γ(c− a)

1∫

0

ua−1(1− u)c−a−1
n∏

k=1

(1− zku)bk du =

= F
(a
c
; b1, z1; . . . ; bn, zn

)
(Re c > Re a > 0),

where F
(a
c
; b1, z1; . . . ; bn, zn

)
denotes the multi-variable hypergeometric fun-

ction – one of the four Lauricella’s functions of the arguments z1, . . . , zn (see
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[9]), which can be expressed as absolutely convergent power-sum

F
(a
c
; b1, z1; . . . ; bn, zn

)
≡ FD

(
a; b1, . . . , bn; c; z1, . . . , zn

)
=

=
∞∑

k1,k2,...,kn=0

(a)k1+···+kn

(c)k1+···+kn

n∏

j=1

(bj)kj
z

kj

j

kj !
,

if |zj | < 1, j = 1, . . . , n. Here (a)k denotes the Pochhammer symbol:

(a)0 = 1, (a)k = a(a + 1) · · · (a + k − 1), k ∈ N.

Thus the formula (4) expresses the above-defined function (1) via the de-
terminant of Lauricella’s multi-variable hypergeometric functions.

Let us rewrite the formula (4) as follows

Bn(r) det[zi−1
j ]i,j=1,n = M1 det[zi−1

j
˜̃
bij ]i,j=1,n, (5)

where

zk =
xk

xn
, 0 < z0 < z1 < · · · < zn−1 < zn = 1, (6)

M1 =
n∏

k=2

(
1− z1

zk

)1−rk
(
1− zk−1

zk

)rk

=

=
n∏

k=2

(
1− z1

zk

) n∏

k=3

(zk − zk−1

zk − z1

)rk

(7)

and

˜̃
bi1 =

1∫

0

ur0+i−2(1− u)r1−1
n∏

k=2

(
1− u

z1

zk

)rk−1

du,

˜̃
bij =

1∫

0

(
1− zj − zj−1

zj

)r0+i−2

urj−1
n∏

k=1
k 6=j

(
1− zj − zj−1

zj − zk

)rk−1

du,

j = 2 . . . , n.

Due to the inequalities (6), the expression (5) can be estimated as follows:
∣∣Bn(r)

∣∣ det[zi−1
j ]i,j=1,n =

= |M1|
∣∣∣ det[zi−1

j
˜̃
bij ]i,j=1,n

∣∣∣ ≤ |M1|per
[
zi−1
j |̃̃bij |

]
i,j=1,n

, (8)

where per[aij ]i,j=1,n stands for the permanent of a matrix [aij ]i,j=1,n (see
e.g. [10]):

per[aij ]i,j=1,n =
∑

σ

a1σ(1) · · · anσ(n), σ : i 7→ σ(i).
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Further estimations give:

|̃̃bi1| ≤
1∫

0

∣∣∣∣ur0+i−2(1− u)r1−1
n∏

k=2

(
1− u

z1

zk

)rk−1
∣∣∣∣ du =

=

1∫

0

uRe r0+i−2(1− u)Re r1−1
n∏

k=2

(
1− u

z1

zk

)Re rk−1
∣∣∣∣ du ≡

≡
1∫

0

gi1(u)f1(u) du,

|̃̃bij | ≤ (9)

≤
1∫

0

∣∣∣∣∣
(
1− u

zj − zj−1

zj

)r0+i−2

urj−1
n∏

k=1
k 6=j

(
1− u

zj − zj−1

zj − zk

)rk−1
∣∣∣∣∣ du =

=

1∫

0

∣∣∣∣∣
(
1−u

zj−zj−1

zj

)Re r0+i−2

uRe rj−1
n∏

k=1
k 6=j

(
1−u

zj−zj−1

zj−zk

)Re rk−1
∣∣∣∣∣ du ≡

≡
1∫

0

fij(u)gj(u) du, j = 2, . . . , n,

where we have denoted

f1(u) =
n∏

k=1

(
1− u

z1

zk

)Re rk−1

,

gi1(u) = uRe r0+i−2,

fij(u) =
(
1− u

zj − zj−1

zj

)Re r0+i−2
j−1∏

k=1

(
1− u

zj − zj−1

zj − zk

)Re rk−1

,

gj(u) = uRe rj−1
n∏

k=j+1

(
1 + u

zj − zj−1

zk − zj

)Re rk−1

,

j = 2, . . . , n; i = 1, . . . , n.

Let us use the mean value theorem in the integrals (9). As it is known,
if the function f(x) is monotonic and f(x) ≥ 0 when x ∈ [a, b], and if g(x)
is integrable, then the Bonnet formulae are valid (see e.g. [11, II, n◦306]):

b∫

a

f(u)g(u) du = f(a)

η∫

a

g(u) du, a ≤ η ≤ b if f(x) decreases,
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b∫

a

f(u)g(u) du = f(b)

b∫

ξ

g(u) du, a ≤ ξ ≤ b if f(x) increases,

(x ∈ [a, b]).

It is obvious that if Re rj ≥ 1, j = 0, 1, . . . , n, then the factors f1(u) and
fij(u) in (9) decrease for u ∈ [0, 1] and the factors gi1(u) and gj(u) increase
(j = 2, . . . , n; i = 1, . . . , n). Hence, according to the Bonnet formulae, for
Re rj ≥ 1, j = 0, 1, . . . , n (due to this conditions all integrals converge) one
gets

|̃̃bi1| ≤ f1(0)

ηi1∫

0

gi1(u) du = f1(0)gi1(ηi1)

ηi1∫

ξi1

du ≤

≤ f1(0)gi1(1)(ηi1 − ξi1) ≤ 1,

|̃̃bij | ≤ gj(1)

1∫

ξij

fij(u) du = gj(1)fij(ξij)

ηi1∫

ξij

du ≤

≤ gj(1)fij(0)(ηij − ξij) ≤
n∏

k=j+1

(zk − zj−1

zk − zj

)Re rk−1

,

0=z0 <z1 < · · ·<zn, 0≤ξij≤ηij≤1, i, j =1 . . . , n.

(10)

According to (7), (8) and (10) one has
∣∣Bn(r)

∣∣ det[zi−1
j ]i,j=1,n ≤

≤ |M1|per
[
zi−1
j |̃̃bij |

]
i,j=1,n

≤ M2 per[zi−1
j ]i,j=1,n,

M2 =
n∏

k=2

(
1− z1

zk

) n∏

k=3

(zk − zk−1

zk − z1

)Re rk
n−1∏

j=2

n∏

k=j+1

(zk − zj−1

zk − zj

)Re rk−1

.

Because of obvious equalities

n−1∏

j=2

n∏

k=j+1

(zk − zj−1

zk − zj

)Re rk−1

=

=
n∏

k=3

[ k−1∏

j=2

(zk − zj−1

zk − zj

)]Re rk−1

=
n∏

k=3

( zk − z1

zk − zk−1

)Re rk−1

one obtains

M2 =
n∏

k=2

(
1− z1

zk

) n∏

k=3

(zk − zk−1

zk − z1

)
=

n∏

k=2

(
1− zk−1

zk

)
.
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Inserting these results into the inequality (8), one obtains the estimation:

∣∣Bn(r)
∣∣ ≤ per[zi−1

j ]i,j=1,n

det[zi−1
j ]i,j=1,n

n∏

k=2

(
1− zk−1

zk

)
, Re rj ≥ 1, j = 0, 1, . . . , n.

Hence, we have got the estimation (3) with M to be expressed as

M =
per[zi−1

j ]i,j=1,n

det[zi−1
j ]i,j=1,n

n∏

k=1

(
1− zk−1

zk

)
, (11)

which, obviously, does not depend on the variables r0, r1, . . . , rn (Re rj ≥ 1,
j = 0, 1, . . . , n). ¤

Note. The restriction Re rj ≥ 1, j = 0, 1, . . . , n, is essential. Let, e.g.,
n = 1. In this case (11) gives M = 1 and one gets

∣∣B1(r)
∣∣ =

∣∣∣∣
1∫

0

ur0−1(1− u)r1−1 du

∣∣∣∣ =
∣∣∣Γ(r0)Γ(r1)
Γ(r0 + r1)

∣∣∣ ≤ 1 if Re r0, r1 ≥ 1,

while in the opposite case when Re r0, r1 < 1, e.g. for r0 = r1 = 1/2 one
has B1(1/2, 1/2) = π > 1, and the estimation (3) is not fulfilled.

Now we get the following

Statement. The function

f(r0, r1, . . . , rn) = Bn(r0, r1, . . . , rn)−

n∏
j=0

Γ(rj)

Γ
( n∑

j=0

rj

) (12)

satisfies all conditions of Carlson theorem on the complex plane of each vari-
able rj if other variables r0, r1, . . . , rj−1, rj+1, . . . , rn are fixed and Re rj ≥ 1,
j = 0, 1, . . . , n.

Proof of the Statement. Due to the fact that the function Γ(z) is analytic
everywhere on the (open) complex plane except the points z = 0,−1,−2, . . .,
the function (12) is analytic if Re rj > 0, j = 0, 1, . . . , n (rj = +∞ is a
regular point of both summands of (12), j = 0, 1, . . . , n). In [1] we have
proved that f0(r0) = f(r0, r1, . . . , rn) = 0 if the variable r0 is real and
r0 > 0, rj ∈ N, j = 1, . . . , n. Hence, according to the analytic function
uniqueness theorem, if rj ∈ N, j = 1, . . . , n, then f0(r0) = 0 everywhere
on the complex plane of the variable r0 except, may be, the points z =
0,−1,−2, . . . . So, the function f0(r0) satisfies the Statement.

Let us fix the numbers rj ∈ N, j = 1, . . . , n and r0 ∈ C, Re r0 > 0.
Under these conditions the function f1(r1) = f(r0, r1, . . . , rn) is analytic on
the complex semi-plane Re r1 > 0 and f1(r1) = 0 for r1 = 1, 2, . . . .

Let us show that if Re r0 ≥ 1, rj ∈ N, j = 2, . . . , n, then

lim
|r1|→∞

|f1(r1)| exp(−k|r1|) ≤ const, Re r1 ≥ 1, 0 < k < π.
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Indeed, if |z| → ∞ and Re z > 0, in accordance with the asymptotic
behavior of the Euler’s Gamma function (see e.g. [12, Eq. 1.18(5)]) for any
fixed number ρ ∈ C we have

lim
|z|→∞

Γ(z)
Γ(z + ρ)

exp
(
ρ ln |z|) = lim

|z|→∞
Γ(z)

Γ(z + ρ)
|z|ρ = 1. (13)

Hence, due to the estimation (3) we obtain:

0 ≤ lim
|r1|→∞

|f1(r1)| exp(−k|r1|) =

= lim
|r1|→∞

exp(−k|r1|)
∣∣∣∣Bn(r)− Γ(r1)

Γ(r1 + ρ1)
Γ(r0)

n∏

j=2

Γ(rj)
∣∣∣∣ ≤

≤ lim
|r1|→∞

exp(−k|r1|)
{

∣∣Bn(r)
∣∣ +

∣∣∣∣
Γ(r1)

Γ(r1 + ρ1)
Γ(r0)

n∏

j=2

Γ(rj)
∣∣∣∣
}
≤

≤ M lim
|r1|→∞

exp(−k|r1|) + Γ(r0)
n∏

j=2

Γ(rj)×

× lim
|r1|→∞

{
Γ(r1)

Γ(r1 + ρ1)
exp

(
ρ1 ln |r1|

)}
lim

|r1|→∞

{
|r1|−ρ1 exp(−k|r1|)

}
= 0,

where we denote ρ1 = r0 + r2 + · · ·+ rn. Therefore we get

lim
|r1|→∞

|f1(r1)|e−k|r1| = 0

for any fixed values of k > 0 and ρ1. In particular, one can choose 0 < k < π,
Re r0 ≥ 1, rj ∈ N, j = 2, . . . , n.

Thus, if Re r0 ≥ 1, rj ∈ N, j = 2, . . . , n, then the function f1(r1) =
f(r0, r1, . . . , rn) satisfy all conditions of the Carlson Theorem and therefore
f1(r1) = 0, Re r1 ≥ 1.

Now let us suppose that the Statement is valid for the variables rj with
the indices j = 0, 1, . . . , m, where 1 ≤ m ≤ n− 1, i.e. let the function

f(r0, r1, . . . , rm−1, rm, . . . , rn) ≡ fm(rm)

satisfies the conditions:

fm(rm) = f(r0, r1, . . . , rm−1, rm, . . . , rn) = 0 if rm = 1, 2, . . . ,

lim
|rm|→∞

|fm(rm)| exp(−k|rm|) ≤ const, 0 < k < π if Re rm ≥ 1
(
Re rj ≥ 1, j = 0, 1, . . . ,m− 1, rm+k ∈ N, k = 1, . . . , n−m

)
.

Therefore, according to the Carlson Theorem one gets

fm(rm) = f(r0, r1, . . . , rm−1, rm, . . . , rn) = 0 if rm ∈ C (14)
(
Re rj ≥ 1, j = 0, 1, . . . ,m− 1, rm+k ∈ N, k = 1, . . . , n−m

)
.

Thus we have shown that

fm+1(rm+1) = f(r0, r1, . . . , rm, rm+1, . . . , rn) = 0
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if Re rj ≥ 1, j = 0, 1, . . . ,m, rm+k ∈ N, k = 1, . . . , n −m. Besides, due to
the estimates (3) and (13)

lim
|rm+1|→∞

∣∣fm+1(rm+1)
∣∣ exp(−k|rm+1|) ≤

≤ lim
|rm+1|→∞

∣∣ exp(−k|rm+1|)
{

M +
Γ(rm+1)

Γ(rm+1 + ρm+1)

n∏

j=0
j 6=m+1

Γ(rj)

}
= 0

if Re rm+1 ≥ 1, where k and ρm+1 are fixed numbers such that

0 < k < π, ρm+1 = r0 + r1 + · · ·+ rm + rm+2 + · · ·+ rn(
Re rj ≥ 1, j = 0, 1, . . . , m, rm+k ∈ N, k = 2, . . . , n−m

)
.

So, the proposition of the Statement is fulfilled according to Full Math-
ematical Induction Principle. ¤

The Statement enables one to prove the following

Theorem 1. For any number n ∈ N the function Bn(r) satisfies the
formula (2) – n-dimensional analogue of the Euler formula – if Re rj > 0,
j = 0, 1, . . . , n.

Proof. According to the Statement the formula (2) is fulfilled if Re rj ≥
1, j = 0, 1, . . . , n. Therefore, due to analyticity of the function (12) if
Re rj > 0, j = 0, 1, . . . , n, (2) is fulfilled on the open semi-plane Re rj > 0
of each variable rj ∈ C, j = 0, 1, . . . , n. ¤

We have shown in [2] that the limits of the function B2(r) = B2(r0, r1, r2)
when x1 → x0 = 0 (x1/x2 = z → 0) and x2 → x1 (x1/x2 = z → 1) (see the
definition (1)) exist and satisfy the relation

det[xi−1
j bij ]i,j=1,2

det[xi−1
j ]i,j=1,2

∣∣∣∣
x1→x0=0

=
det[xi−1

j bij ]i,j=1,2

det[xi−1
j ]i,j=1,2

∣∣∣∣
x2→x1

=

= B1(r0, r1)B1(r0 + r1, r2).

Therefore for n = 2 the formula (2) remains valid even if the only restrictions
on the variables x0, x1, . . . , xn are xj ≥ x0 = 0, j = 1, . . . , n (instead of the
restrictions 0 = x0 < x1 < · · · < xn which we have in (1)). It is easy to
show that the same is valid for any n ≥ 3. Namely, one has the following

Theorem 2. For any n, l, k ∈ N, l ≤ k ≤ n − l and xj ≥ x0 = 0,
Re rj > 0, j = 1, · · · , n, the function Bn(r) satisfies the formula

Bn(r0, r1, . . . , rn) =

= Bn−k(r0, r1, . . . , rl−1, rl + · · ·+ rl+k, rl+k+1, . . . , rn)Bk(rl, . . . , rl+k) =

=

n∏
j=0

Γ(rj)

Γ
( n∑

j=0

rj

) . (15)
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Proof. The theorem is trivial for n = 0 and n = 1; for n = 2, in fact,
the formula (15) is proved in [2]. In the case n ≥ 3 one has to consider
separately the cases x1 → x0 = 0 and xl → xl−1, l ≥ 2.

In the case x1 → x0 = 0 from the definition (1) one gets:

xi−1
1 bi1 = xi−1

1

1∫

0

ur0+i−2(1− u)r1−1
n∏

k=2

(x1u− xk

x1 − xk

)rk−1

du −→
x1→0

−→
x1→0

{
B1(r0, r1), i = 1,

0 i ≥ 2,

xi−1
j bij =

= xi−1
j

1∫

xj−1/xj

ur0+i−2(1−u)rj−1
n∏

k=2
k 6=j

(xju−xk

xj−xk

)rk−1(xju− x1

xj−x1

)r1−1

du −→
x1→0

−→
x1→0

xi−1
j

1∫

xj−1/xj

ur0+r1+i−3(1− u)rj−1
n∏

k=2
k 6=j

(xju− xk

xj − xk

)rk−1

du, j ≥ 2,

i = 1, . . . , n.

Hence, according to (1) and (2),

Bn(r)
∣∣
x1→0

= B1(r0, r1)
∏

2≤k<j≤n

(xj − xk)−1
∏

2≤j≤n

x−1
j ×

× det

[
xi−1

j

1∫

xj−1/xj

ur0+r1+i−3(1− u)rj−1
n∏

k=2
k 6=j

(xju− xk

xj − xk

)rk−1

du

]n

i,j=2

=

(0 = x1 < · · · < xn)

= B1(r0, r1)Bn−1(r0 + r1, r2, . . . , rn) =

=
Γ(r0)Γ(r1)Γ(r0 + r1)Γ(r2) · · ·Γ(rn)
Γ(r0 + r1)Γ(r0 + r1 + r2 + · · ·+ rn)

=
Γ(r0)Γ(r1) · · ·Γ(rn)
Γ(r0 + r1 + · · ·+ rn)

. (16)

Similarly, in the case when xl → xl−1, l ≥ 2, one obtains:

xi−1
l−1bi l−1 = xi−1

l−1

(
1− xl−1

xl

)1−rl×

×
1∫

xl−2/xl−1

ui−1(1−u)rl−1−1
(
1− xl−1

xl
u
)rl−1 n∏

k=0
k 6=l−1,l

(xl−1u−xk

xl−1−xk

)rk−1

du,
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xi−1
l bil =xi−1

l

1∫

xl−1/xl

ui−1
(xlu−xl−1

xl−xl−1

)rl−1−1

(1−u)rl−1
n∏

k=0
k 6=l−1,l

(xlu−xk

xl−xk

)rk−1

du,

xi−1
j bij = xi−1

j

1∫

xj−1/xj

ui−1(1− u)rj−1
n∏

k=0
k 6=j

(xju− xk

xj − xk

)rk−1

du,

j = 1, . . . , n, j 6= l − 1, l

(i = 1, . . . , n).

The substitution
xlu− xl−1

xl − xl−1
= 1− ũ, u = 1−

(
1− xl−1

xl

)
ũ,

xlu− xk = xl − xk − ũ(xl − xl−1)

gives to the second of these integrals the form

xi−1
l bil = xi−1

l

(
1− xl−1

xl

)rl×

×
1∫

0

(
1−u

xl−xl−1

xl

)i−1

(1−u)rl−1−1url−1
n∏

k=0
k 6=l−1,l

(
1−u

xl−xl−1

xl−xk

)rk−1

du.

Inserting these results in (1), after obvious simplifications we find:

Bn(r)
∣∣
xl→xl−1

=

=
B1(rl−1, rl) det B(l)

xl−1 det[xi−1
j ]i=1,n−2

j=1,n
j 6=l−1,l

∏
1≤k≤l−2

(xl−1 − xk)2
∏

l+1≤m≤n

(xm − xl−1)2
, (17)

where B(l) = [B(l)
ik ] is the matrix whose i-th row, i = 1, . . . , n, has the form

[
xi−1

1 b̃i1, . . . , x
i−1
l−2 b̃i l−2, x

i−1
l−1 b̃i l−1, x

i−1
l+1 b̃i l+1, . . . , x

i−1
n b̃in

]
(18)

and

b̃i l−1 =

1∫

xl−2/xl−1

ui−1(1− u)rl−1+rl−2
n∏

k=0
k 6=l−1,l

(xl−1u− xk

xl−1 − xk

)rk−1

du,

b̃ij =

1∫

xj−1/xj

ui−1(1−u)rj−1
(xju−xl−1

xj−xl−1

)rl−1+rl−2 n∏

k=0
k 6=j,l−1,l

(xju−xk

xj−xk

)rk−1

du,

i, j = 1, . . . , n, j 6= l − 1, l.

The last step of our transformations is to multiply the row with number
i − 1 in the determinant of the matrix (18) on xl−1 and to extract it from
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the row with number i. Then in the l-th column of the determinant we
obtain the Kroneker symbol δ1i,

δ1i =

{
1, i = 1
0, i 6= 1

and in the other ones we get:

xi−1
l−1 b̃i l−1 −→ xi−1

l−1 b̃
′
i l−1 =

= −xi−1
l−1

1∫

xl−2/xl−1

ui−2(1− u)rl−1+rl−1
n∏

k=0
k 6=l−1,l

(xl−1u− xk

xl−1 − xk

)rk−1

du,

xi−1
j b̃ij −→ xi−1

j b̃′ij = (xj − xl−1)xi−2
j ×

×
1∫

xj−1/xj

ui−2(1−u)rj−1
(xju−xl−1

xj−xl−1

)rl−1+rl−1 n∏

k=0
k 6=j,l−1,l

(xju−xk

xj−xk

)rk−1

du,

i, j = 1, . . . , n, j 6= l − 1, l.

(19)

Expanding the determinant obtained with respect to the l-th column
elements and inserting the result in (17), one gets

Bn(r)
∣∣
xl→xl−1

=

=
B1(rl−1, rl)(−1)l−1

det[xi−1
j ]i=1,n−2

j=1,n
j 6=l−1,l

∏
1≤k≤l−2

(xl−1 − xk)
∏

l+1≤m≤n

(xm − xl−1)
(−1)l+1×

× det
[
xi−1

1 b̃′i1, . . . , x
i−1
l−2 b̃

′
i l−2, x

i−1
l−1 b̃

′
i l−1, x

i−1
l+1 b̃′i l+1, . . . , x

i−1
n b̃′in

]
i=1,n−1

=

= B1(rl−1, rl)
det

[
xi−1

1 b̃′i1, . . . , x
i−1
l−1 b̃

′
i l−1, x

i−1
l+1 b̃′i l+1, . . . , x

i−1
n b̃′in

]
i=1,n−1

det
[
xi−1

1 , . . . , xi−1
l−1, x

i−1
l+1 , . . . , xi−1

n

]
i=1,n−1

,

where the entries b̃ij , i, j = 1, . . . , n, are defined in (19). So, we obtain
the formula (16) in the case under consideration, too. Now the statement
of Theorem 2 follows from (16) according to Full Mathematical Induction
Principle. ¤

Theorem 3. The integrals’ singularities of the formula (1) determinant’s
entries, i.e. the singularities of Lauricella’s hypergeometric functions on the
complex plane of each variable xj ∈ C, j = 0, . . . , n, cancel each other in
the formula (1).

Proof. According to Theorem 2, the function (1) does not depend on the
variables xj ≥ 0 if Re rj > 0, j = 0, . . . , n. Hence, according to the analytic
function uniqueness theorem, the function (1) does not depend on the vari-
ables xj ∈ C if Re rj > 0, j = 0, . . . , n, while the integrals in the formula
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(1) – Lauricella’s hypergeometric functions – have singularities with respect
to variables xj ∈ C. ¤

As far as the (bosonic) string theory [13] reproduces the Euler beta func-
tion (Veneziano amplitude) and its multidimensional analogue, it seems to
be helpful to take an advantage of the proposed generalization of the Euler
beta function when one attempts to construct physical (string) models [14]
including a number of fermionic fields, as far as the expression

det

[
xi−1

j

1∫

xj−1/xj

ui−1(1− u)rj−1
∏

k=0
k 6=j

(xju− xk

xj − xk

)rk−1

du

]

i,j=1,n

=

= det[xi−1
j ]i,j=1,n

n∏
j=0

Γ(rj)

Γ
( n∑

j=0

rj

)

is skew-symmetryc with respect to the variables xj ∈ C.
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Abstract. Let D be a simply connected domain bounded by a simple
closed rectifiable curve Γ and Lp(t)(D) denote the Lebesgue space with
variable exponent.

The present work reveals different conditions regarding the functions p(t)
and the domain D under fulfilment of which the Cauchy type integrals with
density from Lp(t)(Γ) belong to the Smirnov class Ep(t)(D).

When the domain D is bounded by the Lavrent’yev curve, the analogue
of the well-known Smirnov’s theorem is stated: if φ ∈ Ep1(·)(D), φ+(t) ∈
Lp2(t)(Γ), then φ ∈ Ep̃(t)(D), where p̃(t) = max(p1(t), p2(t)).
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îâäæñéâ. ãåóãŽå, D éŽîðæãæ, öâçîñèæ, àŽûîòâãŽáæ Γ ûæîæå öâéëïŽä-
ôãîñèæ ïŽïîñèæ ŽîâŽ, ýëèë Lp(t)(D) Žîæï èâĲâàæï ùãèŽáéŽøãâêâĲèæŽêæ
ïæãîùâ.

àŽéëãèâêæèæŽ p(t) òñêóùææïŽ áŽ D Žîæï éæéŽîå æïâåæ ìæîëĲâĲæ, îëéâèåŽ
öâïîñèâĲŽ æûãâãï Lp(t)(Γ) çèŽïæï ïæéçãîæãæï éóëêâ çëöæï ðæìæï æêðâàîŽèåŽ
éæçñåãêâĲŽï ïéæîêëãæï Ep(t)(D) çèŽïæïŽáéæ.

îëùŽ D öâéëïŽäôãîñèæŽ èŽãîâêðæâãæï Γ ûæîæå, áŽáàâêæèæŽ ïéæîêëãæï
ùêëĲæèæ åâëîâéæï öâéáâàæ ïŽýæï ŽêŽèëàæ: åñ φ ∈ Ep1(·)(D), ýëèë φ+(t) ∈
Lp2(t)(Γ), éŽöæê φ ∈ Ep̃(t)(D), ïŽáŽù p̃(t) = max(p1(t), p2(t)).
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1. Introduction

Quite recently it became clear that for investigation of a number of ques-
tions dealing with analysis and in studying the problems of applied charac-
ter, the Lebesgue spaces Lp(t) with a variable exponent are very useful. In
particular, in studying boundary value problems of the theory of analytic
and harmonic functions it is advisable to consider them in classes of func-
tions representable by the Cauchy type integral with density from Lp(t) and
their real parts as well as in classes of functions which reasonably generalize
Smirnov classes Ep(D) in the case of a variable exponent p(t).

The works [1]–[3] suggest one (of the possible) such generalization under
which all significant properties, inherent in these classes for a constant p,
remain valid.

In the present paper we continue investigation of these classes. Special
attention is attached to the problem of finding different conditions for the
domains D and functions p(t) under fulfilment of which the Cauchy type
integrals with density from Lp(t)(Γ) belong to the class Ep(t)(D) (Γ is a
simple closed curve bounding the domain D).

To achieve the purpose in view, for the domains bounded by piecewise
smooth curves we establish one criterion in order for the analytic in D
function φ to belong to the class Ep(t)(D) (depending on the properties of
conformal mapping of the unit circle onto D). However, when the domain
D is bounded by the Lavrent’yev curve (i.e. the curves with the chord-arc
condition), the analogue of the well-known Smirnov’s theorem is fully jus-
tified; namely, the conditions are revealed under which: if φ(x) ∈ Ep1(t)(D)
and φ+(x) ∈ Lp2(t)(Γ), then φ(z) ∈ Ep̃(t)(D), p̃(t) = max(p1(t), p2(t)).

2. Some Definitions and Auxiliary Statements

2.1. The Curves.
(i) Let D be a simply connected domain bounded by a simple finite

rectifiable curve Γ = {t ∈ C : t = t(s), 0 ≤ s ≤ l < ∞} with arc-length
measure ν(t) = s. Let Γ(t, r) = Γ ∩ B(t, r), where B(t, r) = {τ ∈ C :
|τ − t| < r}, t ∈ Γ, r > 0.

A curve Γ is called Carleson one (or regular one), if

sup
t∈Γ,r>0

ν[Γ(t, r)]
r

< ∞.

(ii) By Λ we denote a set of all Lavrent’yev curves, i.e., the curves Γ for
which

sup
t1,t2∈Γ

s(t1, t2)
|t1 − t2| < ∞,

where s(t1, t2) is length of the smallest of the two arcs lying on Γ and
connecting the points t1 and t2.

(iii) If Γ is a piecewise smooth closed simple curve with angular points
Ak, k = 1, . . . , n, and it is boundary of the domain D, and πνk, 0 ≤ νk ≤ 2
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are sizes of interior with respect to D angles at these points, we say that

Γ ∈ C1
D(A1, A2, . . . , An; ν1, ν2, . . . , νn).

The set of piecewise Lyapunov curves with the same properties we denote by

C1,L
D (A1, A2, . . . , An; ν1, ν2, . . . , νn).

(iv) Assume

SΓ : f → SΓf, (SΓf)(t) =
1
πi

∫

Γ

f(τ)
τ − t

dτ, t ∈ Γ.

We write Γ ∈ Rp, p > 1, if the operator is continuous in Lp(Γ).

2.2. Conformal Mappings.

2.2.1. If z = z(w) is a conformal mapping of the circle U = {w : |w| < 1}
onto the domain D with the boundary Γ∈C1,L

D (A1, A2, . . . , An;ν1, ν2, . . . , νn),
0 < νk ≤ 2, then

z′(w) ∼
n∏

k=1

(w − ak)νk−1, Ak = z(ak), (1)

where f ∼ g denotes that 0 < inf | fg | ≤ sup | fg | < ∞ [4].

2.2.2. If Γ is a simple closed curve bounding the domain D, and Γ ∈ Λ,
then there exist positive numbers η and σ such that

z′ ∈ H1+η,
1
z′
∈ Hσ, (2)

where Hσ is the Hardy class of analytic in U functions (see, e.g., [5, p. 170]).

2.2.3. If Γ ∈ C1
D(A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2, then

z′(w) ∼
n∏

k=1

(w − ak)νk−1 exp
∫

γ

ψ(ζ)
ζ − w

ds, (3)

where ψ(ζ) is the real continuous function on γ, γ = {ζ : |ζ| = 1} ([6], see
also [7, p. 144]).

2.2.4. Let D be the bounded domain with a simple rectifiable boundary
Γ, and let z = z(w) be the conformal mapping of U onto D. D is said to
be Smirnov’s domain (and Γ is said to be Smirnov’s curve), if the function
ln |z′(w)| is representable by the Poisson integral, i.e.,

ln |z′(reiϕ)| = 1
2π

2π∫

0

ln |z′(eiϑ)| 1− r2

1 + r2 − 2r cos(ϑ− ρ)
dϑ

(for these classes see, e.g., [8, pp. 250–252]).
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2.3. Some Properties of the Operator SΓ and of the Cauchy Type
Integrals.

(i) If p > 1, then Γ ∈ Rp if and only if Γ is a regular curve ([9]).
(ii) If Γ is a simple closed curve bounding the domain D and the operator

SΓ is continuous from Lp(Γ) to Ls(Γ), p > 1, s ≤ p, then:
(a) D is Smirnov’s domain and
(b) the Cauchy type integral

(KΓf)(z) =
1

2πi

∫

Γ

f(τ)
τ − z

dτ, z ∈ D, f ∈ Lp(Γ),

belongs to the Smirnov class Es(D).
In particular, if Γ is a regular curve, then (KΓf)(z) belongs to the class

Ep(D) when f ∈ Lp(Γ), p > 1 ([10], [11], see also [7, p. 29]).
(c) Smirnov’s Theorem: if D is Smirnov’s domain and φ ∈ Ep1(D), while

φ ∈ Lp2(Γ), p2 > p1, then φ ∈ Ep2(D) ([12], see also [8, p. 260]).

2.4. Spaces Lp(t)(Γ;ω). Classes of Exponents P[Γ] and P̃(Γ). Let Γ
be a simple rectifiable curve with the equation t = t(s), 0 ≤ s ≤ l, with
arc-length measure, and let on Γ be assigned measurable functions p(t) and
ω(t), where p(t) is positive and ω(t) is almost everywhere other than zero
finite function.

Consider a set of measurable on Γ functions f(t) for which

I
p(·)
Γ (fω) =

b∫

0

∣∣f(t(s))ω(t(s))
∣∣p(t(s))

ds < ∞.

Denote

‖f‖Lp(·)(Γ;ω) = inf
{

λ > 0 : Ip(·)
(fω

λ

)
≤ 1

}
.

By Lp(·)(Γ;ω) we denote a space of measurable functions f such that
‖f‖Lp(·)(Γ;ω) < ∞. Assume Lp(·)(Γ) := Lp(·)(Γ; 1). (For detailed account on
these spaces see, e.g., [13]).

2.4.1. Classes of Functions P(Γ) and P̃(Γ). The spaces Lp(·)(Γ; ω) in which
the function p(t) satisfies the conditions below are thoroughly studied and
frequently used in applications:

(1) there is the constant A such that for any t1, t2 we have

|p(t1)− p(t2)| < A

| ln |t1 − t2|| ; (4)

(2)
min
t∈Γ

p(t) = p > 1. (5)

The set of all functions p(t) satisfying the conditions (4), (5) we denote
by P(Γ).
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If p ∈ P(Γ), then the set Lp(·)(Γ;ω) is the Banach space with the norm
‖ · ‖Lp(·)(Γ;ω).

Along with the class P(Γ), we introduce into consideration one more class
of functions P1+ε(Γ), ε > 0. This is a subset of those functions p(t) from
P(Γ) for which the condition (4) is replaced by the condition

|p(t1)− p(t2)| < A

|λ|t1 − t2||1+ε
. (6)

Assume
P̃(Γ) =

⋃
ε>0

P1+ε. (7)

2.5. The Hardy and Smirnov Classes with a Variable Exponent.
Let D be the inner domain bounded by a simple closed curve Γ, and let
p = p(t) be the given on Γ measurable positive function. Moreover, let
z = z(w) be the conformal mapping of the circle U with boundary γ onto
the domain D, and let ω = ω(z) be the measurable on D function.

By Ep(t)(D; ω) we denote a set of all those analytic in D functions φ(z)
for which

sup
0<z<1

2π∫

0

∣∣∣φ(z(reiϑ))ω(z(reiϑ))
∣∣∣
p(z(eiϑ))

|z′(reiϑ)| dϑ < ∞. (8)

Assume
Hp(·)(ω) := Ep(·)(U ;ω), Hp(·) := Hp(·)(1).

For the constant p, these classes coincide with the well-known Smirnov and
Hardy classes.

2.5.1. On the Continuity of the Operator SΓ in the Spaces Lp(·)(Γ; ω). In
[14], the authors have proved theorems on the continuity of the operator SΓ

in the spaces Lp(·)(Γ;ω). (More earlier works relating to this subject-matter
can be found therein).

Combining the results of these theorems, we find that the theorem below
is valid.

Theorem A. For the operator SΓ to be continuous in the space
Lp(·)(Γ;ω), where p ∈ P(Γ) and

ω(t) =
n∏

k=1

|t− tk|αk , tk ∈ Γ, α ∈ R,

it is necessary and sufficient that Γ is a regular curve and αk satisfy the
condition

− 1
p(tk)

< αk <
1

p′(tk)
, k = 1, . . . , n.



On Some Properties of Analytic Smirnov Class Functions with a Variable Exponent 79

3. One Criterion for Belonging of the Analytic Function to
the Class Ep(·)(D)

If p(t) = p = const, then when studying the properties of functions from
classes Ep(D), the fact that the involution of the function φ ∈ Ep(D) is
equivalent to the belonging of the function Ψ(w) = φ(z(w))[z′(w)]1/p to the
Hardy class Hp plays an important role. For variable p, the function Ψ(w)
is not even analytic.

It is desirable to have a certain analogue of the above-indicated result
for a variable exponent, as well. It is particularly desirable to reveal those
classes of domains D and functions p(t) for which reasonable generalization
of the above property would be possible.

In [2], such aim has been achieved under the assumption that p ∈ P(Γ)
and the domain D is bounded by a piecewise Lyapunov curve, free from ex-
ternal cusps. Relying on the theorem from item 2.2.1, the following theorem
is proved.

Theorem B. If D is the bounded domain with the boundary Γ ∈
C1,L

D (A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2, and p ∈ P(Γ), then the
analytic in D function φ(z) belongs to the class Ep(·)(D) if and only if

Ψ(w) = φ(z(w))
n∏

k=1

(w − ak)
νk−1
l(ak) ∈ H l(·), l(τ) = p(z(τ)). (9)

3.1. In this section we will show that Theorem B can be generalized to
a sufficiently wide class of functions p(t) for arbitrary piecewise smooth
curves.

Theorem 1. Let Γ ∈ C1
D(A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 ≤ νk ≤ 2,

and z = z(w) be conformal mapping of the circle U onto the domain. Next,
let p be the function of the class

Q(Γ) =
{

p : p ∈ P̃(Γ), l(τ) = p(z(τ)) ∈ P̃(γ)
}

. (10)

The analytic in D function φ(z) belongs to the class Ep(·)(D) if and
only if

Ψ(w) = Φ(z(w))ρ(w) ∈ H l(·), (11)

where

ρ(w) =
n∏

k=1

(w − ak)νk−1l(ak) exp
∫

γ

ψ(ζ)
l(ζ)

dζ

ζ − w
, z(ak) = Ak, (12)

in which ψ(ζ) is the function from the representation (3) of the function
z′(w).

When Γ ∈ C1,L
D (A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2, and p ∈

P(Γ), the condition (11) is equivalent to the condition (9).
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Proof. Let φ ∈ Ep(·)(D). This is equivalent to the fact that

Ψ(w) = φ(z(w)) ∈ H l(·)(m(w)), (13)

where
m(w) = m(reiϑ) = |z′(reiϑ)|

1
p(z(eiϑ)) . (14)

Thus

φ(z) ∈ Ep(·)(D) ⇐⇒ Ψ(w) = φ(z(w)) ∈ H l(·)(m(w)). (15)

Let us now make use of the result given in [15]:
if l ∈ P̃(γ), then

m(w) ∼ m0(w) = m0(reiϑ) =

=
n∏

k=1

(w − ak)
νk−1
l(ak) exp

(
1

l(eiϑ)

∫

γ

ψ(ζ)
ζ − reiϑ

dζ

)
, (16)

and

m0(w) ∼ ρ(w) =
n∏

k=1

(w − ak)
νk−1
l(ak) exp

∫

γ

ψ(ζ)
l(ζ)

dζ

ζ − w
. (17)

It follows from (16), (17) that m(w) ∼ ρ(w), and hence by virtue of (15),
we conclude that

H l(·)(m(w)) = H l(·)(ρ(w)), (18)

whence, in view of (13), it follows that the first statement of the theorem is
valid.

Let now Γ ∈ C1,L
D (A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2, and p ∈

P(Γ). In this case, the function ψ in the representation (3) belongs to the
Hölder class ([7, pp. 146] and [16]). Therefore the function

∫
γ

ψ(ζ)
ζ−w dζ is

bounded in U (see, e.g., [17, pp. 50, 71]). But then in U are bounded
likewise the functions

exp
(
± 1

l(eiϑ)

∫

γ

ψ(ζ)
ζ − reiϑ

dζ

)
.

Thus, on the basis of (16), we find that the second statement of the
theorem is also valid. ¤

3.2. One Condition for Coincidence of the ClassesQ(Γ) and P̃(Γ).

Theorem 2. If the domain D is such that for conformal mapping z =
z(w) of the circle U onto D we have

z′(w) ∈
⋃

δ>0

H1+δ, (19)

then
Q(Γ) = P̃(Γ). (20)
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Proof. By virtue of the definition of the class of functions Q(Γ) (see (10)),
it suffices to state that: if p ∈ P̃(Γ), then l ∈ P̃(γ). Towards this end, we
shall use the following statement from [3]:

If p ∈ P(Γ), then under the condition (19), we have

|l(τ1 − l(τ2)| ≤ A

| ln |z(τ1)− z(τ2)|| <
A′

| ln |τ1 − τ2|| . (21)

If p ∈ P̃(Γ), then there exists the number ε > 0 for which the condition
(6) is fulfilled. Then

|l(τ1 − l(τ2)| ≤ A

| ln |z(τ1)− z(τ2)||1+ε

and (21) yields |l(τ1 − l(τ2)| ≤ A′| ln |τ1 − τ2||−(1+ε). Consequently, l ∈
P1+ε(γ), and hence l ∈ P̃(γ). ¤

Corollary 1. If Γ ∈ Λ, then the equality (20) holds.

This statement follows immediately from Theorem 2, if we take into
account the fact that the inclusions (2) in the case under consideration are
valid (see item 2.2.2).

Corollary 2. If Γ ∈ C1
D(A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2,

k = 1, . . . , n, then Q(Γ) = P̃(Γ).

Indeed, since the function exp
∫
γ

ψ(ζ)
ζ−w dζ for the continuous real ψ belongs

to
⋂

δ>1

Hδ (see [12] and [7, p. 96]), it is not difficult to state that z′ ∈ H1+δ0

for some δ0 > 0.

Corollary 3. In the assumption of Corollary 2, the class Q(Γ) in The-
orem 1 can be replaced by the class P̃(Γ).

3.3. One Subset of the Class P̃(Γ) Contained in Q(Γ). Note first
that according to Corollary 2, for p ∈ P̃(Γ) the curves Γ of the class Γ ∈
C1

D(A1, A2, . . . , An; ν1, ν2, . . . , νn), 0 < νk ≤ 2, belong to Q(Γ). However,
if for some j we have νj = 0, then this statement is, generally speaking,
doubtful. Therefore for such curves it is desirable to indicate certain sets of
functions p(t) for which the equality (20) remains valid.

Let p(t) be such a function from P(Γ) (P̃(Γ)) which is constant in some
neighborhoods of the points Aνj . By virtue of the above-said, there ex-
ists the number σ > 0 such that as soon as |t1 − t2| < σ, the inequality
(4) ((6)) will be fulfilled. Since the conformal mapping of the domains of
above-mentioned type transfers the arcs of the boundary Γ into those of
the circumference γ (see., e.g., [18, p. 46]), there exist neighborhoods of
the points aνj at which the condition (4) ((6)) is fulfilled. Consequently,
there exists the number σγ > 0 such that for |τ1 − τ2| < σγ , τ1, τ2 ∈ γ, the
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inequality (4) ((6)) will be fulfilled. It is easy to verify that (4) ((6)) is valid
for any pairs τ1, τ2 lying on γ. This implies that l(τ) ∈ P(γ).

From the above, in particular, it follows that for the curves and func-
tions p(t) under consideration, we have P̃(Γ) = Q(Γ). Moreover, in these
assumptions, the set Q(Γ) in Theorem 1 can be replaced by the set P̃(Γ).

4. The Cauchy Type Integrals and Smirnov Classes

It is not difficult to state that if D is a simply connected domain bounded
by a simple rectifiable curve Γ, and p ∈ P(Γ), then the functions of the class
Ep(·)(D) are representable by the Cauchy type integral with density from
Lp(·)(Γ) (see Theorem 3 below). However, one fails to inverse this statement
to a full entent. It is shown in [2] that in the case of piecewise Lyapunov
curves this way is quite possible.

In this section we prove that the integrals (KΓϕ)(z), ϕ ∈ Lp(·)(Γ), be-
long to Ep(·)(D) under some, very important for applications, assumptions
regarding Γ and p(t), including the case in which Γ is an arbitrary piecewise
smooth curve, and p(t) ∈ Q(Γ).

4.1. The Representability of Functions from Ep(·)(D) by the Cauchy
Type Integral.

Theorem 3. If D is the inner domain bounded by a simple rectifiable
curve Γ, and φ ∈ Ep(·)(D), where p ∈ P(Γ), then φ is representable by the
Cauchy type integral with density from Lp(·)(Γ).

Proof. It follows from the definition of the class Ep(·)(D) that Ep(·)(D) ⊂
Ep(D), and since p ∈ P(Γ), hence p > 1. Thus Ep(·)(D) ⊂ E1(D). This
implies that φ is representable by the Cauchy type integral, i.e.,

φ(z) = (KΓφ+)(z), z ∈ D, (22)

(see, e.g., [8, p. 205]). Moreover, the function F (w) = φ(z(w))[z′(w)]1/p is
of the Hardy class Hp, and hence almost everywhere on γ there exists an
angular boundary value F+(τ). Since z′ ∈ H1 (see, e.g., [8, p. 405]), there
likewise exists [z′(w)]+ = z′(τ). Thus the boundary value of the function
Φ(z(w)) exists. Relying on this fact, we can conclude that

lim
r→1

(
|Φ(reiϑ)|p(z(eiϑ))|z′(reiϑ)|

)
=

∣∣φ(z(eiϑ))
∣∣p(z(eiϑ))|z′(eiϑ)|.

Using the Fatou lemma, by virtue of (8), we conclude that
2π∫

0

∣∣φ(z(eiϑ))
∣∣p(z(eiϑ))|z′(eiϑ)| dϑ < ∞.

The above-said is equivalent to the fact that
∫
Γ

|φ+(t)|p(t) |dt| < ∞, i.e.,

φ+ ∈ Lp(·)(Γ). But then the equality (22) implies that φ(z) is represented
by the Cauchy type integral with density from Lp(·)(Γ). ¤



On Some Properties of Analytic Smirnov Class Functions with a Variable Exponent 83

4.2. On the Belonging of the Cauchy Type Integral to the Class
Ep(·)(D) for Domains with Piecewise Smooth Boundaries.

Theorem 4. Let D be the simply connected finite domain bounded by the
curve Γ of the class C1

D(A1, A2, . . . , An; ν1, ν2, . . . , νn), and p ∈ Q(Γ). Then
the Cauchy type integral φ(z) = (KΓϕ)(z), where ϕ ∈ Lp(·)(Γ), belongs to
the class Ep(·)(D).

Proof. Since Lp(·)(Γ) ⊂ Lp(Γ), therefore ϕ ∈ Lp(Γ), p > 1. It is easy to
verify that the piecewise smooth curve is regular, and according to statement
(ii) of item 2.3, we can conclude that φ ∈ Ep(D). Using Theorem 1, we
find that the analytic in U function Ψ(w) = φ(z(w))ρ(w)), where ρ, defined
by the equality (12), belongs to the class Hp. Let us now show that Ψ+ ∈
Ll(·)(γ).

As far as Γ is the regular curve, and from the condition p ∈ Q(Γ) follows
p ∈ P(Γ), the operator SΓ is continuous in Lp(·)(Γ) (see statement (i) of
item 2.3). Thus the function φ+(t0) = 1

2 ϕ(t0) + 1
2 (SΓϕ)(t0) belongs to

Lp(·)(Γ), i.e., the function φ(z(τ))[z′(τ)]
1

p(z(τ)) ∼ φ(z(τ))m+(τ) (see (14))
belongs to Lp(·)(Γ). This is the same thing as Ψ+ ∈ Ll(·)(γ).

Thus Ψ ∈ Hp and Ψ+ ∈ Ll(·)(γ), where l ∈ P(γ). We now apply the
generalized Smirnov’s theorem: if Ψ(z) ∈ H l1(·) and Ψ+(t) ∈ Ll2(·)(γ),
l2 ∈ P(γ), then Ψ(z) ∈ H l̃(·), where l̃(t) = max(l1(τ), l2(τ)) (under such
a statement, this theorem has been proven in [2]). In our case, l̃(τ) =
max(p, l(τ)) = l(τ). Hence Ψ(w) ∈ H l(·), i.e., φ(z(w)) ∈ H l(·)(ρ) =
H l(·)(m(w)) (see(18)), and this is the same thing as φ(z) ∈ Ep(·)(D). ¤

4.3. On the Belonging of the Cauchy Type Integrals with Density
from Lp(·)(Γ) to the Class Ep(·)(D) when p(t) is the Hölder Continu-
ous Function. If we assume that p(t) is the Hölder class function, then the
class of piecewise smooth curves in Theorem 4 can be replaced by another
wide set of curves.

Upon our investigation we use Theorem 5 proven below. This theorem
generalizes Smirnov’s theorem (see 2.3.1) to the case of classes Ep(·)(D),
when D belongs to a rather wide class of functions.

4.3.1. Generalization of Smirnov’s Theorem.

Theorem 5. Let Γ be the simple, rectifiable, closed, regular curve bound-
ing the domain D such that

z′(w) ∈
⋃
σ>1

Hσ,
1

z′(w)
∈

⋃
η>0

Hη, (23)

where z = z(w) is the conformal mapping of the circle U onto the domain D.
If φ(z) ∈ Eµ(·)(D), min

t∈Γ
µ(t) = δ > 0 and φ+(t) ∈ Lp(t)(Γ), where p(t) is

the Hölder class function on Γ, then φ(z) ∈ Ep̃(·)(D), p̃(t) = max(µ(t), p(t)).
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Proof. Assume Ψ(w) = φ(z(w)) and show that the function Ψ(w) in the
adopted assumptions belongs to a certain Hardy class Hε, ε > 0.

Let ε be a number from the interval (0, δ). We have

Ir =

2π∫

0

|Ψ(reiϑ)|ε dϑ =

2π∫

0

|φ(reiϑ)|ε|z′(reiϑ)| ε
δ |z′(reiϑ)|− ε

δ dϑ.

Using Hölder’s inequality with the exponent δ/ε > 1, we obtain

Ir ≤
( 2π∫

0

|φ(reiϑ)|δ|z′(reiϑ)| dϑ

) ε
δ
( 2π∫

0

|z′(reiϑ)|− ε
δ−ε dϑ

) δ−ε
δ

≤

≤ [M(r)]
ε
δ

( 2π∫

0

dϑ

|z′(reiϑ)| ε
δ−ε

) δ−ε
δ

, M(r)=

2π∫

0

|φ(reiϑ)|δ|z′(reiϑ)| dϑ. (24)

It follows from the condition φ ∈ Eµ(·)(D) that φ ∈ Eδ(D), and hence

sup
0<r<1

M(r) = C < ∞. (25)

Further, the condition 1
z′ ∈

⋃
η>0

Hη provides us with 1
z′ ∈ Hη0 for some

η0 > 0. We choose ε such that ε
δ−ε = η0 (i.e., we take ε = ε0 = δη0

1+η0
).

Since 1
z′ ∈ Hη0 , therefore

sup
0<r<1

2π∫

0

dϑ

|z′(reiϑ)|η0
< ∞.

In view of the above-said and the inequality (25), from (24) it follows
that sup Ir < ∞. Thus we have stated that Ψ ∈ Hε0 , ε0 = δη0

1+η0
.

Since Ψ ∈ Hε0 , we have Ψ(w) = eiλb(w)σ(w)D(w), where b(w) is the
Blaschke product, σ(w) 6= 0, |σ(w)| ≤ 1, λ ∈ R, and

D(w) = exp
1
2π

2π∫

0

ln |Ψ(eiϕ)| e
iϕ + w

eiϕ − w
dϕ, |w| < 1

(see [8, p. 110]).
Assume l(τ) := l(eiϑ) = p(z(eiϑ)) = p(z(τ)), τ = eiϑ. Then since p(t) is

the Hölder class function on Γ, there exist numbers M and α ∈ (0, 1] such
that |p(t1)− p(t2)| < M |t1 − t2|α. Consequently,

|p(t1)− p(t2)| =
∣∣p(z(τ1))− p(z(τ2))

∣∣ ≤

≤ AM |z(τ1 − z(τ2)|α = AM

∣∣∣∣
τ2∫

τ1

z′(τ) dτ

∣∣∣∣
α

.
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It follows from the inclusion z′ ∈ ⋃
σ>1

Hσ (see (23)) that z′ ∈ Hσ0 for

some σ0 > 1. Then the last inequality (in view of the fact that on γ we
have s(τ1, τ2) ∼ |τ1 − τ2|) yields

|l(τ1)− l(τ2) ≤ AM

( τ2∫

τ1

|z′(τ)|σ0 |dτ |
) α

σ0 |τ1 − τ2|
σ0−1

σ0
α.

Thus l(τ) is the function from the Hölder class on γ. In view of the
above, we can apply the inequality proven in [2]:

|Ψ(reiϑ)|l(ϑ) ≤ A(r, ϑ)B(r, ϑ), (26)

where

A(r, ϑ) = exp
1
2π

2π∫

0

l(ϕ) ln |Ψ̃(eiϕ)|P (r, ϑ− ϕ) dϕ,

Ψ̃(eiϕ) =

{
Ψ(eiϕ), if |Ψ(eiϕ)| ≥ 1
1, if |Ψ(eiϕ)| < 1

, P (r, x) =
1− r2

1 + r2 − 2r cosx
,

and for B(r, ϑ), the following estimate is valid:

|B(r, ϑ)| ≤ k1 exp k2

2π∫

0

|Ψ(eiϕ)| dϕ = k3,

where k1, k2 does not depend on Ψ.
The inequality (26) results now in

2π∫

0

|Ψ(reiϑ)|l(ϑ)|z′(reiϑ)| dϑ ≤

≤ k3

2π∫

0

exp
(

1
2π

2π∫

0

ln |Ψ̃(eiϕ)|l(ϕ)P (r, ϑ− ϕ) dϕ

)
|z′(reiϑ)| dϑ. (27)

Since Γ is the regular curve, therefore D is Smirnov’s domain (see state-
ment (ii) of item 2.3), and hence

|z′(reiϑ)| = |z′(w)| = exp ln |z′(w)| =

= exp
1
2π

2π∫

0

ln |z′(reiϑ)|P (r, ϑ− ϕ) dϕ. (28)

Moreover, we have
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ln |Ψ̃(eiϕ)|l(ϕ) = ln
∣∣∣ |Ψ̃(eiϕ)|l(ϕ)z′(eiϕ)

z′(eiϕ)

∣∣∣ =

= ln
[
|Ψ̃(eiϕ)|l(ϕ)|z′(eiϕ)| − ln |z′(eiϕ)|

]
. (29)

From (27), by virtue of (28) and (29), we can conclude that

2π∫

0

|Ψ(reiϑ)|l(ϑ)|z′(reiϑ)| dϑ ≤

≤ k3

2π∫

0

exp
1
2π

2π∫

0

ln |Ψ̃(eiϕ)|l(ϕ)|z′(eiϕ)|P (z, ϑ− ϕ) dϕdϑ ≤

≤ k3

2π∫

0

|Ψ̃(reiϕ)|l(ϕ)|z′(eiϕ)| dϕ ≤

≤ k3

2π∫

0

|Ψ(eiϕ)|l(ϕ)|z′(eiϕ)| dϕ +

2π∫

0

|z′(eiϕ)| dϕ ≤

≤ k3

2π∫

0

|Ψ(eiϕ)|l(ϕ)|z′(eiϕ)| dϕ + k4. (30)

By the assumption of the theorem, φ+ ∈ Lp(·)(Γ). But
2π∫

0

|Ψ(eiϕ)|l(ϕ)|z′(eiϕ)| dϕ =
∫

Γ

|φ+(t)|p(t) |dt|

and from (30) follows

sup
r<1

2π∫

0

|Ψ(eiϕ)|l(ϕ)|z′(eiϕ)| dϕ < ∞.

Hence φ ∈ Ep(·)(D); and since φ ∈ Eµ(·)(D), then φ ∈ Ep̃(·)(D), p̃(t) =
max(p(t), µ(t)). ¤

4.4. The Cauchy Type Integrals in the Domains with Lavrentiev
Boundary.

Theorem 6. If D is the inner domain bounded by a simple rectifiable
curve of the class Λ, and p is the Hölder class function on Γ, then the
Cauchy type integral φ(z) = (KΓϕ)(z), where ϕ ∈ Lp(·)(Γ), belongs to the
class Ep(·)(D).

Proof. In the case under consideration, the both conditions in (23) are ful-
filled. Moreover, it can be easily verified that any curve from Λ is regular
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one. Next, since ϕ ∈ Lp(Γ), p = min
t∈Γ

p(t), in view of property (ii) in item 2.3,

we conclude that φ ∈ Ep(D). Along with the above-said, φ+ = 1
2 ϕ+ 1

2 SΓϕ,
ϕ ∈ Lp(·)(Γ). Since p ∈ P(Γ), therefore SΓϕ ∈ Lp(·)(Γ) (see Theorem A).
Consequently, φ+ ∈ Lp(·)(Γ).

Thus φ ∈ Ep(D) and φ+ ∈ Lp(·)(Γ), where p(t) is the Hölder class
function on Γ. This implies that all requirements of Theorem 5 are fulfilled
and hence φ ∈ Ep(·)(D). ¤
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Abstract. In this paper we consider an evolution inclusion with impulse
effects at fixed moments of time from the point of view of the theory of
global attractors. For an upper semicontinuous multivalued term which
does not provide the uniqueness of the Cauchy problem, we give sufficient
conditions on non-damped multivalued impulse perturbations, which allow
us to construct a multivalued non-autonomous dynamical system and prove
for it the existence of a compact global attractor in the phase space.
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îâäæñéâ. àèëĲŽèñî ŽðîŽóðëîåŽ éâåëáæå àŽéëçãèâñèæŽ âãëèñùæñîæ
øŽîåãŽ æéìñèïñîæ äâéëóéâáâĲæå áîëæï òæóïæîâĲñè éëéâêðâĲöæ. äâéëáŽê
êŽýâãîŽáñûõãâðæ éîŽãŽèïŽýŽ éŽîþãâêŽ éýŽîæïŽåãæï ŽîŽéæèâãŽáæ éîŽãŽè-
ïŽýŽ æéìñèïñî öâöòëåâĲŽäâ áŽáâĲñè àŽîçãâñè öâäôñáãâĲöæ ŽàâĲñèæŽ ŽîŽ-
Žãðëêëéæñîæ áæêŽéæñîæ ïæïðâéŽ áŽ áŽéðçæùâĲñèæŽ òŽäñî ïæãîùâöæ éæïæ
çëéìŽóðñîæ àèëĲŽèñîæ ŽðîŽóðëîæï ŽîïâĲëĲŽ.
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Introduction

One of the possible ways for the description of qualitative behavior of the
solutions of evolution problem is the proving of the existence in a phase space
of the problem of invariant attracting set, a global attractor. In contrast to
finite-dimensional problems, in the case of infinite-dimensional situation of
the dissipativity condition of a system does not ensure the existence of the
compact attractor, and the resolving of this problem is based essentially on
one-parameter semigroups apparatus. This approach was founded in the
seventies of the past century by J. Hale and O. A. Ladyzhenskaya. It was
then developed by J. Hale [7], [8] for autonomous infinite-dimensional sys-
tems generated by equations with delay, but his abstract results concerning
the existence of global attractors of dynamical systems mostly coincided
with the results due to O. A. Ladyzhenskaya [17], [18], which have been
gained in studying the dynamics of solutions of a two-dimensional system
of Navier–Stokes equations.

The essence of these results is based on the fact that for the given evolu-
tion problem {

∂tu(t) = F (u(t)),
u(0) = u0 ∈ E,

(1)

for which, as is known, it is globally and uniquely solvable in some class
W , and u(t) ∈ E ∀ t ∈ =+, where = is a nontrivial semigroup of the ad-
ditive group R, =+ = = ∩ [0,+∞), the one-parametric family of mappings
{V (t, · ) : E 7→ E}t∈=+ is constructed, where

V (t, u0) :=
{
u(t)| u( · ) is the solution of (1)

}
. (2)

On the strength that the problem (1) is autonomous, the family of map-
pings (2) is a semidynamical system, for which the invariant, compact, at-
tracting set in the phase space is found – a global attractor, which is minimal
among closed attracting sets and maximal among invariant compact sets.

In the papers of J. Hale [7], [8], O. A. Ladyzhenskaya [17], [18], M. I. Vi-
shik [1], R. Temam [26] and of other mathematicians the existence and
properties of global attractors were established in many nonlinear equations
of mathematical physics.

Owing to these works, the theory of global attractors of dynamical sys-
tems has became almost completed and for a wide class of autonomous
well-posed evolution dissipative problems it gives response to the question
about the existence of a global attractor, its connectedness, stability, ro-
bustness, regularity, structure and dimension.

At the same time, a large class of autonomous problems was left aside,
for which there is a global solvability theorem in phase space and there is no
uniqueness theorem or it hasn’t proved yet. These are the three-dimensional
Navier–Stokes system, the three-dimensional Benard system, the system of
equations of chemical kinetics under general conditions on parameters, wave
equations in the case of nonlinearity of general polynomial form, evolution
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nonlinear equations with non-Lipschitz function of interface, as well as an
evolution inclusion that arises while investigating evolution equations with
discontinuous coefficients. The problem of studying dynamics of systems
with possible nonuniqueness of a solution was solved in two ways. G. R. Sell
[25], M. I. Vishik [5] suggested the concept of a trajectory attractor, in the
context of which the dynamical system is constructed in the space of tra-
jectories on the basis of a shift operator. For that (already a single-valued)
dynamical system one can find an attracting set, a trajectory attractor. But
it is important to note that in the course of this approach the connection
with the system‘s phase space has been lost. Another approach proposed in
the papers due to J. M. Ball [2], V. S. Melnik [19], [20], assumed a possible
nonuniqueness of the solution by introducing a multivalued analogue of the
one-parameter semigroup (2).

Let us assume that the problem (1) is globally solved in the class W,
u(t) ∈ E ∀ t ∈ =+. Then correctly defined (multivalued in the general case)
is a family of mappings {G(t, · ) : E 7→ 2E}t∈=+ , where

G(t, u0) :=
{
u(t)| u( · ) ∈ W is the solution of (1)

}
. (3)

The family of mappings (3) showing that the conditions
{

G(0, x) = x ∀x ∈ E,

G(t + s, x) ⊂ G(t, G(s, x)) ∀x ∈ E, t, s ∈ =+,

are fulfilled, is called an m-semiflow.
The global attractor of the m-semiflow in the phase space E is called a

compact set Ξ which satisfies the following conditions:

1) ∀ t ∈ =+Ξ ⊂ G(t, Ξ) (semiinvariance),

2) for any bounded B ⊂ E dist(G(t, B), Ξ) → 0, t → +∞ (attraction).

As it turned out, the mappings of type (3) occur naturally in the evo-
lution equations without the uniqueness of a solution and also in evolution
inclusions. For most of them, the existence of a global attractor was proved.

Eventually, the apparatus of global attractors of one-parameter semi-
groups turned out to be not an easy-to-use for research of the qualitative
behavior of evolution systems, but it admits the generalization of nonau-
tonomous systems. In [4] by V. V. Chepyzhov and M. I. Vishik, such type
of generalization was realized by introducing an additional parameter, that
was responsible for non-autonomous terms. Moreover, the application for
equations with almost periodic in time right-hand part, as well as cascade
systems were examined.

This scheme has been generalized in the case of ambiguous solvability
by O. V. Kapustyan, V. S. Melnik, J. Valero[10]. The main idea of this
approach consists in that for the problem{

∂tu(t) = Fσ(t)(u(t)),
u(τ) = uτ ∈ E,

(4)
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it is assumed that a non-autonomous term σ(t) belongs to some space Σ,
where {T (h) : Σ 7→ Σ}h∈=+ is a semigroup, ∀σ ∈ Σ, τ ∈ =, uτ ∈ E, the
problem (4) is expected to be globally solvable in some class Wτ , u(t) ∈ E
∀ t ≥ τ . Thus we can correctly define the mapping (possibly multivalued):

Uσ(t, τ, uτ ) :=
{
u(t)| u( · ) ∈ W is the solution of (4)

}
. (5)

It describes the dynamics of solutions of problems (4). If the following
conditions are fulfilled for (5), ∀σ ∈ Σ





Uσ(τ, τ, uτ ) = uτ ,

Uσ(t, τ, uτ ) ⊂ Uσ(t, s, Uσ(s, τ, uτ )) ∀ t ≥ s ≥ τ,

Uσ(t + h, τ + h, uτ ) ⊂ UT (h)σ(t, τ, uτ ) ∀h ∈ =+,

then the family of mappings (5) is called a family of m-processes, for which
the global attractor is determined in the phase space E as a compact set
ΘΣ, for which the conditions below are fulfilled:

1) for any bounded B ⊂ E ∀ τ ∈ R dist(UΣ(t, τ, B), ΘΣ) → 0, t → +∞,

2) ΘΣ is minimal in a class of closed sets, which satisfies 1).

As it turned out, the dynamics of many classes of evolution problems
can be described in terms of global attractors of m-processes. Random
ambiguously solvable dynamical systems and evolution inclusions with non-
autonomous right-hand part were investigated with the exception of the
above-mentioned equations with almost periodic right-hand part and cas-
cade systems. Consequently, such an essential non-autonomous object as
evolution equations with impulses perturbations at fixed moments, can like-
wise be described in terms of non-autonomous dynamical processes. The
existence of global attractors for evolution equations with impulsive effects
was, for the first time, obtained in [11], [12], but only in the case of damped
impulsive effects, that is, when values of impulsive perturbations tend to
zero. This fact is essentially used in proving of the existence of global at-
tractor, because in reality it is proved that every element of global attractor
belongs to some trajectory of a non-perturbed evolution problem.

In the present article, relying on the theory of impulsive differential equa-
tions [24], the authors prove that the evolution inclusion with translation-
compact perturbations at fixed moments [13] generates a multivalued dy-
namical system for which there exists the compact global attractor.

Global Attractors of Multivalued Processes

Let (X, ρ) be a metric space, =d = {(t, τ) ∈ =2| t ≥ τ}, P (X) be a set
of all non-empty subsets of X, β(X) be a set of all non-empty, bounded
subsets of X, and Σ be some metric space, for which the semigroup {T (h) :
Σ 7→ Σ}h∈=+ is defined.
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Definition 1. We say that the family of multivalued processes (MP) is
defined, {Uσ : =d×X 7→ P (X)}σ∈Σ ∀σ ∈ Σ, if the following conditions are
fulfilled:

1) Uσ(τ, τ, x) = x ∀x ∈ X, ∀ τ ∈ =,

2) Uσ(t, τ, x) ⊆ Uσ(t, s, Uσ(s, τ, x)) ∀ t ≥ s ≥ τ , ∀x ∈ X,

3) Uσ(t + h, τ + h, x) ⊆ UT (h)σ(t, τ, x) ∀ t ≥ τ , ∀h ∈ =+,

where for A ⊂ X, B ⊂ Σ UB(t, s, A) =
⋃

σ∈B

⋃
x∈A

Uσ(t, s, x).

Definition 2. The compact set ΘΣ ⊂ X is called a global attractor of
the family of MP {Uσ}σ∈Σ if the following conditions are fulfilled:

1) ΘΣ is a uniformly attracting set, i.e. ∀ τ ∈ R, ∀B ∈ β(X)

dist(UΣ(t, τ, B), ΘΣ) → 0, t → +∞; (6)

2) ΘΣ is a minimal set in the class of all closed uniformly attracting sets.

Theorem 1. Let the family MP {Uσ}σ∈Σ satisfy the following condi-
tions:

1) ∃B0∈β(X) ∀B∈β(X) ∀ τ ∈= ∃T =T (B, τ) ∀ t≥T UΣ(t, τ, B)⊂B0;

2) ∀B ∈ β(X) ∀ τ ∈ = ∀ tn → +∞ any ξn ∈ UΣ(tn, τ, B) is precompact
in X.

Then there exists ΘΣ which is the global attractor of MP {Uσ}σ∈Σ. If,
moreover, ∀h ∈ =+ T (h)Σ = Σ and in condition 3) from Definition 1 the
equality is fulfilled, then it suffices to check only the conditions 1), 2) from
the theorem for τ = 0.

Proof. For any B ∈ β(X), τ ∈ =, let us consider a set

ωΣ(τ, B) =
⋂

s≥0

⋃

t≥s

UΣ(t, τ, B). (7)

Under the condition 2) we find in a standard way that ωΣ(τ, B) 6= ∅ is a
compact, attracting set B, i.e.,

dist
(
UΣ(t, τ, B), ωΣ(τ, B)

) → 0, t → +∞,

and it is a minimal closed set possessing this property. Then the set

ΘΣ = clX

( ⋃

τ∈=

⋃

B∈β(X)

ωΣ(τ, B)
)

(8)

satisfies the conditions 1), 2) from Definition 2.
Let us prove its compactness. Since ∀B ∈ β(X) ∀ τ ∈ = ∃T = T (B, τ)

∀ t ≥ T UΣ(t, τ, B) ⊂ B0, therefore ∀ p ∈ =+

UΣ(t + p, τ, B) ⊂ UΣ

(
t + p, t, UΣ(t, τ, B)

) ⊂
⊂ UΣ(t + p, t, B0) ⊂ UT (t)Σ(p, 0, B0) ⊂ UΣ(p, 0, B0).
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Thus ∀ s ≥ T , ∀ p ∈ =+

⋃

t′≥s+p

UΣ(t′, τ, B) ⊂ UΣ(p, 0, B0).

Then ∀ s′ ∈ =+

⋃

p≥s′

⋃

t′≥s+p

UΣ(t′, τ, B) ⊂
⋃

p≥s′
UΣ(p, 0, B0),

clX

( ⋃

t′≥s+s′
UΣ(t′, τ, B)

)
⊂ clX

( ⋃

p≥s′
UΣ(p, 0, B0)

)
,

⋂

s′≥0

clX

( ⋃

t′≥s+s′
UΣ(t′, τ, B)

)
⊂

⋂

s′≥0

clX

( ⋃

p≥s′
UΣ(p, 0, B0)

)
,

⋂

s′′≥s

clX

( ⋃

t′≥s′′
UΣ(t′, 0, B)

)
⊂ ωΣ(0, B0).

Thereby, ωΣ(τ, B) ⊂ ωΣ(0, B0), hence ΘΣ = ωΣ(0, B0), and the desired
compactness is proved. The second part of the theorem follows from the
following inclusions: if τ ≥ 0

UΣ(t, τ, B) ⊂ UT (τ)Σ(t− τ, 0, B) ⊂ UΣ(t− τ, 0, B);

if τ < 0
UΣ(t, τ, B) = UT (−τ)Σ(t, τ, B) = UΣ(t− τ, 0, B).

The theorem is proved. ¤

The Statement of the Impulsive Problem and the Properties
of Solutions

Given a triplet V ⊂ H ⊂ V ∗ of Hilbert spaces with a compact and dense
embedding, 〈 · , · 〉 is a canonical duality between V and V ∗. Let us denote
by ‖·‖ and ( · , · ) the norm and the scalar product in the space H, ‖·‖V is a
norm in the space V . Assume that the inequality ‖u‖2 ≤ α‖u‖2V is fulfilled.

We consider a linear continuous operator A : V → V ∗, which for the
constants λ1 > 0, λ2 > 0 satisfies the following conditions:

∀u ∈ V 〈Au, u〉 ≥ λ1‖u‖2V , (9)

∀u, v ∈ V |〈Au, v〉| ≤ λ
1
2
2 〈Au, u〉 1

2 ‖v‖V . (10)

From the condition (9), we obtain the estimate |〈Au, v〉| ≤ λ2‖u‖V ‖v‖V .
Then using Lax–Milgram’s lemma, we have that ∃A−1 ∈ L(V ∗, V ) and,
moreover, ‖A−1‖ ≤ 1

λ1
, ‖A‖ ≤ λ2.

Suppose that the multivalued perturbation F : H 7→ P (H) satisfies the
conditions

∀ y ∈ H F (y) is convex, closed, bounded subset of H; (11)
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F is w-upper semicontinuous (w-u.s.), and has no more than linear growth,
i.e.

∀ ε > 0 ∀ y0 ∈ H ∃ δ > 0 y ∈ Oδ(y0), F (y) ⊂ Oε(F (y0)); (12)

∃C ≥ 0 ∀ y ∈ H ‖F (y)‖+ ≤ C(1 + ‖y‖). (13)

Here, for B ⊂ H, we denote ‖B‖+ = sup
b∈B

‖b‖.
Consider the problem





dy

dt
+ Ay ∈ F (y) + h(t), t > τ,

y(τ) = yτ ,
(14)

where τ ∈ R, yτ ∈ H, the operator A and the multivalued function F satisfy
the conditions (9), (10), (11)–(13), h ∈ L2

loc(R,H).

Definition 3. By the solution of the problem (14) on (τ, T ) is meant
the function y ∈ L2(τ, T ;V ) with dy

dt ∈ L2(τ, T ;V ∗) such that there exists
f ∈ L2(τ, T ;H), f(t) ∈ F (y(t)) almost everywhere (a.e.), and





dy

dt
+ Ay = f(t) + h(t),

y(τ) = yτ .
(15)

It is known [6] that for all τ ∈ R, T > τ , yτ ∈ H under the conditions (9),
(10), (11)–(13) the problem (14) has at least one solution and, moreover,
any solution of problem (14) belongs to the space C([τ ; T ]; H). Thus, there
is a reason to speak about global solvability of (14) on (τ, +∞).

For the problem (14), we formulate the following impulsive problem: at
fixed time moments {τi}i∈Z , τi+1−τi ≥ γ > 0, every solution of the problem
(14) in the phase space H undergoes impulsive perturbation of the form:

y(τi + 0)− y(τi) ∈ g(y(τi)) + Ψi, i ∈ Z, (16)

where g : H 7→ H is the given function and Ψi ⊂ H are the given sets.
Then ∀ τ ∈ [τi, τi+1), ∀ yτ ∈ H, the Cauchy problem for (14), (16) is

globally solvable in the sense that ∀ yτ ∈ H there exists the function y(·),
which is the solution of (14) on (τ, τi+1), (τi+1, τi+2), . . . , y(τ) = yτ , and at
the time moments {τi, τi+1, . . . }, the function y(·) satisfies the relation (16)
and is left-continuous.

Let us define some properties of the solution for the problem (14), (16).
Towards this end, we consider an auxiliary problem





dy

dt
+ Ay = f(t),

y(τ) = yτ .
(17)

It is known [3], [26] that the problem (17) under the conditions (9), (10) for
any yτ ∈ H, T > τ , f ∈ L2(τ, T ;H) has a unique solution in the Hilbert
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space

W (τ, T ) =
{

y| y ∈ L2(τ, T ; V ),
dy

dt
∈ L2(τ, T ; V ∗)

}
,

which is denoted by y = I(f, yτ ). Moreover, the function t 7→ ‖y(t)‖ is
absolutely continuous on [τ, T ] and a.e. on (τ, T ) the equality

1
2

d

dt
‖y(t)‖2 + 〈Ay(t), y(t)〉 = (f(t), y(t)) (18)

is valid.

Lemma 1. We have a sequence of problems (17) with right-hand parts
fn ∈ L2(τ, T ; H) and initial datas yn

τ ∈ H. Let fn
w→ f in L2(τ, T ; H),

yn
τ

w→ yτ in H. Then yn = I(fn, yn
τ ) → y = I(f, yτ ) in C([δ, T ]; H) ∀ δ ∈

(τ, T ). If yn
τ → yτ in H, then yn → y in C([τ, T ];H).

Proof. From (18), we have an estimation for τ ≤ s ≤ t ≤ T ,

‖yn(t)‖2 + 2λ1

t∫

s

‖yn(p)‖2V dp ≤ ‖yn(s)‖2 + 2

t∫

s

(fn(p), yn(p)) dp. (19)

From (19), due to the boundedness of {fn} in L2(τ, T ;H), the boundedness
of {yn

τ } in H and (7), we have that ∃M > 0 ∀n ≥ 1,

sup
t∈[τ,T ]

‖yn(t)‖+

T∫

τ

‖yn(p)‖2V dp +

T∫

τ

∥∥∥dyn

dt

∥∥∥
2

V ∗
dp ≤ M. (20)

Hence there exists y ∈ W (τ, T ) such that yn
w→ y in W (τ, T ). Then under

the compactness of the embedding W (τ, T ) ⊂ L2(τ, T ; H), we obtain yn → y
in L2(τ, T ;H), and it means that yn(t) → y(t) in H for almost all t ∈ (τ, T ),
and, besides, yn(tn) w→ y(t0) in H ∀ tn → t0 ∈ [τ, T ]. Hence, in particular,
y = I(f, yτ ).

Let us now consider the functions

Jn(t)=‖yn(t)‖2−2

t∫

τ

(fn(p), yn(p)) dp, J(t)=‖y(t)‖2−2

t∫

τ

(f(p), y(p)) dp.

These functions under (19) are monotonous non-increasing, continuous,
and Jn(t) → J(t) a.e. on (τ, T ). Then Jn(t) → J(t) in C([δ, T ]) ∀ δ ∈ (τ, T ).

Let
max

t∈[δ,T ]
‖yn(t)− y(t)‖ = ‖yn(tn)− y(tn)‖

and on some subsequence tn → t0.
Thus, under (20),

tn∫

t0

∣∣(fn(p), yn(p))
∣∣ dp ≤ M

tn∫

t0

‖yn(p)‖ dp → 0, n → +∞.
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Then
tn∫

τ

(fn(p), yn(p)) dp −→
t0∫

τ

(f(p), y(p)) dp.

Hence, under the weak convergence of yn(tn) to y(t0), we have a system
of inequalities

J(t0) ≤ lim‖yn(tn)‖2 − 2

t0∫

τ

(f(p), y(p)) dp ≤

≤ lim‖yn(tn)‖2 − 2

t0∫

τ

(f(p), y(p)) dp ≤ limJn(tn) = J(t0).

It follows that there exists lim
n→+∞

‖yn(tn)‖ = ‖y(t0)‖ such that yn(tn) →
y(t0) in H. Hence, on some subsequence, yn → y in C([δ, T ];H). Since (17)
has a unique solution, the convergence goes along the whole sequence.

If yn
τ → yτ , then Jn(τ) → J(τ), hence Jn → J in C([τ, T ]) and, similarly

to the previous arguments, we obtain yn → y in C([τ, T ]; H). The lemma
is proved. ¤

The following lemma provides us with the sufficient conditions of dissi-
pativity for the impulsive problem (14), (16).

Lemma 2. Let the conditions

sup
i∈Z

‖Ψi‖+ < ∞, (21)

∃D > 0 ∀u ∈ H ‖g(u)‖ ≤ D(1 + ‖u‖), (22)

‖h‖2+ := sup
t∈R

t+1∫

t

‖h(s)‖2 ds < ∞, (23)

−2λ1

α
+ 2C +

1
γ

ln(1 + (D + 1)2) < 0 (24)

be fulfilled. Then

∃R > 0 such that ∀ r ≥ 0 ∀ y0 ∈ H, ‖y0‖ ≤ r,

and for any solution y(·) of the problem (14), (16) on (0, +∞)

with y(0) = y0, ∃T = T (r) such that ∀ t ≥ T, ‖y(t)‖ ≤ R.

(25)

Proof. From the inequality
d

dt
‖y(t)‖2 +

2λ1

α
‖y(t)‖2 ≤ 2C‖y(t)‖2 + 2C‖y(t)‖+ 2‖h(t)‖ ‖y(t)‖ (26)

and under the condition (24), for a.a. t we have the estimation

d

dt
‖y(t)‖2 + δ‖y(t)‖2 ≤ C1

(‖h(t)‖2 + 1
)
, (27)
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where the constants δ = 2λ1
α −2C > 0, C1 > 0 depend only on the constants

of the problem (14), (16). Moreover, taking (16) into account, we have∣∣∣ ‖y(τi + 0)‖2 − ‖y(τi)‖2
∣∣∣ ≤ (D + 1)2‖y(τi)‖2 + C2,

where the constant C2 > 0 depends only on the constants of the problem
(14), (16). It turns out that the function t 7→ ‖y(t)‖2 is the solution of the
impulsive problem




d

dt
‖y(t)‖2 + δ‖y(t)‖2 ≤ C1

(‖h(t)‖2 + 1
)
,

‖y(τi + 0)‖2 − ‖y(τi)‖2 ≤ (D + 1)2‖y(τi)‖2 + C2,

and the solutions of this problem at every moment cannot exceed the solu-
tions of the problem




d

dt
x(t) + δx(t) = C1

(‖h(t)‖2 + 1
)
,

x(τi + 0)− x(τi) = (D + 1)2x(τi) + C2.
(28)

For every x0 ∈ R, the solution x(·) of the problem (28) with x(0) = x0 is
defined by the formula [24]

x(t) = e−δt
(
1 + (D + 1)2

)i(t,0) · x0+

+

t∫

0

C1

(‖h(p)‖2 + 1
)
e−δ(t−p)

(
1 + (D + 1)2

)i(t,p)
dp+

+ C2

∑

0≤τi<t

e−δ(t−τi)
(
1 + (D + 1)2

)i(t,τi)
,

where i(t, s) is a number of points τi on [s, t).
By the condition (24), ∃µ > 0 such that

−δ +
1
γ

ln(1 + (D + 1)2) ≤ −µ < 0,

and ∀ t > 0, we have the inequality

t∫

0

‖h(s)‖2e−µ(t−s) ds ≤

≤
t∫

t−1

‖h(s)‖2 ds + e−µ

t−1∫

t−2

‖h(s)‖2 ds + e−2µ

t−2∫

t−3

‖h(s)‖2 ds + · · · ≤

≤ ‖h‖2+(1− e−µ)−1,

then for x0 = ‖y(0)‖2, it is easy to get an estimation for all t ≥ 0

‖y(t)‖2 ≤ x(t) ≤ e−µt‖y(0)‖2 + M,

from which follows the condition (25). The lemma is proved. ¤
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The Construction of the Semigroup of Translations for
Impulsive Systems with Nondamped Perturbations

Let us begin with the presentation of the concept of translation-compact
functions [5]. Let (M, ρM) be a complete metric space. We consider the
space C(R;M) of continuous functions from R toM with topology of uniform
convergence on the compacts, i.e.,

σn → σ in C(R;M) ⇐⇒
⇐⇒ ∀ [t1, t2] ⊂ R, max

t∈[t1,t2]
ρM(σn(t), σ(t)) → 0, n →∞.

The defined topology can be described by using the metric, and with this
metric C(R;M) will be the complete metric space.

For the fixed σ(·) ∈ C(R;M), define the set

H(σ) := clC(R;M)

{
σ(t + · )| t ∈ R}

.

Definition 4. The function σ(·) ∈ C(R;M) is called a translation-
compact function (tr.-c.) in C(R;M) if H(σ) is compact in C(R;M).

The concept of the translation-compactness, as the form of generalization
of almost periodicity, was presented in [5]. In this paper, an example of
translation-compact but not almost periodic function is given.

Lemma 3 ([5]). If σ ∈ C(R;M) is tr.-c. function in C(R;M), then

1) any σ1(·) ∈ H(σ) is also tr.-c. in C(R;M), H(σ1) ⊆ H(σ);

2) ∃R > 0 ∀σ1(·) ∈ H(σ) sup
s∈R

ρM(σ1(s), 0) ≤ R;

3) the translation group {T (t)}t∈R, T (t)σ(s) = σ(t + s), for any t ∈ R is
continuous in the topology C(R;M), and T (t)H(σ) = H(σ).

Let us consider the space L2,w
loc (R; H), that is, the space L2

loc(R; H) with
a local weak convergence topology, i.e.,

σn → σ in L2,w
loc (R; H) ⇐⇒ ∀ [t1, t2] ⊂ R ∀ η ∈ L2(t1, t2; H),

t2∫

t1

(σn(t)− σ(t), η(t)) dt → 0, n →∞.

In the same way as above, for the function σ ∈ L2,w
loc (R; H) we consider

the set
H(σ) := clL2,w

loc (R;H)

{
σ(t + s)| t ∈ R}

.

Definition 5. The function σ(·) ∈ L2,w
loc (R; H) is to be called translation-

compact (tr.-c.) in L2,w
loc (R; H), if H(σ) is compact in L2,w

loc (R; H).

Lemma 4 ([5]). The function σ ∈ L2,w
loc (R;H) is tr.-c. in L2,w

loc (R;H) ⇔
‖σ‖2+ < ∞.
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Lemma 5 ([5]). If σ ∈ L2,w
loc (R;H) is tr.-c. in L2,w

loc (R;H), then

1) any σ1(·) ∈ H(σ) is also tr.-c. in L2,w
loc (R;H), H(σ1) ⊆ H(σ);

2) ∀σ1(·) ∈ H(σ) ‖σ1‖2+ ≤ ‖σ‖2+;

3) the translation group {T (t)}t∈R, T (t)σ(s) = σ(t + s), for any t ∈ R is
continuous in the topology L2,w

loc (R;H), and T (t)H(σ) = H(σ).

We proceed to the construction of translation-compact distribution as
the generalization of almost periodic distribution [24].

Consider the separable Banach space

D =
{
ϕ ∈ C1(R)| D1ϕ is absolutely continuous on R,

Djϕ ∈ L1(R), j = 0, 1, 2
}

with the norm

|ϕ|D := max
j=0,1,2

{ +∞∫

−∞
| Djϕ(t)| dt

}
.

Let (X, ‖·‖) be the Banach space. We consider a subset of the space L(D, X)
of all linear continuous operators from D into X for fixed K > 0:

WK =
{
h ∈ L(D, X)| ‖h‖L(D,X) ≤ K

}
.

Lemma 6. There exists the function ρWK on WK for which the following
conditions are fulfilled:

1) (WK , ρWK
) is the complete metric space;

2) ρWK (An, A) → 0 ⇐⇒ ∀ϕ ∈ D Anϕ → Aϕ;

3) ρWK (A1, A2) ≤ L‖A1 −A2‖L(D,X).

Proof. Let {xi} be a dense set in D. There is

ρWK
(A,B) =

∞∑

i=1

αi
‖Axi −Bxi‖

1 + ‖Axi −Bxi‖

for αi > 0,
∞∑

i=1

αi < ∞, the metric is determined in WK , and the condition

2) is fulfilled. Moreover, in this formula we always can choose numbers

{αi} such that the inequality
∞∑

i=1

αi‖xi‖ < ∞ holds. Let us now prove that

(WK , ρWK ) is a complete metric space.
Indeed, if ρWK (An, Am) → 0, then Anϕ− Amϕ → 0 for any ϕ ∈ D. We

put Aϕ := lim Anϕ, then A is linear. Thus, ‖Aϕ‖ ≤ K|ϕ|D under ‖Anϕ‖ ≤
K|ϕ|D, so A ∈ WK . Since

∞∑
i=1

αi‖xi‖ < ∞, it follows that ρWK (A,B) ≤
L‖A−B‖L(D,X). The lemma is proved. ¤
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Next, for any s ∈ R, we consider the map T (s) : WK 7→ WK such that

(T (s)h)ϕ(·) = hϕ(· − s) ∀h ∈ WK , ∀ϕ ∈ D.

It is easy to find that T (s)WK = WK ∀ s ∈ R and {T (s)} is a continuous
group in WK .

Definition 6. The element h ∈ WK is called a translation-compact
distribution if the function T (·)h : R 7→ WK is translation-compact in
C(R;WK).

Here, the set

ΣK = clWK

{
T (s)h | s ∈ R}

(29)

is called a minimal flow which is generated by h ∈ WK .

Lemma 7. If h ∈ WK is the translation-compact distribution, then ΣK

is compact in WK and T (s)ΣK = ΣK for any s ∈ R. If for h ∈ WK , the
mapping T ( · )h : R 7→ WK is uniformly continuous in R and ΣK is compact
in WK , then h is the translation-compact distribution.

Let the sequences {fi}i∈Z ⊂ X, {ti}i∈Z ⊂ R be given, and the following
conditions be fulfilled:

sup
i∈Z

‖fi‖ ≤ K, {fi}i∈Z is precompact in X,

ti = ai + ci for a > 0, sup
i∈Z

|ci| < ∞, ti+1 − ti ≥ γ > 0.
(30)

Then h ∈ L(D, X) is determined by h =
∑
i

fiδti , hϕ =
∑
i

fiϕ(ti) and

‖hϕ‖ ≤
∥∥∥

∑

i

fiϕ(ti)
∥∥∥ ≤ K

∑

i

|ϕ(ti)| ti+1 − ti
ti+1 − ti

≤ 2K

γ
|ϕ|D .

The last inequality is a consequence of the following lemma.

Lemma 8. If ϕ ∈ D, then the inequality

∑

i

‖ϕ(ti)‖(tk+1 − tk) ≤
∫

R

(‖ϕ(t)‖+ ‖ϕ′(t)‖) dt

holds.

Proof. The lemma can be considered as already proven if the inequality

|ϕ(t)|(tk+1 − tk) ≤
tk+1∫

tk

(|ϕ(s)|+ |ϕ′(s)|) ds

holds for k ∈ Z, where t ∈ [tk, tk+1].
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Summing the following inequalities
t∫

tk

ϕ′(s)(s− tk) ds = ϕ(t)(t− tk)−
t∫

tk

ϕ(s) ds,

tk+1∫

t

ϕ′(s)(s− tk+1) ds = −ϕ(t)(t− tk) + (tk+1 − tk)ϕ(t)−
tk+1∫

t

ϕ(s) ds,

we get

ϕ(t)(tk+1−tk)=

tk+1∫

tk

ϕ(s) ds+

t∫

tk

ϕ′(s)(s−tk) ds+

tk+1∫

t

ϕ′(s)(s−tk − 1) ds.

So,

|ϕ(t)|(tk+1 − tk) ≤

≤
tk+1∫

tk

|ϕ(s)|ds + (t− tk)

t∫

tk

|ϕ′(s)| ds + (tk + 1− t)

tk+1∫

t

|ϕ′(s)| ds ≤

≤
tk+1∫

tk

|ϕ(s)| ds + (t− tk)

tk+1∫

tk

|ϕ′(s)| ds + (tk + 1− t)

tk+1∫

tk

|ϕ′(s)| ds ≤

≤
tk+1∫

tk

(|ϕ(s)|+ |ϕ′(s)|) ds.

The lemma is proved. ¤

Denote W = W 2K
γ

, Σ = Σ 2K
γ

. Under the conditions that {fi}i∈Z is
precompact, and {ci}i∈Z is bounded, we can use the following property: for
any sequence of integers {mn} there exist sequences {mk} and {f̃i}i∈Z ⊂ X,
{c̃i}i∈Z ⊂ R such that for all i ∈ Z,

‖fi+mk
− f̃i‖ → 0, |ci+mk

− c̃i| → 0, k →∞. (31)

As is known [24], the uniform with respect to i ∈ Z convergence in (31)
characterizes almost periodic sequences.

Theorem 2. Let the conditions (30) be fulfilled. Then h =
∑
i

fiδti is

the translation-compact distribution, and for any g ∈ Σ, the representation
g =

∑
i

liδτi holds, and also the sequences {li} ⊂ X, {τi} ⊂ R satisfy the

condition (30). Moreover, if gn =
∑
i

lni δτn
i
−→ g =

∑
i

liδτi in Σ, then

lni → li in X, τn
i → τi in R ∀ i ∈ Z.
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Proof. At our first step, we prove that the mapping h =
∑
i

fiδti is the

translation-compact distribution, if and only if the function F (t)=
∑
i

fiϕ(t−
ti) is translation-compact in C(R; X) for any ϕ ∈ D.

∥∥(T (s)h)ϕ− (T (t)h)ϕ
∥∥ ≤

∥∥∥
∑

i

(fiϕ(ti − s)− fiϕ(ti − t))
∥∥∥ ≤

≤ C

γ
|t− s|

∑

i

∥∥ϕ′(t∗i )(ti − ti−1)
∥∥

for t > s, where t∗i ∈ [ti − t, ti − s]. Here, without loss of generality, we
assume that t − s < γ. Then for an arbitrary number i, t − s < ti − ti−1

and t∗i ∈ [ti − t, ti − s] ⊂ [ti−1 − s, ti − s]. Relying on the proof of Lemma
8, we have

|ϕ′(t∗i )|(ti − ti−1) ≤
ti−s∫

ti−1−s

(|ϕ′(r)|+ |ϕ′′(r)|) dr.

Thus,

∥∥(T (s)h)ϕ− (T (t)h)ϕ
∥∥ ≤ 2C

γ
|t− s| |ϕ|D,

so,

‖T (s)h− T (t)h‖L(D,X) ≤
2C

γ
|t− s|,

‖F (s)− F (t)‖ ≤ 2C

γ
|t− s| |ϕ|D,

and also, the functions F (·), T (·)h are uniformly continuous in R. If h is the
translation-compact distribution, then {T (s)h| s ∈ R} is precompact in W .
Thus, on the basis of Lemma 7, we find that {F (s)| s ∈ R} is precompact
in X for any ϕ ∈ D, and also, the mapping F is translation-compact in
C(R;X).

Inversely, let F be the translation-compact in C(R; X). We choose

{ϕj}j≥1 ⊂ D, supp ϕj ⊂ [− 1
j , 1

j ], ϕj ≥ 0,
+∞∫
−∞

ϕj(t) dt = 1, and consider the

mapping Fj which is defined as follows:

Fjϕ =

+∞∫

−∞

∑

i

fiϕj(t− ti)ϕ(t) dt ∀ϕ ∈ D.
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Then

‖Fjϕ‖ =
∥∥∥∥

+∞∫

−∞
ϕj(t)

∑

i

fiϕ(t + ti) dt

∥∥∥∥ ≤

≤ C

∞∫

−∞
ϕj(t)

∑

i

|ϕ(t + ti)| dt ≤ C
∑

i

∣∣ϕ(θj
i + ti)

∣∣,

where θj
i ∈ [− 1

j , 1
j ]. Here, without loss of generality, we assume that 1

j < γ.

Hence, we have

‖Fjϕ‖ ≤ C
∑

i

∣∣ϕ(θj
i + ti)

∣∣ ≤ C

2γ

∑

i

|ϕ(θj
i + ti)|(ti+1 − ti−1) ≤

≤ C

2γ

∑

i

ti+1∫

ti−1

(|ϕ(s)|+ |ϕ′(s)|) ds ≤ 2C

γ
|ϕ|D,

by virtue of Lemma 8, i.e. Fj ∈ W . Let us show that Fj is the translation-
compact distribution. We start with

∥∥(T (t′)Fj)ϕ− (T (t′′)Fj)ϕ
∥∥ =

=
∥∥∥∥

+∞∫

−∞

∑

i

fiϕj(t− ti)
(
ϕ(t− t′)− ϕ(t− t′′)

)
dt

∥∥∥∥ ≤

≤ C

+∞∫

−∞
ϕj(t)

∑

i

∣∣ϕ(t + ti − t′)− ϕ(t + ti − t′′)
∣∣ dt ≤

≤ C
∑

i

∣∣ϕ(t∗i,j − t′)− ϕ(t∗i,j − t′′)
∣∣,

where t∗i,j ∈ [ti − 1
j , ti + 1

j ]. Then

∥∥(T (t′)Fj)ϕ− (T (t′′)Fj)ϕ
∥∥ ≤ C|t′ − t′′|

∑

i

∣∣ϕ′(θj
i ))

∣∣,

holds for t′′ < t′, where

θj
i ∈ [t∗i,j − t′, t∗i,j − t′′] ⊂

[
ti − 1

j
− t′, ti +

1
j
− t′′

]
⊂

⊂
[
ti − 1

j
− t′, ti +

1
j
− t′ + |t′ − t′′|

]
⊂ [ti−1 − t′, ti+1 − t′].
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Hence, if 1
j < γ/2, |t′ − t′′| < γ/2, we have the estimation

∥∥(T (t′)Fj)ϕ− (T (t′′)Fj)ϕ
∥∥ ≤

≤ C

2γ
|t′ − t′′|

∑

i

∣∣ϕ′(θj
i ))

∣∣(ti+1 − ti−1) ≤ 2C

γ
|t′ − t′′| |ϕ|D

to be fulfilled. Thus, we have proved that T (·)Fj is uniformly continuous.
It remains to prove that {T (s)Fj | s ∈ R} is a precompact set in W . Let
sn →∞ be an arbitrary sequence. Since the function Fj(t) =

∑
i

fiϕj(t−ti)

is translation-compact in C(R; X), there exists the subsequence (denoted as
{sn}), and when R > 0, the statement

sup
|t|≤R

∥∥Fj(t− sn)− Fj(t− sm)
∥∥ → 0, n,m →∞

holds. Note that on the basis of diagonal method we can use the general
subsequence sn for all ϕj Since for all ϕ ∈ D, ε > 0 there exists R > 0, and
also

∫
|t|>R

|ϕ(t)| dt < ε, hence

∣∣∣∣
∫

|t|>R

∑

i

fiϕj(t + sn − ti)
∣∣∣∣ϕ(t) |dt| ≤ 2C

γ
|ϕj |D

∫

|t|>R

|ϕ(t)| dt < C(j)ε.

Then

∥∥(T (sn)Fj)ϕ− (T (sm)Fj)ϕ
∥∥ =

=
∥∥∥∥

∞∫

−∞

∑

i

fiϕj(t− ti)ϕ(t− sn) dt−
∞∫

−∞

∑

i

fiϕj(t− ti)ϕ(t− sm) dt

∥∥∥∥ =

=
∥∥∥∥

∞∫

−∞

( ∑

i

fiϕj(t + sn − ti)−
∑

i

fiϕj(t + sm − ti)
)
ϕ(t) dt

∥∥∥∥ ≤

≤
∥∥∥∥

R∫

−R

∑

i

fi(ϕj(t + sn − ti)− ϕj(t + sm − ti))ϕ(t) dt

∥∥∥∥ + 2C(j)ε.

That’s why for all ε > 0, j ≥ 1, ϕ ∈ D there exists N = N(ε, j, ϕ) such that
∀m,n ≥ N

∥∥(T (sn)Fj)ϕ− (T (sm)Fj)ϕ
∥∥ < ε.
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Hence, the set {T (s)Fj | s ∈ R} is precompact in W . Relying on Lemma 8,
for all ϕ ∈ D

∥∥∥∥
∞∫

−∞

∑

i

fiϕj(t− ti)ϕ(t) dt−
∑

i

fiϕ(ti)
∥∥∥∥ =

=
∥∥∥∥

∞∫

−∞

∑

i

fiϕj(t− ti)(ϕ(t)− ϕ(ti) dt

∥∥∥∥ ≤

≤ C
∑

i

ti+
1
j∫

ti− 1
j

1
j

max
θ∈[ti− 1

j ,ti+
1
j ]
|ϕ′(θ)|ϕj(t− ti) dt ≤ 2C

γ

1
j
|ϕ|D,

i.e. ‖Fj − h‖L(D;X) ≤ 2C
γ

1
j . Then for all ϕ ∈ D and ε > 0, there exist

j(ε, ϕ) and N(j, ε, ϕ) such that for any n,m > N ,
∥∥(T (sn)h)ϕ− (T (sm)h)ϕ

∥∥ ≤
≤ ∥∥T (sn)h− T (sn)Fj

∥∥
L(D;X)

|ϕ|D+

+
∥∥T (sm)h− T (sm)Fj

∥∥
L(D;X)

|ϕ|D +
∥∥(T (sn)Fj)ϕ− (T (sm)Fj)ϕ

∥∥ ≤

≤ 4C

γ

1
j
|ϕ|D +

∥∥(T (sn)Fj)ϕ− (T (sm)Fj)ϕ
∥∥ < ε.

Hence, the set Σ is compact in W . Thus the desired equivalence is proved.
Let us now prove the first statement. We show that the set {F (s)| s ∈ R}

is precompact in X for all ϕ ∈ D. Let sn → ∞ be an arbitrary sequence.
Then there exists the sequence {mn} ⊂ Z, such that |sn − amn| ≤ a, and
on some subsequence sn − amn → b, n → ∞. On the basis of {mn}, we
choose {mk} ⊂ {mn}, f̃i, c̃i from (31). Let t̃i = ai − b + c̃i. By (31),
sup

i
‖f̃i‖ ≤ C, sup

i
|c̃i − b| < ∞. Moreover, if ti+1 − ti = a + ci+1 − ci ≥ γ,

t̃i+1− t̃i = a+ c̃i+1− c̃i, then from (31) it follows that t̃i+1− t̃i ≥ γ. Thus the
sequences {f̃i} ⊂ X and {c̃i−b} ⊂ R satisfy the conditions (30). Therefore,
for any i ∈ Z, from the convergence sk − ti+mk

→ −t̃i, k →∞, we have
∥∥∥

∑

i

fiϕ(sk − ti)−
∑

i

f̃iϕ(−t̃i)
∥∥∥ ≤

≤
∥∥∥

∑

|i|≤N

(
fi+mk

ϕ(sk − ti+mk
)− f̃iϕ(−t̃i)

)∥∥∥+

+ C
∥∥∥

∑

|i|>N

(∣∣ϕ(−ai + sk − amk − ci+mk
)
∣∣ +

∣∣ϕ(−ai + b− c̃i)
∣∣
)∥∥∥.

Then ∀ ε > 0 there exist N ≥ 1, K(ε,N), such that ∀ k ≥ K(ε, N)∥∥∥F (sk)−
∑

i

f̃iϕ(−t̃i)
∥∥∥ < ε.
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Thus, h is the translation-compact distribution.
Consider now an arbitrary element g ∈ Σ. Then there exists the sequence

{sn}, such that T (sn)h → g in W , i.e.
∥∥(T (sn)h)ϕ− gϕ

∥∥ → 0, n →∞, ∀ϕ ∈ D.

Similarly to the above-mentioned, for all ϕ ∈ D we have

(T (sn)h)ϕ =
∑

i

fiϕ(ti − sn) −→
∑

i

f̃iϕ(t̃i).

Then (31) yields h̃ =
∑
i

f̃iδt̃i
∈ W . Hence, g = h̃. We have proved the first

part of the lemma.
Let now gn =

∑
i

lni δτn
i
−→ g =

∑
i

liδτi in Σ. From the previous consider-

ations we have ‖lni ‖ ≤ C, {lni }i∈Z ⊂ K for any n ≥ 1, where K = clX{fi}i∈Z
is compact in X, and τn

i = ai + cn
i , {cn

i }i∈Z is uniformly bounded as n ≥ 1.
Then there exists {l̃i}i∈Z ⊂ K, {c̃i}i∈Z ⊂ R such that lnk

i → l̃i in X,
cnk
i → c̃i in R ∀ i ∈ Z. We put τ̃i = ai + c̃i, g̃ =

∑
i

l̃iδτ̃i
. Then ∀ϕ ∈ D

‖gnkϕ− g̃ϕ‖ =
∥∥∥

∑

i

(
lnk
i ϕ(τnk

i )− l̃iϕ(τ̃i)
)∥∥∥ ≤

≤
N∑

i=−N

∥∥lnk
i ϕ(τnk

i )− l̃iϕ(τ̃i)
∥∥ + C

∑

|i|>N

(|ϕ(τnk
i )|+ |ϕ(τ̃i)|

)
.

Since {cn
i }i∈Z is uniformly bounded as n ≥ 1, the estimation ∀ k ≥ 1

C
∑
|i|>N

(|ϕ(τnk
i )|+ |ϕ(τ̃i)|

)
< ε

2 holds for all ε > 0, where N ≥ 1. Then for

all ε > 0, there exist k(ε) ≥ 1 such that ‖gnkϕ − g̃ϕ‖ < ε ∀ k ≥ k(ε), i.e.
gnk → g̃ in Σ. Hence, g̃ = g, and the theorem is proved. ¤

The Existence of a Global Attractor for a Nonautonomous
Impulsive-Perturbed Evolutional Inclusion

Let ∀ i ∈ Z
Ψi = [fi, gi] =

{
λfi + (1− λ)gi| λ ∈ [0, 1]

}
, (32)

and the sequences {τi}, {fi}, {gi} satisfy the conditions (30), i.e.,

{fi}i∈Z ⊂ H, sup
i∈Z

‖fi‖ ≤ K, {fi}i∈Z is precompact in H,

{gi}i∈Z ⊂ H, sup
i∈Z

‖gi‖ ≤ K, {gi}i∈Z is precompact in H,

{τi}i∈Z ⊂ R, τi = ai + ci, a > 0, sup
i∈Z

|ci| < ∞, τi+1 − τi ≥ γ > 0.

(33)

Let us construct a non-autonomous multivalued dynamical system for
(14), (16).
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On the basis of Lemmas 4 and 5, the set

Σ1 = clL2,w
loc (R;H)

{
h(t + · ) | t ∈ R}

is compact in L2,w
loc (R; H), with the action of continuous group of shifts on

it {T 1(s) : Σ1 7→ Σ1}s∈R, and ∀ s ∈ R T 1(s)Σ1 = Σ1.
By virtue of Theorem 2, both of the mappings h =

∑
i

fiδτi and p =
∑
i

giδτi are translation-compact distributions. Moreover, if the linear con-

tinuous mapping is defined by (h, p) : D 7→ H2, (h, p)(ϕ) := (hϕ, pϕ), then
it is easy to find that the set

Σ2 = clW 2

{
T (s)(h, p) | s ∈ R}

satisfies the following conditions: Σ2 is compact in W 2, T (s)Σ2 = Σ2 ∀ s ∈
R, and for all σ2 ∈ Σ2, we have σ2 = (h̃, p̃), where h̃ =

∑
i

f̃iδτ̃i
, p̃ =

∑
i

g̃iδτ̃i

and {f̃i}, {g̃i}, {τ̃i = ai + c̃i} fulfill (33).
Consider the impulsive problem




du

dt
+ Au ∈ F (u) + l(t), t > τ,

u(τ) = uτ ,
(34)

u(τ̃i + 0)− u(τ̃i) ∈ g(u(τ̃i)) + Ψ̃i = g(u(τ̃i)) + [f̃i, g̃i], i ∈ Z, (35)

for all σ = (σ1, σ2) ∈ Σ := Σ1 × Σ2, where σ1 = l, σ2 = (h̃, p̃).
The impulsive problem (34), (35) is globally solvable in the sense of solv-

ability of the problem (14), (16). Then for all σ = (σ1, σ2) ∈ Σ, τ ∈ R,
uτ ∈ H, one can correctly construct the multivalued mapping

Uσ : Rd ×H 7→ P (H),

Uσ(t, τ, uτ ) =
{
u(t) | u(·) is the solution of (34), (35), u(τ) = uτ

}
. (36)

Theorem 3. Let for the problem (14), (16) the conditions (9)–(13), (21)–
(24), (32), (33) be fulfilled. Then the formula (36) defines the family of MP
{Uσ}σ∈Σ, for which there exists the compact global attractor in the phase
space H.

Proof. Let us prove that (36) defines the family of processes and Uσ(t +
h, τ +h, x) = UT (h)σ(t, τ, x) holds for all (t, τ) ∈ Rd, h ∈ R+, x ∈ H. Let ξ ∈
Uσ(t, τ, x). Then ξ = u(t), u(·) is the solution of (34), (35), u(τ) = x. Thus,
∀ s ∈ (τ, t) u(s) ∈ Uσ(s, τ, x). Let ω(p) = u(p), if p ≥ s. Then ω(·) is the
solution of (34), (35), ω(s) = u(s), i.e., ξ = u(t) = ω(t) ∈ Uσ(t, s, u(s)) ⊂
Uσ(t, s, Uσ(s, τ, x)). Let ξ ∈ Uσ(t + s, τ + s, x). Then ξ = u(t + s), u(·) is
the solution of (34), (35), u(τ + s) = x. We put v(p) = u(p + s), p ≥ τ . If
τ +s ∈ (τ̃i−1, τ̃i], then u(·) is the solution of (34) on (τ +s, τ̃i), (τ̃i, τ̃i+1), . . . ,
such that

u(τ̃j + 0)− u(τ̃j) ∈ g(u(τ̃j)) + Ψ̃j , j ≥ i,
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holds. Thus, v(·) is the solution of (34) on (τ, τ̃i − s), (τ̃i − s, τ̃i+1 − s), . . . ,
such that

v(τ̃j − s + 0)− v(τ̃j − s) ∈ g(v(τ̃j − s)) + Ψ̃j , j ≥ i,

and v(τ) = u(τ + s) = x hold. Hence, ξ = u(t + s) = v(t) ∈ UT (s)σ(t, τ, x).
Let ξ ∈ UT (s)σ(t, τ, x). Then ξ = u(t), u(·) is the solution of (34), (35) with
parameter T (s)σ, u(τ) = x. We put v(p) := u(p− s), p ≥ τ + s. Then v(·)
is the solution of (34), (35) with parameter σ, v(τ + s) = u(τ) = x. Thus,
ξ = u(t) = v(t + s) ∈ Uσ(t + s, τ + s, x).

Let us check the conditions of Theorem 1, using both the equality proven
above and the equality T (s)Σ = Σ. Since {f̃i}, {g̃i}, {τ̃i = ai + c̃i} satisfy
(33), and basing on Lemma 5 ‖l‖2+ ≤ ‖h‖2+, from Lemma 2 we can get

∃R0 >0 ∀ r≥0 ∃T =T (r) ∀ t≥T (r) UΣ(t, 0, Br)⊂BR0 (37)

and thus we obtain the uniform dissipativity condition 1) from Theorem 1.
Let us show that condition 2) from Theorem 1 holds, that is, the sequence
ξn ∈ UΣ(tn, 0, Br) is precompact for any tn →∞ and r > 0. Since

ξn∈Uσn(tn, 0, Br)⊂Uσn(tn, tn − t̃, Uσn(tn − t̃, 0, Br)⊂UT (tn)σn
(t̃, 0, BR0),

it remains only to prove that ξn ∈ U(σ1
n,σ2

n)(t̃, 0, u0
n) is precompact in H,

when t̃ ∈ (0, γ), u0
n → u0 weakly in H, σ1

n = ln → σ1 = l in Σ1, σ2
n =

(h̃n, p̃n) → σ2 = (h̃, p̃) in Σ2, h̃n =
∑
i

f̃n
i δτ̃n

i
, p̃n =

∑
i

g̃n
i δτ̃n

i
, τ̃n

i+1 − τ̃n
i ≥

γ > 0, τ̃n
i = ai + c̃n

i . By Theorem 2, h̃ =
∑
i

f̃iδτ̃i
, p̃ =

∑
i

g̃iδτ̃i
, where

τ̃i = ai + c̃i and f̃n
i → f̃i, g̃n

i → g̃i in H, τ̃n
i → τ̃i in R ∀ i ∈ Z. Thus,

ξn = un(t̃), where un(·) is the solution of the problem




dun

dt
+ Aun ∈ F (un) + ln(t), t > 0,

un(0) = u0
n,

(38)

un(τ̃n
i +0)−un(τ̃n

i )∈g(un(τ̃n
i ))+Ψ̃n

i =g(un(τ̃n
i ))+[f̃n

i , g̃n
i ], i∈Z. (39)

There exists no more than one moment of impulsive perturbations τ̃n
i on

[0, t̃) for any n ≥ 1, and the number i depends on n, i.e., i = i(n).
If for infinitely many numbers n ≥ 1 there are no moments of impulsive

perturbations on [0, t̃), then {ξn = un(t̃)} is precompact by virtue of Lemma
1, estimate (13) and the dissipativity condition (37).

Let i(n) ∈ Z to be exist for any n ≥ 1, such that τ̃n
i(n) ∈ [0, t̃). As τ̃n

i(n) =
ai(n) + c̃n

i(n) and {c̃n
i } is uniformly bounded on n ≥ 1, then there exists

i0 ∈ N, such that i(n) ∈ [−i0, i0] ∩ Z ∀n ≥ 1. Then i(n) ≡ i ∈ [−i0, i0] ∩ Z,
for infinitely many n ≥ 1, and for some subsequence {un(·)} we have the
following impulsive problem:

un(τ̃n
i + 0)− un(τ̃n

i ) ∈ g(un(τ̃n
i )) + Ψ̃n

i = g(un(τ̃n
i )) + [f̃n

i , g̃n
i ],
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for fixed i ∈ Z. Since for any yn ∈ Ψ̃n
i yn = λnf̃n

i + (1− λn)g̃n
i , λn ∈ [0, 1],

therefore on the subsequence yn → y ∈ λf̃i + (1 − λ)g̃i ∈ Ψ̃i = [f̃i, g̃i]. Let
us consider all possible situations.

If τ̃n
i ∈ (0, t̃) and τ̃n

i → τ̃i ∈ (0, t̃), then by Lemma 1 un(τ̃n
i ) → u(τ̃i),

where u(·) is the solution of (14), u(0) = u0. Since

ξn = un(t̃) ∈ Uσ̃n

(
t̃, τ̃n

i , un(τ̃n
i )

) ⊂ UT (τ̃n
i )σ̃n

(
t̃− τ̃n

i , 0, un(τ̃n
i )

)
, (40)

therefore ξn = vn(t̃− τ̃n
i ), where vn(·) is the solution of the following prob-

lem: 



dvn

dt
+ Avn ∈ F (vn) + ln(t + τ̃n

i ),

vn

∣∣
t=0

= vn(0) ∈ un(τ̃n
i ) + g(un(τ̃n

i )) + Ψ̃n
i .

(41)

Denote l̃n(t, x) = ln(t + τ̃n
i , x) = T 1(τ̃n

i )ln(t, x). Since ln ∈ Σ1 is compact
in L2,w

loc (R; H) and T 1(p)Σ1 = Σ1, ∀ p ∈ R, the subsequence l̃n → l̃ in Σ1.
Then vn(0) → v0 weakly in H, hence, ξn = vn(t̃− τ̃n

i ) → v(t̃− τ̃i) and {ξn}
is precompact in H, by Lemma 1.

If τ̃n
i ∈ (0, t̃), τ̃n

i ↘ 0 (or τ̃n
i = 0 for infinitely many n ≥ 1), then

un(τ̃n
i ) → u0 weakly in H, by Lemma 1. In a similar way,

ξn = un(t̃) ∈ UT (τ̃n
i )σ̃n

(
t̃− τ̃n

i , 0, un(τ̃n
i )

)
,

i.e., ξn = vn(t̃− τ̃n
i ), vn(0) ∈ g

(
un(τ̃n

i ) + un(τ̃n
i ) + Ψ̃n

i

)
.

Due to the weak convergence of un(τ̃n
i ) to u0, it is easy to find that

the sequence {vn(0)} is bounded in H. Thus the sequence vn(0) → v0

converges weakly in H. Then ξn = vn(t̃ − τ̃n
i ) → v(t̃), by lemma 1, hence

{ξn} is precompact in H.
If τ̃n

i ∈ (0, t̃), τ̃n
i ↗ t̃, then

ξn = vn(t̃− τ̃n
i ) ∈ UT (τ̃n

i )σ̃n

(
t̃− τ̃n

i , 0, un(τ̃n
i )

)
,

where un(τ̃n
i ) → u(t̃) ∈ U(l,σs0 )(t̃, 0, u0), vn(0) ∈ g(un(τ̃n

i )) + un(τ̃n
i ) + Ψ̃n

i ,
vn(0) → v0 weakly in H. Since t̃ − τ̃n

i ↗ 0, and by Lemma 1 ξn = vn(t̃ −
τ̃n
i ) → v0 and {ξn} is precompact in H. Thus the theorem is proved. ¤

Remark. In many dissipative nonautonomous problems it is expected
that for a global attractor ΘΣ ⊆ UΣ(t, τ, ΘΣ). But a trivial example of peri-
odic one-dimensional problem shows that in impulsive problems, in general,
this is not true.
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Abstract. For (n− 1, n] order singular fractional differential equations,
conditions are established guaranteeing, respectively the existence of multi-
ple positive solutions and the nonexistence of a positive solution of a class
of boundary value problems.
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îâäæñéâ. (n−1, n] îæàæï ïæêàñèŽîñèæ òîŽóùæëêŽèñîæ áæòâîâêùæŽèñ-
îæ àŽêðëèâĲâĲæïŽåãæï áŽáàâêæèæŽ ìæîëĲâĲæ, îëéèâĲæù ïŽåŽêŽáëá ñäîñê-
ãâèõëòâê ïŽïŽäôãîë ŽéëùŽêŽåŽ âîåæ çèŽïæï þâîŽáæ áŽáâĲæåæ ŽéëêŽýïêâ-
Ĳæï ŽîïâĲëĲŽïŽ áŽ áŽáâĲæåæ ŽéëêŽýïêæï ŽîŽîïâĲëĲŽï.
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1. Introduction

The boundary value problem (BVP, for short), singular boundary value
problem, and fractional order boundary value problem arise in a variety of
differential applied mathematics and physics and hence, they have received
much attention (see [1,2,6–12] and references therein). For example, in [1],
Qiu and Bai considered the existence of positive solutions to BVP in the
nonlinear fractional differential equation{

CDα
0+u(t) + f(t, u(t)) = 0, 0 < t < 1,

u(0) = u′(1) = u′′(0) = 0,

where 2 < α ≤ 3, and f : (0, 1]×[0, +∞) → [0,+∞) with lim
t→0+

f(t, u) = +∞
is continuous, that is, f(t, u) may be singular at t = 0. They obtained the
existence of at least one positive solution by using Krasnoselskii’s fixed point
theorem and nonlinear alternative of Leray–Schauder type in a cone.

In [14], Kaufmann obtained the existence and nonexistence of positive
solutions to the nonlinear fractional boundary value problem{

Dα
0+u(t) + f(t, u(t)) = 0, t ∈ (0, τ),

Iγu(0+) = 0, Iβu(τ) = 0,

where τ ∈ (0, T ], 1 − α < γ ≤ 2− α, 2 − α < β < 0, Dα
0+ is the Riemann–

Liouville differential operator of order α, f ∈ C([0, T ]× R) is nonnegative.
In this paper, we consider the following singular fractional boundary

value problem of the form
CDα

0+u(t) + λf(t, u(t)) = 0, 0 < t < 1,

u(j)(0) = 0, 0 ≤ j ≤ n− 1, j 6= 2,

u′′(1) = 0,

(1.1)

where n− 1 < α ≤ n, n ≥ 4, CDα
0+ are the Caputo’s fractional derivatives

and f : (0, 1) × (0,+∞) → [0, +∞) is continuous, that is, f(t, u) may be
singular at t = 0, 1 and u = 0. When constructing a special cone and using
approximation method and fixed point index theory, we have obtain the
existence of multiple positive solutions and nonexistence for BVP (1.1).

The main features of the paper are as follows. Firstly, the degree of
singularity in [1] is lower than that of the present paper (for details, please
see our examples). Here, f(t, u) may be singular not only at t = 0, 1,
but also at u = 0. Secondly, the results we obtained are the existence of
multiple positive solutions and nonexistence of positive solutions, while [1]
just obtained the existence of at least one positive solution. Finally, BVP
(1.1) is more general and extensive than that in [1].

The paper is organized as follows. Section 2 contains some definitions and
lemmas. Moreover, the Green’s function and its properties are derived. In
Section 3, by constructing a special cone and using approximation method
and fixed point index theory, the existence of multiple positive solutions and
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nonexistence result are established. Finally, in Section 4, two examples are
worked out to demonstrate our main results.

2. Preliminaries

For convenience of the reader, we present some necessary definitions from
fractional calculus theory (see [3, 5]).

Definition 2.1. The fractional (arbitrary) order integral of the function
h ∈ L1([a, b]) of order α ∈ R+ is defined by

Iα
a h(t) =

t∫

a

(t− s)α−1

Γ(α)
h(s) ds,

where Γ is the gamma function. When a = 0, we write Iαh(t) = [h ∗ϕα](t),
where ϕα(t) = tα−1

Γ(α) for t > 0, and ϕα(t) = 0 for t ≤ 0, and ϕα → δ(t) as
α → 0, where δ is the delta function.

Definition 2.2. For a function h given on the interval [a, b], the αth
Caputo fractional-order derivative of h, is defined by

(CDα
a+h)(t) =

1
Γ(n− α)

t∫

a

(t− s)n−α−1h(n)(s) ds.

Here, n is the smallest integer greater than or equal to α.

Lemma 2.3. Let α > 0. Then the differential equation
CDα

0+u(t) = 0

has solutions u(t) = c0 + c1t + c2t
2 + · · · + cn−1t

n−1 for some ci ∈ R,
i = 0, 1, 2, . . . , n − 1, where n is the smallest integer greater than or equal
to α.

Lemma 2.4. Assume that u ∈ C(0, 1) ∩ L1[0, 1] with a derivative of
order n that belongs to C(0, 1) ∩ L1[0, 1]. Then

Iα
0+

CDα
0+u(t) = u(t) + c0 + c1t + c2t

2 + · · ·+ cn−1t
n−1

for some ci ∈ R, i = 0, 1, 2, . . . , n−1, where n is the smallest integer greater
than or equal to α.

Lemma 2.5. The relation

Iα
0+Iβ

0+ϕ = Iα+β
0+ ϕ

is valid in the following case:

Re β > 0, Re (α + β) > 0, ϕ ∈ L1[a, b].

In the rest of this paper, we suppose α ∈ (n− 1, n], n ≥ 4.
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Lemma 2.6. Given g ∈ C[0, 1], the unique solution of

CDα
0+u(t) + g(t) = 0, 0 < t < 1,

u(j)(0) = 0, 0 ≤ j ≤ n− 1, j 6= 2,

u′′(1) = 0

(2.1)

is

u(t) =

1∫

0

G(t, s)g(s) ds, (2.2)

where

G(t, s) =
1

Γ(α)





(α− 1)(α− 2)
2

t2(1− s)α−3 − (t− s)α−1, s ≤ t,

(α− 1)(α− 2)
2

t2(1− s)α−3, t ≤ s.

(2.3)

Proof. Let u ∈ C[0, 1] be a solution of (2.1). By Lemma 2.3,

u(t) = c0 + c1t + c2t
2 + · · ·+ cn−1t

n−1 −
t∫

0

(t− s)α−1

Γ(α)
g(s) ds.

From u(j)(0) = 0, 0 ≤ j ≤ n − 1, j 6= 2, u′′(1) = 0, we have c0 = c1 = c3 =
· · · = cn−1 = 0 and

c2 =
(α− 1)(α− 2)

2Γ(α)

1∫

0

(1− s)α−3g(s) ds.

Then

u(t) = c2t
2 −

t∫

0

(t− s)α−1

Γ(α)
g(s) ds =

=
1

Γ(α)

( t∫

0

( (α− 1)(α− 2)
2

t2(1− s)α−3 − (t− s)α−1
)
g(s) ds+

+

1∫

t

(α− 1)(α− 2)
2

t2(1− s)α−3g(s) ds

)
=

=

1∫

0

G(t, s)g(s) ds.

The proof is completed. ¤
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Lemma 2.6 indicates that the solution of the BVP (1.1) coincides with
the fixed point of the operator T defined as

Tu(t) =

1∫

0

G(t, s)f(s, u(s)) ds, ∀u ∈ C[0, 1]. (2.4)

Lemma 2.7. The function G(t, s) defined by (2.3) has the following pro-
perties:

(i) G(t, s) > 0, ∀ t, s ∈ [0, 1]. (2.5)

(ii) G(t, s) ≤ H(s) ≤ (1− s)α−3

2Γ(α− 2)
, (2.6)

where

H(s) =
1

Γ(α)





(α− 1)(α− 2)
2

s2(1− s)α−3 − (1− s)α−1, s ≤ t,

(α− 1)(α− 2)
2

s2(1− s)α−3, t ≤ s,

(2.7)

(iii) G(t, s) ≥ t2G(τ, s), ∀ t, s, τ ∈ [0, 1]. (2.8)

Proof. First, since α ∈ (n− 1, n] and n ≥ 4, it is easy to see
(α− 1)(α− 2)

2
> 1.

Furthermore, for s, t ∈ [0, 1],

(α− 1)(α− 2)
2

t2(1− s)α−3 > t2(1− s)α−3 ≥
≥ (t− s)2(t− s)α−3 = (t− s)α−1.

Obviously, we can get (2.5).
Next, for the given s ∈ (0, 1), we can find that G(t, s) is increasing with

respect to t. For t ≤ s,

G(t, s) =
1

Γ(α)
(α− 1)(α− 2)

2
t2(1− s)α−3 ≤

≤ 1
Γ(α)

(α− 1)(α− 2)
2

s2(1− s)α−3

and for t ≥ s,

G(t, s) =
1

Γ(α)

( (α− 1)(α− 2)
2

t2(1− s)α−3 − (t− s)α−1
)
,

Gt(t, s) =
1

Γ(α)

(
(α− 1)(α− 2)t(1− s)α−3 − (α− 1)(t− s)α−2

)
=

=
1

Γ(α− 1)

(
(α− 2)t(1− s)α−3 − (t− s)α−2

)
≥

≥ 1
Γ(α− 1)

(
(t− s)(t− s)α−3 − (t− s)α−2

)
= 0.
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Hence, we have

G(t, s) ≤ G(1, s) =
1

Γ(α)

( (α− 1)(α− 2)
2

(1− s)α−3 − (1− s)α−1
)

=

=
(1− s)α−3

Γ(α)

( (α− 1)(α− 2)
2

− (1− s)2
)
.

By the definition of H(s), we know

H(s) ≤ 1
2Γ(α)

(α− 1)(α− 2)(1− s)α−3 =
(1− s)α−3

2Γ(α− 2)
,

which means that (2.6) holds.
Finally, for t ≤ s, we have

G(t, s)
H(s)

=
1

Γ(α)
(α−1)(α−2)

2 t2(1− s)α−3

1
Γ(α)

(α−1)(α−2)
2 s2(1− s)α−3

=
t2

s2
≥ t2;

for t ≥ s,

G(t, s)
H(s)

=
1

Γ(α)

( (α−1)(α−2)
2 t2(1− s)α−3 − (t− s)α−1

)

1
Γ(α)

( (α−1)(α−2)
2 (1− s)α−3 − (1− s)α−1

) =

=
1

(α−1)(α−2)
2 − (1− s)2

( (α− 1)(α− 2)
2

t2 − (t− s)α−1

(1− s)α−3

)
.

Since s ≤ t ≤ 1, s ≥ ts and t−s ≤ t−ts, we can get (t−s)α−3 ≤ (1−s)α−3,
(t− s)2 ≤ (t− ts)2. Thus,

(t− s)α−1

(1− s)α−3
=

(t− s)2(t− s)α−3

(1− s)α−3
≤ (t− ts)2(1− s)α−3

(1− s)α−3
= t2(1− s)2.

Therefore,

G(t, s)
H(s)

≥ 1
(α−1)(α−2)

2 − (1− s)2

( (α− 1)(α− 2)
2

t2 − t2(1− s)2
)

= t2,

which implies that (iii) holds. The proof is completed. ¤

Lemma 2.8. Let P be a cone of the real Banach space E, Ω be a bounded
open set of E, θ ∈ Ω, A : P ∩ Ω → P be completely continuous.

(i) If x 6= µAx for x ∈ P ∩ ∂Ω and µ ∈ [0, 1], then i(A,P ∩ Ω, P ) = 1.
(ii) If inf

x∈P∩∂Ω
‖Ax‖ > 0 and Ax 6= µx for x ∈ P ∩ ∂Ω and µ ∈ (0, 1],

then i(A, P ∩ Ω, P ) = 0.

Let J = [0, 1]. The basic space used in this paper is E = C[J,R]. It is
well known that E is a Banach space with norm ‖u‖ = max

t∈J
|u(t)| (∀u ∈ E).

From Lemma 2.7, it is easy to see that

Q :=
{

u ∈ C[J,R+] : u(t) ≥ t2u(s), ∀ t, s ∈ J
}

(2.9)
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is a cone of E. Moreover, by (2.9), we have for all u ∈ Q,

u(t) ≥ t2‖u‖, ∀ t ∈ J. (2.10)

A function u is said to be a solution of BVP (1.1) if u satisfies (1.1). In
addition, if u(t) > 0 for t ∈ (0, 1), then u is said to be a positive solution
of BVP (1.1). Obviously, if u ∈ Q \ {θ} is a solution of BVP (1.1), then u
is a positive solution of BVP (1.1), where θ denotes the zero element of the
Banach space E.

3. Main Results

For convenience, we list the following assumptions.
(H1) f ∈ C[(0, 1) × (0,+∞),R+] and for every pair of positive numbers

R and r with R > r > 0,
1∫

0

(1− s)α−3fr,R(s) ds < +∞,

where fr,R(s) := max{f(s, u) : u ∈ [rs2, R]} for all s ∈ (0, 1).
(H2) For every R > 0, there exists ψR ∈ C[J,R+] (ψR 6= θ) such that

f(t, u) ≥ ψR(t) for t ∈ (0, 1) and u ∈ (0, R].
(H3) There exists an interval [a, b] ⊂ (0, 1) such that lim

u→+∞
f(s, u)/u =

+∞ uniformly with respect to s ∈ [a, b].
We remark that (H2) allows f(t, u) being singular at t = 0, 1, and u = 0.

Assumption (H3) shows that f is superlinear in u. The following theorem
is our main results of this paper.

Theorem 3.1. Assume (H1)–(H3) are satisfied. Then there exist pos-
itive numbers λ∗ and λ∗∗ with λ∗ < λ∗∗ such that BVP (1.1) has at least
two positive solutions for λ ∈ (0, λ∗) and no solution for λ > λ∗∗.

To overcome difficulties arising from singularity, we first consider the
approximate problem

CDα
0+u(t) + λfn(t, u(t)) = 0, 0 < t < 1,

u(j)(0) = 0, 0 ≤ j ≤ n− 1, j 6= 2,

u′′(1) = 0,

(3.1)

where fn(t, u) =: f
(
t,max{ 1

n , u}), n ∈ N. Define an operator Aλ
n on Q by

(Aλ
nu)(t) := λ

1∫

0

G(t, s)fn(s, u(s)) ds, (3.2)

where G(t, s) is defined by (2.3).
Obviously, u = Aλ

nu is the corresponding integral equation of (3.1).
Therefore, u ∈ E is a solution of (3.1) if u ∈ E is a fixed point of Aλ

n.
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Furthermore, u is a positive solution of (3.1) if u ∈ Q \ {θ} is a fixed point
of Aλ

n.
By (3.2), it is easy to see that Aλ

n is well defined on Q for each n ∈ N if
the condition (H1) holds. For the sake of proving our main results we first
prove some lemmas.

Lemma 3.2. Under the condition (H1), Aλ
n : Q → Q is completely

continuous.

Proof. First, we show that Aλ
nQ ⊂ Q for each n ∈ N and λ > 0. From

Lemma 2.7, it follows that

(Aλ
nu)(t) = λ

1∫

0

G(t, s)fn(s, u(s)) ds ≥

≥ t2λ

1∫

0

G(τ, s)fn(s, u(s)) ds = t2(Aλ
nu)(τ), ∀ t, τ ∈ J, u ∈ Q.

Therefore, Aλ
nQ ⊂ Q for each n ∈ N and λ > 0.

Next, by standard methods and Ascoli–Arzela theorem one can prove
that Aλ

n : Q → Q is completely continuous. So it is omitted. ¤
Lemma 3.3. Suppose the conditions (H1) and (H2) hold. Then for each

r > 0 there exists a positive number λ(r) such that

i(Aλ
n, Qr, Q) = 1

for λ ∈ (0, λ(r)) and n sufficiently large, where Qr = {u ∈ Q : ‖u‖ < r}.
Proof. For each r > 0 and n > 1

r , let

λ(r) := r

[
1

2Γ(α− 2)

1∫

0

(1− s)α−3fr,r(s) ds

]−1

.

We assert ‖Aλ
nu‖ < ‖u‖ for each λ ∈ (0, λ(r)) and u ∈ ∂Qr. In fact, using

(2.10) and

G(t, s) ≤ 1
2Γ(α− 2)

(1− s)α−3 for t, s ∈ J,

one can obtain

‖Aλ
nu‖ ≤ λ

1∫

0

1
2Γ(α− 2)

(1− s)α−3fn(s, u(s)) ds =

= λ
1

2Γ(α− 2)

1∫

0

(1− s)α−3fr,r(s) ds < r =

= ‖u‖ for λ ∈ (0, λ(r)) and u ∈ ∂Qr.

Therefore, by Lemma 2.8, we have i(Aλ
n, Qr, Q) = 1 for λ ∈ (0, λ(r)). ¤
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Lemma 3.4. Suppose the conditions (H1) and (H2) hold. Then for any
given λ ∈ (0, λ(r)) there exists r′ ∈ (0, r) such that

i(Aλ
n, Qr′ , Q) = 0

for n sufficiently large, where r and λ(r) are the same as in Lemma 3.3.

Proof. Choose a positive number r′ with

r′ < min
{

r, λ max
t∈J

1∫

0

G(t, s)ψr(s) ds

}
,

where ψr(s) is defined as in (H2). Now, we claim that

Aλ
nu 6= µu, ∀u ∈ ∂Qr′ , µ ∈ (0, 1], (3.3)

for n > 1/r′. Suppose, on the contrary, that there exist u0 ∈ ∂Qr′ and
µ0 ∈ (0, 1] such that Aλ

nu0 = µ0u0, namely,

u0(t) ≥ (Aλ
nu0)(t) = λ

1∫

0

G(t, s)fn(s, u0(s)) ds, ∀t ∈ J.

Notice that |u0(s)| ≤ r′ < r and n > 1
r′ imply fn(s, u0(s)) ≥ ψr(s) for

s ∈ (0, 1). Therefore,

u0(t) ≥ (Aλ
nu0)(t) ≥ λ

1∫

0

G(t, s)ψr(s) ds,

that is,

r′ ≥ λ max
t∈J

1∫

0

G(t, s)ψr(s) ds,

which is in contradiction with the selection of r′. This means that (3.3)
holds. Thus, by Lemma 2.8, we have i(Aλ

n, Qr′ , Q) = 0 for n > 1
r′ . ¤

Lemma 3.5. Suppose the condition (H3) holds. Then for every λ ∈
(0, λ(r)), there exists R > r such that

i(Aλ
n, QR, Q) = 0

for all n ∈ N, where λ(r) is the same as in Lemma 3.3.

Proof. By (H3) we know that there exists R′ > max{r, 1} such that

f(t, u)
u

> L :=
[
a2

(
λ min

t∈[a,b]

b∫

a

G(t, s) ds

)]−1

for u > R′. (3.4)

Let R := 1 + R′
a2 . Then for u ∈ ∂QR, by (2.10) we have u(t) ≥ a2‖u‖ > R′

as t ∈ [a, b]. Now we show that

Aλ
nu 6= µu for u ∈ ∂QR and µ ∈ (0, 1]. (3.5)
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Suppose, on the contrary, that there exist u0 ∈ ∂QR and µ0 ∈ (0, 1] such
that Aλ

nu0 = µ0u0, that is,

u0(t) ≥ (Aλ
nu0)(t) = λ

1∫

0

G(t, s)fn(s, u0(s)) ds, ∀ t ∈ J.

Furthermore,

u0(t) ≥ (Aλ
nu0)(t) > λ

( b∫

a

G(t, s) · Lu0(s) ds

)
>

>

(
λ min

t∈[a,b]

b∫

a

G(t, s) ds

)
La2R = R

for t ∈ [a, b]. That is in contradiction with ‖u0‖ = R, which means that (3.5)
holds. Therefore, by Lemma 2.8, we have i(Aλ

n, QR, Q) = 0 for n ∈ N. ¤

Now we are in a position to prove Theorem 3.1.

Proof of Theorem 3.1. For each r > 0, by Lemmas 3.3–3.5, there exist three
positive numbers λ(r), r′, and R with r′ < r < R such that

i(Aλ
n, Qr′ , Q) = 0, i(Aλ

n, Qr, Q) = 1, i(Aλ
n, QR, Q) = 0 (3.6)

for n sufficiently large. Without loss of generality, suppose (3.6) holds for
n ≥ n0. By virtue of the excision property of the fixed point index, we get

i
(
Aλ

n, Qr \Qr′ , Q
)

= 1, i
(
Aλ

n, QR \Qr, Q
)

= −1

for n ≥ n0. Therefore, using the solution property of the fixed point index,
there exist un ∈ Qr \ Qr′ and vn ∈ QR \ Qr satisfying Aλ

nun = un and
Aλ

nvn = vn as n ≥ n0. By the proof of Lemma 3.3, we know that there is
no positive fixed point on ∂Qr. Thus, un 6= vn. Moreover, from (2.10) it
follows that

r′t2 ≤ un(t) < r and rt2 < vn(t) ≤ R for t ∈ J. (3.7)

Further, we show that {un(t)}n≥n0 are equicontinuous on J . To see
this, we need to prove only that lim

t→0+
un(t) = 0 uniformly with respect to

n ∈ {n0, n0 + 1, n0 + 2, . . . } and {un(t)}n≥n0 are equicontinuous on any
subinterval of (0, 1]. We first claim that lim

t→0+
un(t) = 0 uniformly with

respect to n ∈ {n0, n0 + 1, n0 + 2, . . . }.
For arbitrary ε > 0, by (H1), there exists δ > 0 such that

λ

δ∫

0

1
2Γ(α− 2)

(1− s)α−3 fr′,r(s) ds ≤ ε

3
. (3.8)
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Choose δ ∈ (0, δ) sufficiently small such that

λδ2

1∫

0

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds <
ε

3
. (3.9)

Therefore, by (2.6), (3.8) and (3.9), we know for t ∈ (0, δ) and ∀n ≥ n0 that

un(t) = λ

1∫

0

G(t, s)fn(s, un(s)) ds ≤

≤ λ

t∫

0

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds+

+ λ

( δ∫

t

+

1∫

δ

)
t2

2Γ(α− 2)
(1− s)α−3fr′,r(s) ds ≤

≤ 2λ

δ∫

0

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds+

+ λt2
1∫

δ

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds ≤

≤ 2λ

δ∫

0

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds+

+ λδ2

1∫

0

1
2Γ(α− 2)

(1− s)α−3fr′,r(s) ds ≤

≤ 2ε

3
+

ε

3
= ε.

This implies that lim
t→0+

un(t) = 0 uniformly with respect to n ∈ {n0, n0 +

1, n0 + 2, . . . }.
Now we are in a position to show that {un(t)}n≥n0 are equicontinuous

on any subinterval [a, b] of (0, 1]. Notice that

un(t) = λ

1∫

0

G(t, s)fn(s, un(s)) ds, ∀ t ∈ (0, 1].

Thus, for t ∈ [a, b], we have
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|u′n(t)| = λ

∣∣∣∣
1∫

0

Gt(t, s)fn(s, un(s))ds

∣∣∣∣ ≤

≤ λ

Γ(α)

( t∫

0

∣∣∣(α− 1)(α− 2)t(1− s)α−3 − (α− 1)(t− s)α−2
∣∣∣fr′,r(s) ds+

+

1∫

t

∣∣∣(α− 1)(α− 2)t(1− s)α−3
∣∣∣fr′,r(s) ds

)
≤

≤ λ(α− 1)(α− 2)
Γ(α)

1∫

0

t(1− s)α−3fr′,r(s) ds ≤

≤ λ

Γ(α− 2)

1∫

0

(1− s)α−3fr′,r(s) ds < +∞,

which implies that {un(t)}n≥n0 are equicontinuous on [a, b]. Similarly as
above, we can get that {vn(t)}n≥n0 are equicontinuous on [0, 1].

Then, the Ascoli–Arzela theorem guarantees the existence of u, v ∈
Q \ {θ} and two subsequences {uni} of {un} and {vni} of {vn} such that
lim

i→+∞
uni(t) = u(t) and lim

i→+∞
vni(t) = v(t) both uniformly with respect

to t ∈ J . Moreover, by (H1), (3.7), and Lebesgue dominated convergence
theorem, we obtain

u(t) = λ

1∫

0

G(t, s)f(s, u(s)) ds, v(t) = λ

1∫

0

G(t, s)f(s, v(s)) ds, ∀ t ∈ J

with r′ ≤ ‖u‖ ≤ r ≤ ‖v‖ ≤ R. On the other hand, similarly to the proof of
Lemma 3.3, it is easy to see ‖u‖ < r < ‖v‖.

Choose r = 1. From the above we know that there exists λ(1) > 0 such
that for each λ ∈ (0, λ(1)), BVP (1.1) has at least two positive solutions uλ

and vλ with 0 < ‖uλ‖ < 1 < ‖vλ‖. Let

λ∗ := sup{λ > 0 : (1.1) have at least two positive solutions as λ ∈ (0, λ)}.
So, we get the existence of λ∗ satisfying that BVP (1.1) has multiple positive
solutions as λ ∈ (0, λ∗).

Now we are in a position to prove the existence of λ∗∗. As above, we still
choose r = 1 and corresponding λ(1), R, r′. Here we show that BVP (1.1)
has no positive solution for λ sufficiently large.

First suppose λ ≥ λ∗. If BVP (1.1) has a positive solution u for some
λ ≥ λ∗, then by the corresponding integral equation

u(t) = λ

1∫

0

G(t, s)f(s, u(s)) ds (3.10)
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and a process similar to the proof of Lemmas 3.4 and 3.5 (replacing λ in (3.4)
with λ(1)), we obtain r′ < ‖u‖ < R. This together with the condition (H2)

and (3.10) guarantees that u(t) ≥ λ
1∫
0

G(t, s)ψR(s)ds, that is, R > ‖u‖ ≥

λ · max
t∈J

1∫
0

G(t, s)ψR(s) ds, which implies λ <
(
max
t∈J

1∫
0

G(t, s)ψR(s) ds
)−1

R.

Therefore, we have obtained the existence of λ∗∗. The proof of Theorem 3.1
is complete. ¤

If f(t, u) is not singular at u = 0, we have the following result, under the
hypothesis

(H4) f ∈ C[(0, 1)× [0, +∞), R+] is nondecreasing with respect to u and
for every positive number R,

1∫

0

(1− s)α−3f0,R(s) ds < +∞,

where f0,R(s) = max{f(s, u) : u ∈ [0, R]} for all s ∈ (0, 1).

Theorem 3.6. Assume that the conditions (H2)–(H4) hold. Then there
exist two positive numbers λ∗ and λ∗∗∗ with λ∗ ≤ λ∗∗∗ such that

(i) BVP (1.1) has at least two positive solutions for λ ∈ (0, λ∗);
(ii) BVP (1.1) has at least one positive solution for λ ∈ (0, λ∗∗∗];
(iii) BVP (1.1) has no solutions for λ > λ∗∗∗.

Proof. Notice that the condition (H4) implies (H1). Therefore, the existence
of λ∗ can be obtained just as in Theorem 3.1. Now we claim that

λ∗∗∗ := sup
{

λ ∈ R+ : (1.1) has at least one positive solution
}

(3.11)

is required. First, from the proof of Theorem 3.1, we know that λ∗∗∗ ≤ λ∗∗.
In the following we prove that (1.1) with λ = λ∗∗∗ has a positive solution
u∗ ∈ Q.

By (3.11), there exist two sequences {λn} and {un} ⊂ Q \ {θ} such that
{un} is a positive solution of BVP (1.1) with λ = λn and λ1 < λ2 < · · · <
λn → λ∗∗∗. Without loss of generality, suppose λn ≥ λ∗/2 for each n ∈ N.
Similarly to the proof of Lemmas 3.4, 3.5 and Theorem 3.1, we can find
that there exist two positive numbers r1 and R1 satisfying r1 ≤ ‖un‖ ≤ R1

for each n ∈ N, and {un} has a subsequence {unk
} which convergences to a

function u∗ ∈ QR1
\Qr1 uniformly as t ∈ J . Notice that

unk
(t) = λnk

1∫

0

G(t, s)f(s, unk
(s)) ds, ∀ t ∈ J.
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Letting k → +∞, by the condition (H4) and Lebesgue dominated conver-
gence theorem, we get

u∗(t) = λ∗∗∗
1∫

0

G(t, s)f(s, u∗(s)) ds, ∀ t ∈ J.

This implies that u∗(t) is a positive solution of BVP (1.1) with λ = λ∗∗∗.
Now we are in a position to prove that BVP (1.1) has at least one positive

solution uλ(t) for each λ ∈ (0, λ∗∗∗). Notice that for λ ∈ (0, λ∗∗∗),
CDα

0+u∗(t) = λ∗∗∗f(t, u∗(t)) ≥ λf(t, u∗(t)), t ∈ (0, 1),

u∗(j)(0) = 0, 0 ≤ j ≤ n− 1, j 6= 2,

(u∗)′′(1) = 0.

(3.12)

This implies that u∗(t) is an upper solution of BVP (1.1). On the other
hand, u(t) ≡ 0 is a lower solution for BVP (1.1). Applying [4, p. 244,
Theorem 2.1], one can obtain that BVP (1.1) has at least one positive
solution uλ(t) ∈ [0, u∗(t)] (t ∈ J) for each λ ∈ (0, λ∗∗∗). ¤

4. Examples

Example 4.1. Consider the fractional singular boundary value problem

CD
7/2
0+ u(t) + λ

[
1√

t(1− t)

(
u−1/6 + u2 sin2 t

)]
= 0, t ∈ (0, 1),

u(0) = u′(0) = u′′(1) = u′′′(0) = 0.

(4.1)

Then there exist positive numbers λ∗ and λ∗∗ with λ∗ < λ∗∗ such that BVP
(4.1) has at least two positive solutions for λ ∈ (0, λ∗) and no solution for
λ > λ∗∗.

Proof. BVP (4.1) can be regarded as a BVP of the form (1.1), where α = 7
2 ,

and
f(t, u) =

1√
t(1− t)

(
u−1/6 + u2 sin2 t

)
.

We prove that f(t, u) satisfies the conditions (H1)–(H3). For each pair of
positive numbers R and r with R > r > 0, we know

fr,R(t) ≤ 1√
t(1− t)

(
(rt2)−1/6 + R2

)
.

Then
1∫

0

(1− t)1/2fr,R(t) dt ≤
1∫

0

1√
t

(
(rt2)−1/6 + R2

)
dt < +∞.

This means that the condition (H1) is satisfied. To see that (H2) holds, we
notice that for each R > 0, one can choose ψR(t) = R−1/6/

√
t(1− t), which

satisfies ψR 6= θ and f(t, u) ≥ ψR(t) for t ∈ (0, 1) and u ∈ (0, R]. Finally,
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it is easy to see that (H3) is satisfied since we can choose any subinterval
of [a, b] ⊂ (0, 1) satisfying lim

u→+∞
f(s, u)/u = +∞ uniformly with respect to

s ∈ [a, b]. By Theorem 3.1, the conclusion follows. ¤

Analogously, using Theorem 3.6, we can prove that the following state-
ment holds.

Example 4.2. Consider the fractional singular boundary value problem
CDα

0+u(t) = λt−1/2(1− t)3−α(1 + eu + u2 sin t), t ∈ (0, 1),

u(j)(0) = 0, 0 ≤ j ≤ n− 1, j 6= 2,

u′′(1) = 0.

(4.2)

where α ∈ (n− 1, n], n ≥ 4. Then there exist two positive numbers λ∗ and
λ∗∗∗ with λ∗ ≤ λ∗∗∗ such that:

(i) BVP (4.2) has at least two positive solutions for λ ∈ (0, λ∗);
(ii) BVP (4.2) has at least one positive solution for λ ∈ (0, λ∗∗∗];
(iii) BVP (4.2) has no solution for λ > λ∗∗∗.
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SOME MULTI–POINT BOUNDARY VALUE PROBLEMS
FOR SECOND ORDER SINGULAR DIFFERENTIAL

EQUATIONS

Abstract. For second order nonlinear differential equations with non-
integrable singularities with respect to the time variable, unimprovable
sufficient conditions for solvability and unique solvability of multi-point
boundary value problems are established.

îâäæñéâ. éâëîâ îæàæï ŽîŽûîòæãæ áæòâîâêùæŽèñîæ àŽêðëèâ-
ĲâĲæïŽåãæï ŽîŽæêðâàîâĲŽáæ ïæêàñèŽîëĲâĲæå áîëæåæ ùãèŽáæï éæ-
éŽîå áŽáàâêæèæŽ éîŽãŽèûâîðæèëãŽê ïŽïŽäôãîë ŽéëùŽêŽåŽ Žéë-
ýïêŽáëĲæïŽ áŽ ùŽèïŽýŽá ŽéëýïêŽáëĲæï ŽîŽàŽñéþëĲâïâĲŽáæ ïŽçéŽîæïæ
ìæîëĲâĲæ.

2010 Mathematics Subject Classification: 34B10, 34B16.
Key words and phrases: Differential equation, nonlinear, second order,
non-integrable singularity, multi-point boundary value problem.

Let −∞ < a < b < +∞, f : ]a, b[×R → R be the function satisfying the
local Carathéodory conditions, and let p : ]a, b[→ [0, +∞[ be the measurable
function such that

p(t) > 0 almost everywhere on ]a, b[ ,

b∫

a

dt

p(t)
< +∞.

In the interval [a, b], we consider the differential equation
(
p(t)u′

)′ = f(t, u) (1)

with the multi-point boundary conditions
m∑

i=1

αiu(ai) = c1,

n∑

i=1

βiu(bi) = c2. (2)

Here m and n are natural numbers, α1, . . . , αm, β1, . . . , βn, c1, c2 are real
constants,

a ≤ ai ≤ a0 < b0 ≤ bj ≤ b (i = 1, . . . , m; j = 1, . . . , n).

Reported on the Tbilisi Seminar on Qualitative Theory of Differential Equations on
December 26, 2011.
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Moreover, if m = 1 (n = 1), it is assumed that a = a0 = a1 (b = b0 = b1),
and if m ≥ 2 (n ≥ 2), then

a = a1 < · · · < am = a0

(
b0 = b1 < · · · < bn = b

)
.

We are interested, in general, in the cases where the function f with
respect to the time variable has non-integrable singularities at the points a
and b. In that sense the problem (1), (2) is singular.

For m = n = 1, the singular problem (1), (2) is investigated in detail (see
[1]–[4], [9], [14]–[16] and the references therein).

The optimal conditions for the unique solvability of problems of the type
(1), (2) in the case, when the equation (1) is linear, are contained in [7], [8],
[11], [12].

Various particular cases of the nonlinear singular problem (1), (2) are
studied in [6], [10], [13]. Nevertheless, in the general case that problem
remains so far studied insufficiently. In the present paper, new and unim-
provable in a certain sense sufficient conditions for solvability and unique
solvability of the above-mentioned problem are given.

We will seek a solution of the problem (1), (2) in the space of continuous
functions u : [a, b] → R which are absolutely continuous together with
t → p(t)u′(t) on an arbitrary closed interval, contained in ]a, b[ .

We introduce the following functions:

f∗(t, y) = max
{|f(t, x)| : |x| ≤ y

}
for a < t < b, y ≥ 0;

f0(t, y) = sup
{1

2
(|f(t, x)| − f(t, x) sgn x

)
: |x|≤y

}
for a<t<b, y≥0;

δ(t) =

t∫

a

ds

p(s)
for a ≤ t ≤ b.

In the statements of the main results of the present paper, besides the
functions f∗, f0, and δ, there are appearing also the functions ψ1, ψ2, and
ψ0, which are defined in the following manner:
if m = 1 (n = 1), then

ψ1(t) = 0 for a ≤ t ≤ b
(
ψ2(t) = β1(δ(b)− δ(t)) for a ≤ t ≤ b

)
;

if m > 2, then

ψ1(t) = 0 for a ≥ a0, ψ1(t) = ψ1(ak+1) +
( m∑

i=k+1

αi

)(
δ(ak+1)− δ(t)

)

for ak ≤ t ≤ ak+1 (k = 1, . . . ,m− 1);

and if n > 2, then

ψ2(b) = 0, ψ2(t) = ψ2(bk+1) +
( n∑

i=k+1

βi

)(
δ(bk+1)− δ(t)

)

for bk ≤ t < bk+1 (k = 1, . . . , n− 1),
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ψ2(t) = ψ2(b0) +
( n∑

i=1

βi

)(
δ(b0)− δ(t)

)
for a ≤ t < b0,

and

ψ0(b) = 0, ψ0(t) = ψ0(bk+1)+

+
( k∑

i=1

βi

)(
δ(bk+1)− δ(t)

)
for bk ≤ t < bk+1 (k = 1, . . . , n− 1), (3)

ψ0(t) = ψ0(b0) for a ≤ t < b0.

It is clear that
n∑

i=1

βi = 0 =⇒ ψ0(t) ≡ −ψ2(t).

Let

χ(t, s) =

{
1 for s ≤ t,

0 for s > t.

The following simple lemma is valid.

Lemma 1. The boundary value problem

(
p(t)u′

)′ = 0;
m∑

i=1

αiu(ai) = 0,

n∑

i=1

βiu(bi) = 0 (4)

has only the trivial solution if and only if

∆ =
( n∑

i=1

βi

)
ψ1(a)−

( m∑

i=1

αi

)
ψ2(a) 6= 0. (5)

Moreover, if the condition (5) is satisfied, then the Green function of the
problem (4) admits the representation

g(t, s)=
1
∆

[
ψ1(s)ψ2(a)−ψ2(s)ψ1(a)+

(
ψ2(s)

m∑

i=1

αi−ψ1(s)
n∑

i=1

βi

)
δ(t)

]
+

+χ(t, s)(δ(t)− δ(s))

and

r = sup
{ |g(t, s)|

δ(s)(δ(b)− δ(s))
: a ≤ t ≤ b, a < s < b

}
< +∞. (6)

We study the problem (1), (2) in the case, where
b∫

a

δ(t)(δ(b)− δ(t))f∗(t, y) dt < +∞ for y ≥ 0. (7)

Moreover, if a0 > a, then it is assumed that

lim sup
τ→t, y→+∞

τ∫

t

δ(s)
f∗(s, y)

y
ds < 1 for a ≤ t < a0, (8)
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and if b0 < b, then

lim sup
τ→t, y→+∞

t∫

τ

(δ(b)− δ(s))
f∗(s, y)

y
ds < 1 for b0 < t ≤ b. (9)

Along with (1), (2) we consider the problem
(
p(t)u′

)′ = λf(t, u); (10)
m∑

i=1

αiu(ai) = λc1,

n∑

i=1

βiu(bi) = λc2, (11)

dependent on a parameter λ ∈ ]0, 1[ .
On the basis of Corollary 1.2 from [5] and Lemma 1, the following state-

ments are proved.

Theorem 1 (The principle of a priori boundedness). Let the conditions
(5), (7) be fulfilled and let there exist a positive constant y0 such that for
any λ ∈ ]0, 1[ every solution of the problem (10), (11) admits the estimate

|u(t)| ≤ y0 for a ≤ t ≤ b.

Then the problem (1), (2) has at least one solution.

Theorem 2. Let the inequality (5) hold and let there exist a positive
constant y0 such that

r

b∫

a

δ(s)(δ(b)− δ(s))f∗(s, y0) ds ≤ y0, (12)

where r is a number given by the equality (6). Then the problem (1), (2) has
at least one solution.

Theorem 3. Let the inequality (5) hold and let in the domain ]a, b[×R
the condition ∣∣f(t, x1)− f(t, x2)

∣∣ ≤ h(t)|x1 − x2|
be fulfilled, where h : ]a, b[→ [0, +∞[ is a measurable function such that

r

b∫

a

δ(s)(δ(b)− δ(s))h(s) ds < 1. (13)

If, moreover,
b∫

a

δ(s)(δ(b)− δ(s))|f(s, 0)| ds < +∞,

then the problem (1), (2) has one and only one solution.
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Consider now the case, where

αi > 0 (i = 1, . . . , m), βi > 0 (i = 1, . . . , n). (14)

Then the condition (5) is satisfied since

∆ < −
( m∑

i=1

αi

) n−1∑

k=1

( n∑

i=k+1

βi

)(
δ(bk+1)− δ(bk)

)
< 0.

Let g0 be the Green function of the boundary value problem
(
p(t)u′

)′ = 0; u(a) = u(b) = 0,

i.e.,

g0(t, s) =
(δ(s)

δ(b)
− 1

)
δ(t) + χ(t, s)(δ(t)− δ(s)).

The following theorem is valid.

Theorem 4. Let the conditions (7)–(9)∗, and (14) be fulfilled. Let, more-
over, there exist a positive constant y0 such that

b∫

a

|g0(t, s)|f0(s, y) ds < y for a ≤ t ≤ b, y > y0. (15)

Then the problem (1), (2) has at least one solution.

Corollary 1. Let the inequalities (14) hold. Let, moreover, in the do-
main ]a, b[×R the inequality

f(t, x) sgn x ≥ −h(t)|x| − h0(t) (16)

be fulfilled, and in the domain
(
]a, a0[∪ ]b0, b[

)×R the inequality

|f(t, x)| ≤ h0(t)(1 + |x|) (17)

hold, where h : ]a, b[→ [0, +∞[ and h0 : ]a, b[→ [0, +∞[ are measurable
functions such that

b∫

a

δ(s)(δ(b)− δ(s))h(s) ds ≤ δ(b), (18)

b∫

a

δ(s)(δ(b)− δ(s))h0(s) ds < +∞. (19)

Then the problem (1), (2) has at least one solution.

∗ For m = 1 (n = 1), the condition (7) (the condition (8)) is dropped out.
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Theorem 5. Let in the domain ]a0, b0[×R the condition
[
f(t, x1)− f(t, x2)

]
sgn(x1 − x2) ≥ −h(t)|x1 − x2| (20)

be fulfilled, and in the domain
(
]a, a0[∪ ]b0, b[

)×R the condition
∣∣f(t, x1)− f(t, x2)

∣∣ ≤ h̄(t)|x1 − x2| (21)

hold, where h : ]a, b[→ [0, +∞[ and h̄ : ]a, a0[∪ ]b0, b[→ [0, +∞[ are mea-
surable functions. If, moreover, the inequalities (14), (18), and (19) are
satisfied, where

h0(t) =

{
|f(t, 0)| for t ∈ ]a0, b0[ ,
|f(t, 0)|+ h̄(t) for t ∈ ]a, b[ \ ]a0, b0[ ,

(22)

then the problem (1), (2) has one and only one solution.

Remark 1. If we take into account Example 1.1 from [4], then it becomes
evident that the conditions (12), (13), (15), and (18) in Theorems 2–5 are
unimprovable in the sense that they cannot be replaced, respectively, by the
conditions

r

b∫

a

δ(s)(δ(b)− δ(s))f∗(s, y0) ds ≤ (1 + ε)y0,

r

b∫

a

δ(s)(δ(b)− δ(s))h(s) ds ≤ 1 + ε,

b∫

a

|g0(t, s)|f0(s, y) ds ≤ (1 + ε)y for a ≤ t ≤ b, y ≥ y0,

b∫

a

δ(s)(δ(b)− δ(s))h(s) ds ≤ (1 + ε)δ(b),

no matter how small ε > 0 would be.

Consider now the case, where

αi > 0 (i = 1, . . . ,m), n > 2, βi > 0 (i = 1, . . . , n− 1), βn =

= −
n−1∑

i=1

βi,

n−1∑

k=1

( k∑

i=1

βi

)(
δ(bk+1)− δ(bk)

)
= 1. (23)

In that case the inequality (5) is also satisfied since

∆ = −
( m∑

i=1

αi

)
ψ2(a) =

( m∑

i=1

αi

)
ψ0(a) =

m∑

i=1

αi > 0.
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Let g1 be the Green function of the boundary value problem

(
p(t)u′

)′ = 0; u(a) = 0,

n∑

i=1

βiu(bi) = 0.

Then in view of (3) and (23) we have

g1(t, s) = −ψ0(s)δ(t) + χ(t, s)(δ(t)− δ(s)).

Lemma 2. If along with (23) the condition

n−1∑

k=j

( k∑

i=1

βi

)(
δ(bk+1)− δ(bk)

) ≥ δ(b)− δ(bj)
δ(b)

(j = 1, . . . , n) (24)

holds, then
g1(t, s) ≤ g0(t, s) < 0 for a < t < b

and

|g1(t, s)| ≤ δµ(t)δ1−µ(s)ψ0(s) for a ≤ t, s ≤ b, 0 ≤ µ ≤ 1.

For any x ∈ R, we suppose

[x]+ =
1
2
(|x|+ x).

On the basis of Theorem 1 and Lemma 2, the following theorems are
proved.

Theorem 6. Let the conditions (23) and (24) hold. Let, moreover, in
the domains ]a, b[×R and

(
]a, a0[∪ ]b0, b[

)×R the inequalities (16) and (17)
be satisfied, respectively, where h : ]a, b[→ [0,+∞[ and h0 : ]a, b[→ [0, +∞[
are measurable functions satisfying the conditions

b∫

a

δµ(s)(δ(b)−δ(s))h(s) ds<+∞,

b∫

a

δµ(s)(δ(b)−δ(s))h0(s) ds<+∞, (25)

b∫

a

δ(s)ψ0(s)
[
h(s)− µ(1− µ)`

p(s)ψ0(s)δ2(s)

]
+

ds ≤ 1 (26)

for some µ ∈ ]0, 1] and ` ∈ ]0, 1]. Then the problem (1), (2) has at least one
solution.

Theorem 7. Let the conditions (23) and (24) hold, and let in the do-
mains ]a, b[×R and

(
]a, a0[∪ ]b0, b[

) × R the inequalities (20) and (21) be
satisfied, respectively, where h : ]a, b[→ [0, +∞[ and h̄ : ]a, a0[∪ ]b0, b[→
[0, +∞[ are measurable functions. If, moreover, for some µ ∈ ]0, 1] and
` ∈ ]0, 1] the conditions (25) and (26) are satisfied, where h0 is a function
given by the equality (22), then the problem (1), (2) has one and only one
solution.



140

Remark 2. The condition (26) in Theorems 6 and 7 is unimprovable and
it cannot be replaced by the condition

b∫

a

δ(s)ψ0(s)
[
h(s)− µ(1− µ)`

p(s)ψ0(s)δ2(s)

]
+

ds ≤ 1 + ε− `,

no matter how small ε > 0 would be.
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Zaza Sokhadze

ON THE CAUCHY–NICOLETTI WEIGHTED PROBLEM
FOR HIGHER ORDER NONLINEAR FUNCTIONAL

DIFFERENTIAL EQUATIONS

Abstract. The unimprovable in a certain sense conditions are estab-
lished which, respectively, ensure the solvability and well-posedness of the
weighted Cauchy–Nicoletti problem for higher order nonlinear singular dif-
ferential equations.

îâäæñéâ. áŽáàâêæèæŽ àŽîçãâñèæ Žäîæå ŽîŽàŽñéþëĲâïâĲŽáæ ìæ-
îëĲâĲæ, îëéèâĲæù, ïŽåŽêŽáëá, ñäîñêãâèõëòâê çëöæ{êæçëèâðæï
ûëêæŽêæ ŽéëùŽêæï ŽéëýïêŽáëĲŽïŽ áŽ çëîâóðñèëĲŽï éŽôŽèæ îæàæï
ŽîŽûîòæãæ ïæêàñèŽîñèæ òñêóùæëêŽèñî-áæòâîâêùæŽèñîæ àŽêðëèâ-
ĲâĲæïŽåãæï.

2010 Mathematics Subject Classification. 34K10, 34B10, 34B16.
Key words and phrases. Functional differential equation, nonlinear,
higher order, singular, the Cauchy–Nicoletti weighted problem.

Let −∞ < a < b < +∞, n ≥ 2 be a natural number and f be an operator
defined on some set D(f) ⊂ Cn−1([a, b]) and mapping D(f) onto L([a, b]).
We consider the functional differential equation

u(n)(t) = f(u)(t) (1)

with the Cauchy–Nicoletti weighted conditions

lim sup
t→ti

( |u(i−1)(t)|
ρi(t)

)
< +∞ (i = 1, . . . , n). (2)

Here ti ∈ [a, b] (i = 1, . . . , n) and ρi : [a, b] → [0;+∞[ (i = 1, . . . , n) are
continuous functions such that

ρn(tn) = 0, ρn(t) > 0 for t 6= tn, ρi(ti) = 0,

∣∣∣∣
t∫

ti

ρi+1(s) ds

∣∣∣∣ ≤ ρi(t) for a ≤ t ≤ b (i = 1, . . . , n− 1).

By Cn−1
ρ1,...,ρn

([a, b]) we denote a set of functions u ∈ Cn−1([a, b]) such that

µ(u) = max
{
µ1(u), . . . , µn(u)

}
< +∞,

Reported on the Tbilisi Seminar on Qualitative Theory of Differential Equations on
November 28, 2011.
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where

µi(u) = sup
{ |u(i−1)(t)|

ρi(t)
: a ≤ t ≤ b, t 6= ti

}
.

For an arbitrary x > 0, assume

Cn−1
ρ1,...,ρn;x([a, b]) =

{
u ∈ Cρ1,...,ρn([a, b]) : µ(u) ≤ x

}
,

f∗(ρ1, . . . , ρn; x)(t) = sup
{
|f(u)(t)| : u ∈ Cn−1

ρ1,...,ρn;x([a, b])
}

.

We investigate the problem (1), (2) in the case, where

Cn−1
ρ1,...,ρn

([a, b]) ⊂ D(f) (3)

and for any x > 0 the conditions

f : Cn−1
ρ1,...,ρn;x([a, b]) −→ L([a, b]) is continuous (4)

and
b∫

a

f∗(ρ1, . . . , ρn; x)(t) dt < +∞

are fulfilled.
Of special interest is the case, where

D(f) 6= Cn−1([a, b]).

In this sense the equation (1) is singular one.
In the case, where f is the Nemytski’s operator, i.e., when

f(u)(t) ≡ f0

(
t, u(t), . . . , u(n−1)(t)

)
,

where f : (]a, b[ \{t1, . . . , tn})× Rn → R is the function satisfying the local
Carathéodory conditions, the problems of the type (1), (2) are investigated
thoroughly (see [1]–[6] and references therein). The problem (1), (2) is also
investigated in the case, where

f(u)(t) ≡ f0

(
t, u(τ1(t)), . . . , u(n−1)(τn(t))

)
;

t1 = · · · = tn and ρi+1(t) = ρ′i(t) (i = 1, . . . , n)

(see [7]–[9]).
However, the problem mentioned above remains still little studied in a

general case. Just this case we consider in the present paper.
The function u ∈ D(f) with an absolutely continuous (n−1)th derivative

is said to be a solution of the equation (1) if it almost everywhere on ]a, b[
satisfies this equation.

A solution of the equation (1) satisfying the boundary conditions (2) is
called a solution of the problem (1), (2).
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Theorem 1. Let the conditions (3) and (4) be fulfilled, and there exist
constants α ∈ ]0, 1[ and x0 > 0 such that

∣∣∣∣
t∫

tn

f∗(ρ1, . . . , ρn; x)(s) ds

∣∣∣∣ ≤ αρn(x) for a ≤ t ≤ b, x ≥ x0. (5)

Then the problem (1), (2) has at least one solution.

Corollary 1. Let there exist integrable functions p and q : [a, b] →
[0;+∞[ such that

sup
{∣∣∣

t∫

tn

p(s) ds
∣∣∣/ρn(t) : a ≤ t ≤ b, t 6= tn

}
< 1, (6)

sup
{∣∣∣

t∫

tn

q(s) ds
∣∣∣/ρn(t) : a ≤ t ≤ b, t 6= tn

}
< +∞ (7)

and for any u ∈ Cn−1
ρ1,...,ρn

([a, b]) almost everywhere on ]a, b[ the condition
∣∣f(u)(t)

∣∣ ≤ ρ(t)µ(u) + q(t)

is fulfilled. Then the problem (1), (2) has at least one solution.

Along with the problem (1), (2) we consider the perturbed problem

v(n)(t) = f(v)(t) + h(t), (8)

lim sup
t→ti

( |v(i−1)(t)|
ρi(t)

)
< +∞ (i = 1, . . . , n), (9)

where h : ]a, b[→ R is the integrable function such that

µ0(h) = sup
{∣∣∣

t∫

tn

h(s) ds
∣∣∣/ρn(t) : a ≤ t ≤ b, t 6= tn

}
< +∞. (10)

Definition 1. The problem (1), (2) is said to be well-posed if for any
integrable function h : ]a, b[→ R satisfying the condition (10), the problem
(8), (9) is uniquely solvable, and there exists an independent of h positive
constant r such that

µ(u− v) ≤ rµ0(h),
where u and v are, respectively, the solutions of the problems (1), (2) and
(8), (9).

Theorem 2. Let there exist an integrable function p : [a, b] → [0, +∞[
satisfying the inequality (6) such that for any u and v ∈ Cn−1

ρ1,...,ρn
([a, b])

almost everywhere on ]a, b[ the condition∣∣f(u)(t)− f(v)(t)
∣∣ ≤ p(t)µ(u− v)

is fulfilled. If, moreover, the inequality (7), where q(t) ≡ |f(0)(t)|, is ful-
filled, then the problem (1), (2) is well-posed.
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Note that the condition (5) in Theorem 1, where α ∈ ]0, 1[ , is unimprov-
able and it cannot be replaced by the condition

∣∣∣∣
t∫

tn

f∗(ρ1, . . . , ρn; x)(s) ds

∣∣∣∣ ≤ ρn(t)x for a ≤ t ≤ b, x ≥ x0.

Similarly, in Corollary 1 and in Theorem 2, the strict inequality (6) can-
not be replaced by the nonstrict inequality

sup
{∣∣∣

t∫

tn

p(s) ds
∣∣∣/ρn(t) : a ≤ t ≤ b, t 6= tn

}
≤ 1.
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9. B. Půža and Z. P. Sokhadze, The weighted Cauchy problem for nonlinear singular
differential equations with deviating arguments. (Russian) Differ. Uravn. (to appear).

(Received 29.11.2011)

Author’s address:

A. Tsereteli Kutaisi State University, 59 Queen Tamar St., Kutaisi 4600,
Georgia.

E-mail: z.soxadze@gmail.com



Mem. Differential Equations Math. Phys. 56 (2012)

CONTENTS

G. Khuskivadze . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Malkhaz Ashordia
On Two-Point Singular Boundary Value Problems
for Systems of Linear Generalized Ordinary
Differential Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Mohamed Berbiche and Ali Hakem
Necessary and Sufficient Conditions for Nonexistence
of Solutions to Certain Fractional Telegraph Equation . . . . . . . . 37

I. R. Lomidze and N. V. Makhaldiani
Some Properties of the Generalized Euler Beta Function . . . . . . 57

Vakhtang Paatashvili
On Some Properties of Analytic Functions from Smirnov
Class with a Variable Exponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

Mykola Perestyuk and Oleksiy Kapustyan
Long-Time Behavior of Evolution Inclusion with
Non-Damped Impulsive Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

Congcong Tian and Yansheng Liu
Multiple Positive Solutions for a Class of Fractional
Singular Boundary-Value Problems . . . . . . . . . . . . . . . . . . . . . . . . . . 115

Short Communication

Ivan Kiguradze, Alexander Lomtatidze, and Nino Partsvania.
Some Multi–Point Boundary Value Problems
for Second Order Singular Differential Equations . . . . . . . . . . . . . 133

Zaza Sokhadze. On the Cauchy–Nicoletti Weighted Problem
for Higher Order Nonlinear Functional Differential
Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143



148

éâéñŽîâĲæ áæòâîâêùæŽèñî àŽêðëèâĲâĲïŽ áŽ éŽåâéŽðæçñî
òæäæçŽöæ 56 (2011)

ö æ ê Ž Ž î ï æ

àæãæ ýñïçæãŽúâ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

éŽèýŽä ŽöëîáæŽ
ëîûâîðæèëãŽêæ ïæêàñèŽîñèæ ïŽïŽäôãîë ŽéëùŽêâĲæï öâïŽýâĲ
àŽêäëàŽáâĲñè øãâñèâĲîæã áæòâîâêùæŽèñî àŽêðëèâĲŽåŽ
ûîòæãæ ïæïðâéâĲæïŽåãæï . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

éëßŽéâá ĲâîĲæøâ áŽ Žèæ ßŽçâéæ
äëàæâîåæ òîŽóùæëêŽèñîæ ðâèâàîŽòæï àŽêðëèâĲæï
ŽéëêŽýïêæï ŽîŽîïâĲëĲæï ŽñùæèâĲâèæ áŽ
ïŽçéŽîæïæ ìæîëĲâĲæ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

æ. î. èëéæúâ áŽ ê. ã. éŽýŽèáæŽêæ
àŽêäëàŽáâĲñèæ âæèâîæï ĲâðŽ òñêóùææï äëàæâîåæ åãæïâĲŽ . . . . . 57

ãŽýðŽêà ìŽŽðŽöãæèæ
ŽêŽèæäñîæ òñêóùæâĲæï äëàæâîåæ åãæïâĲæï öâïŽýâĲ
ùãèŽáéŽøãâêâĲèæŽêæ ïéæîêëãæï çèŽïæáŽê . . . . . . . . . . . . . . . . . . . . . . 73

éæçëèŽ ìâîâïðæñçæ áŽ ëèâóïæ çŽìñïðæŽêæ
ŽîŽéæèâãŽáæ æéìñèïñîæ äâéëóéâáâĲæï éóëêâ
âãëèñùæñîæ øŽîåãæï åãæïâĲîæãæ õëòŽóùâãŽ . . . . . . . . . . . . . . . . . . 89

çëêàçëêà ðæŽêæ áŽ æŽêöâêà èæñ
òîŽóùæëêŽèñî ïæêàñèŽîñè ïŽïŽäôãîë ŽéëùŽêŽåŽ
âîåæ çèŽïæï þâîŽáæ áŽáâĲæåæ ŽéëêŽýïêâĲæ . . . . . . . . . . . . . . . . . . 115

éëçèâ ûâîæèâĲæ

æãŽêâ çæôñîŽúâ, ŽèâóïŽêáîâ èëéåŽåæúâ áŽ êæêë òŽîùãŽêæŽ.
äëàæâîåæ éîŽãŽèûâîðæèëãŽêæ ïŽïŽäôãîë ŽéëùŽêŽ éâëîâ
îæàæï ïæêàñèŽîñèæ áæòâîâêùæŽèñîæ àŽêðëèâĲâĲæïŽåãæï . . . . 133

äŽäŽ ïëýŽúâ. çëöæ{êæçëèâðæï ûëêæŽêæ ïŽïŽäôãîë ŽéëùŽêæï
öâïŽýâĲ éŽôŽèæ îæàæï òñêóùæëêŽèñî áæòâîâêùæŽèñîæ
àŽêðëèâĲâĲæïŽåãæï . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143


