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Eightieth Birthday Anniversary of Kusano Takaŝi

On December 30, 2012 Kusano Takaŝi, member of the Editorial Board of
our journal, Professor Emeritus at Hiroshima University, Doctor of Science,
became 80 years of age.

T. Kusano was born in a small town Shimabara, Nagasaki Prefecture,
in Kyushu which is one of the four main islands forming the archipelago of
Japan. In 1936 his family moved to Manchuria which was then a puppet
nation made up by the Japanese Government in 1932 as his father took a job
(assistant professor of mathematics) with Changchun Technical University.

His family lived in Changchun for ten years until they were repatriated
to Japan in 1946 after World War II apart from his father who in the end of
1945 was arrested (by mistake) by the Soviet Army as a war criminal and
was taken to Kazakhstan in USSR for forced labor.

In 1951 he left the Shimabara high school with honors and in 1955 he
graduated from the Faculty of Science of the University of Tokyo, majoring
in pure mathematics. Then he was admitted to its Graduate School by



2

recommendation and began to study differential equations under the super-
vision of Professor Masuo Hukuhara. He remembers quite well that at the
first meeting with his supervisor Professor Hukuhara said to him “We are
now at the dawn of the era of nonlinear differential equations. Don’t forget
that fixed point theorems are one of the most important and useful tools in
the analysis of nonlinear problems”. His research subject was the qualita-
tive theory of second order nonlinear partial differential equations of elliptic
and parabolic types. After having obtained the Master’s degree in 1957 he
went to the Doctor’s course, but in 1958 he had to leave the course halfway
as he was offered the job of lecturer at Ibaraki University. It was in 1965
when he defended his doctoral dissertation submitted to the University of
Tokyo.

After having taught at Ibaraki University (1958–1960), Nagasaki Uni-
versity (1960–1962), Chuo University (1962–1967) and Waseda University
(1967–1969), he was appointed to be Full Professor of Hiroshima Univer-
sity in 1969 and served in Department of Mathematics, Faculty of Science,
for twenty five years since then. In 1970 he changed his research subject
from partial differential equations to ordinary differential equations under
the influence of the oscillation theory created by Professor Ivan Kiguradze,
and organized the seminar on oscillation of nonlinear ordinary differential
equations with or without functional arguments. The seminar encouraged a
number of graduate students to be active specialists in oscillation theory of
differential equations, ordinary or partial. In 1994 he transferred to Fukuoka
University to work for Department of Applied Mathematics, Faculty of Sci-
ence for the last nine years of his career as a university professor. Since
2000, motivated by the work of Professor Vojislav Marić, he has been en-
thusiastic about the asymptotic analysis of positive solutions of differential
equations by means of Karamata functions (or regular variation).

His scientific activities during his academic life include invited speeches at
many international conferences on differential equations held in Europe and
the Unites States, services as a member of the editorial board of the journals:
Memoirs of Differential Equations and Mathematical Physics, Funkcialaj
Ekvacioj, Hiroshima Mathematical Journal, Applied Mathematics E-Notes,
and Studies of the University of Žilina (Mathematical Series), and super-
vision of nineteen students who successfully defended their Ph. D theses.
Besides he is a permanent visiting professor of Northeast Normal University.

The main areas of T. Kusano’s scientific investigations are broadly clas-
sified into the following four categories.

(I) Qualitative study of second order elliptic and parabolic par-
tial differential equations:

(i) The construction of entire solutions (solutions defined in the entire
space RN ) and the solvability of exterior boundary value problems
for a class of second order quasilinear elliptic equations. See e.g. [5],
[6], [8].
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(ii) The study of time change of solutions as functions of the space
variable of the Cauchy problem for a class of second order linear
parabolic equations and systems with unbounded coefficients. See
e.g. [14], [17], [21].

(II) Oscillation theory of differential equations:
Since 1970 he has studied oscillation properties of differential equations

in hopes of proceeding in the mainstream of oscillation theory created by
F. V. Atkinson and I. T. Kiguradze. The equations considered by him in-
clude both ordinary and partial differential equations with or without func-
tional arguments which can be regarded as generalizations of the Emden–
Fowler equation. Various kinds of equations have been the objects of his
investigations in this direction as listed below.

(i) Ordinary differential equations of generalized Emden–Fowler type in
which the principal parts involve higher order linear differential op-
erators such as (p(t)x(n−m))(m) and (pn−1(t)(· · ·(p1(t)(p0(t)x)′)′· · ·)′)′.
See e.g. [39], [61], [68].

(ii) Ordinary differential equations of generalized Emden–Fowler type in
which the principal parts involve second order nonlinear differential
operators such as (p(t)|x′|α−1x′)′.
(a) Half-linear equations [160], [165], [171].
(b) Non-half-linear equations [140], [151], [164].

(iii) Nonoscillatory ordinary differential equations which can be turned
into oscillating systems as a result of introduction of functional ar-
guments. See e.g. [72], [85], [159].

(iv) Ordinary differential equations of neutral type.
(a) First order equations having difference operators of degree 1

[132], [137], [142];
(b) Higher order equations having difference operators of degree 1

[129], [131], [143];
(c) Higher order equations having difference operators of higher

degree [148], [163], [166].
(v) Partial differential equations.

(a) Nonlinear harmonic and metaharmonic equations [56], [63],
[120];

(b) Non-elliptic equations [87], [100], [212].

(III) Existence and asymptotic behavior of positive solutions of
nonlinear differential equations:

The following is a record of what he has done in his attempts at acquiring
detailed and precise information about the asymptotic behavior of positive
solutions of differential equations in mathematical physics.
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(i) Positive solutions of ordinary differential equations of generalized
Emden–Fowler type. See e.g. [83], [99], [104], [124], [125].

(ii) Positive solutions of second order semilinear elliptic equations in
exterior domains. See e.g. [81], [98], [102].

(iii) Positive entire solutions of second order semilinear and quasilinear
elliptic equations. See e.g. [107], [111], [157].

(iv) Positive entire solutions of higher order semilinear and quasilinear
elliptic equations. See e.g. [117], [156], [172].

(v) Positive entire solutions of Monge-Ampère equations. See e.g. [135],
[139], [141].

(IV) Asymptotic analysis of positive solutions in the framework
of regular variation:

Inspired by the book of V. Marić entitled “Regular Variation and Differ-
ential Equations” published in 2000, he started studying theory of regular
variation in the sense of Karamata and came before long to find a num-
ber of problems on differential equations that could be solved by means of
regularly varying functions. What he has done in this regard is as follows.

(i) The construction of regularly varying solutions for various types of
linear and nonlinear ordinary differential equations with or without
functional arguments. See e.g. [218], [229], [235].

(ii) The introduction of the concept of generalized regularly varying
functions and its application to the analysis of asymptotic behavior
of positive solutions of more complicated differential equations than
those considered in (i). See e.g. [223], [225].

(iii) The detection of the fact that if one’s attention is restricted to gener-
alized Emden–Fowler equations with regularly varying coefficients,
then thorough and complete information can be obtained about the
existence and asymptotic behavior of all possible regularly varying
solutions of the equations under consideration. See e.g. [237]– [239].

We cordially wish Professor Kusano Takaŝi good health, long life and
new successes in his scientific activities.

R. P. Agarwal, N. Izobov, I. Kiguradze,
T. Kiguradze, A. Lomtatidze, N. Partsvania,

M. Perestyuk, N. Rozov, M. Tvrdy, N. Yoshida
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114. Some remarks on the supersolution-subsolution method for superlinear elliptic equa-
tions (with N. Fukagai and K. Yoshida). J. Math. Anal. Appl. 123 (1987), No. 1,

131–141.
115. Positive entire solutions of semilinear biharmonic equations (with C. A. Swanson).

Hiroshima Math. J. 17 (1987), No. 1, 13–28.

116. Radial entire solutions to even order semilinear elliptic equations in the plane (with
M. Naito and C. A. Swanson). Proc. Roy. Soc. Edinburgh Sect. A 105 (1987),

275–287.
117. Entire solutions of a class of even order quasilinear elliptic equations (with M. Naito

and C. A. Swanson). Math. Z. 195 (1987), No. 2, 151–163.

118. Global existence of nonoscillatory solutions of perturbed general disconjugate equa-

tions (with W. F. Trench). Hiroshima Math. J. 17 (1987), No. 2, 415–431.
119. Oscillation of solutions of a class of functional-differential equations (with

A. F. Ivanov). (Russian) Ukrain. Mat. Zh. 39 (1987), No. 6, 717–721, 814.



10

120. Oscillation theory of entire solutions of second order superlinear elliptic equations

(with M. Naito). Funkcial. Ekvac. 30 (1987), No. 2–3, 269–282.

121. Systems of functional-differential equations with asymptotically constant solutions
(with W. F. Trench). Proc. Amer. Math. Soc. 104 (1988), No. 4, 1091–1097.

122. Existence of decaying entire solutions of a class of semilinear elliptic equations (with

E. S. Noussair and C. A. Swanson). Proc. Amer. Math. Soc. 104 (1988), No. 4,
1141–1147.

123. On the asymptotic behavior of solutions of nonlinear ordinary differential equations

(with M. Naito and C. A. Swanson). Czechoslovak Math. J. 38(113) (1988), No. 3,
498–519.

124. Unbounded nonoscillatory solutions of nonlinear ordinary differential equations of

arbitrary order (with M. Naito). Hiroshima Math. J. 18 (1988), No. 2, 361–372.
125. Positive solutions of a class of nonlinear ordinary differential equations (with

M. Naito). Nonlinear Anal. 12 (1988), No. 9, 935–942.
126. On the existence of positive decaying entire solutions for a class of sublinear elliptic

equations (with Y. Furusho). Canad. J. Math. 40 (1988), No. 5, 1156–1173.

127. Asymptotic properties of entire solutions of even order quasilinear elliptic equations
(with M. Naito and C. A. Swanson). Japan. J. Math. (N.S.) 14 (1988), No. 2,

275–308.

128. Radial entire solutions of even order semilinear elliptic equations (with M. Naito
and C. A. Swanson). Canad. J. Math. 40 (1988), No. 6, 1281–1300.

129. Oscillation theory of higher order linear functional-differential equations of neutral
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neutral type (with J. Jaroš). Differential Integral Equations 4 (1991), No. 2, 425–

436.
143. Existence of oscillatory solutions for functional-differential equations of neutral type
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Kōkyūroku No. 1216 (2001), 266–273.
207. Sturm–Liouville eigenvalue problems from half-linear ordinary differential equations

(with M. Naito). Rocky Mountain J. Math. 31 (2001), No. 3, 1039–1054.

208. Picone-type inequalities for nonlinear elliptic equations and their applications (with
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îâäæñéâ. êŽöîëéöæ éëõãŽêæèæŽ ŽýŽèæ åâëîâéâĲæ ñúîŽãæ ûâîðæ-
èæï öâïŽýâĲ éîŽãŽèïŽýŽ ŽïŽýãâĲæïŽåãæï, îëéèâĲæù ŽîæŽê Žéëäêâóæè-
ýŽîæïýëãŽêæ çñéöãâĲæ ïñïðæ ŽîŽçëéìŽóðñîëĲæï äëéæï éæéŽîå áŽ àŽŽø-
êæŽå ïñïðŽá ïâçãâêùæŽèñîŽá øŽçâðæèæ àîŽòæçæ. âï öâáâàâĲæ öâéáâà
àŽéëõâêâĲñèæŽ ãëèðâîŽï ðæìæï æêðâàîŽèñîæ øŽîåãâĲæï ïñïðæ Žéë-
êŽýïêâĲæï ŽîïâĲëĲæï ïŽçæåýæï öâïŽïûŽãèŽá ïñïðæ çëéìŽóðñîëĲæï ŽîŽî-
ïâĲëĲæï öâéåýãâãŽöæ. Ĳëèë ìŽîŽàîŽòöæ àŽêýæèñèæŽ Žéëäêâóæè-ýŽîæï-
ýëãŽêæ éîŽãŽèïŽýŽ ŽïŽýãâĲæ, îëéèâĲæù ŽîæŽê çñéöãâĲæ ŽîŽçëéìŽóðñ-
îëĲæï äëéæï éæéŽîå.
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1. Introduction

Since the paper by Szep [32], the theory on the existence of weak solutions
to differential equations in Banach spaces has become popular. We quote
the contributions of Cramer, Lakshmikantham and Mitchell [6] in 1978 and
more recently by Bugajewski [5], Cichon [9], [11], Cichon and Kubiaczyk
[10], Mitchell and Smith [23], and O’Regan [24], [25], [26]. Motivated by
the paper of Cichon [9], D. O’Regan [30] investigated the existence of weak
solutions to the following inclusion which was modelled off a first order
differential inclusion [7], [8], [9]

x(t) ∈ x0 +

t∫

0

G(s, x(s)) ds, t ∈ [0, T ]; (1.1)

here G : [0, T ]× E → 2E and x0 ∈ E with E a real reflexive Banach space.
The proofs involve a Arino–Gautier–Penot type fixed point theorem for
multivalued mappings and the applications depend heavily upon the re-
flexiveness of the space E. In this paper, we establish existence results for
the Volterra integral equation (1.1) in the case where E is nonreflexive.
Our approach relies on the concept of convex-power condensing operators
with respect to a measure of weak noncompactness. We note that Sun and
Zhang [31] introduced the definition of a convex-power condensing operator
with respect to the Kuratowski measure of noncompactness for single valued
mappings and proved a fixed point theorem which extended the well-known
Sadovskii’s fixed point theorem and a fixed point theorem in Liu et al. [22].
[35], G. Zhang et al. established some fixed point theorems of Rothe and
Altman types about convex-power condensing single valued operators with
respect to the Kuratowski measure of noncompactness. These results were
applied to a differential equation of first order with integral boundary condi-
tions. In this paper we introduce the concept of a convex-power condensing
multivalued operator with respect to a measure of weak noncompactness.
We also prove some fixed point principles for this type of operator. Our
fixed point results are not only of theoretical interest, but we discuss new
applications, namely the existence of solutions to integral inclusions with
lack of weak compactness. We illustrate this fact by deriving an existence
theory for (1.1) in the case where E is nonreflexive.

For the remainder of this section we gather some notations and prelim-
inary facts. Let X be a Banach space, let B(X) denote the collection of
all nonempty bounded subsets of X and W(X) the subset of B(X) consist-
ing of all weakly compact subsets of X. Also, let Br denote the closed ball
centered at 0 with radius r.

In our considerations the following definition will play an important role.

Definition 1.1 ([2]). A function ψ : B(X) → R+ is said to be a measure
of weak noncompactness if it satisfies the following conditions:
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(1) The family ker(ψ) = {M ∈ B(X) : ψ(M) = 0} is nonempty and
ker(ψ) is contained in the set of relatively weakly compact sets of X.

(2) M1 ⊆ M2 =⇒ ψ(M1) ≤ ψ(M2).

(3) ψ(co(M)) = ψ(M), where co(M) is the closed convex hull of M.

(4) ψ(λM1 + (1− λ)M2) ≤ λψ(M1) + (1− λ)ψ(M2) for λ ∈ [0, 1].

(5) If (Mn)n≥1 is a sequence of nonempty weakly closed subsets of X
with M1 bounded and M1 ⊇ M2 ⊇ · · · ⊇ Mn ⊇ · · · such that

lim
n→∞

ψ(Mn) = 0, then M∞ :=
∞⋂

n=1
Mn is nonempty.

The family kerψ described in (1) is said to be the kernel of the measure
of weak noncompactness ψ. Note that the intersection set M∞ from (5)
belongs to kerψ since ψ(M∞) ≤ ψ(Mn) for every n and lim

n→∞
ψ(Mn) = 0.

Also, it can be easily verified that the measure ψ satisfies

ψ(Mw) = ψ(M),

where Mw is the weak closure of M.
A measure of weak noncompactness ψ is said to be regular if

ψ(M) = 0 if and only if M is relatively weakly compact.

subadditive if
ψ(M1 + M2) ≤ ψ(M1) + ψ(M2), (1.2)

homogeneous if
ψ(λM) = |λ|ψ(M), λ ∈ R, (1.3)

set additive (or have the maximum property) if

ψ(M1 ∪M2) = max(ψ(M1), ψ(M2)). (1.4)

The first important example of a measure of weak noncompactness has
been defined by De Blasi [13] as follows:

w(M) = inf
{

r > 0 : there exists W ∈ W(X) with M ⊆ W + Br

}
,

for each M ∈ B(X).
Notice that w(.) is regular, homogeneous, subadditive and set additive

(see [13]).
The following results are crucial for our purposes. We first state a theo-

rem of Ambrosetti type (see [23, 20] for a proof).

Theorem 1.1. Let E be a Banach space and let H ⊆ C([0, T ], E) be
bounded and equicontinuous. Then the map t → w(H(t)) is continuous on
[0, T ] and

w(H) = sup
t∈[0,T ]

w(H(t)) = w(H[0, T ]),

where H(t) = {h(t) : h ∈ H} and H[0, T ] =
⋃

t∈[0,T ]

{h(t) : h ∈ H}.

The following auxiliary result will also be needed.



Fixed Point Theory for Multivalued Weakly Convex-Power Condensing Mappings . . . 21

Lemma 1.1 ([31]). If H ⊆ C([0, T ], E) is equicontinuous and x0 ∈
C([0, T ], E), then co(H ∪ {x0}) is likewise equicontinuous in C([0, T ], E).

In what follows, we shall recall some classical definitions and results re-
garding multivalued mappings. Let X and Y be topological spaces. A multi-
valued map F : X → 2Y is a point to a set function if for each x ∈ X, F (x) is
a nonempty subset of Y. For a subset M of X we write F (M) =

⋃
x∈M

F (x)

and F−1(M) = {x ∈ X : F (x) ∩ M 6= ∅}. The graph of F is the set
Gr(F ) = {(x, y) ∈ X × Y : y ∈ F (x)}. We say that F is upper semicontin-
uous (u.s.c. for short) at x ∈ X if for every neighborhood V of F (x) there
exists a neighborhood U of x with F (U) ⊆ V (equivalently, F : X → 2Y is
u.s.c. if for any net {xα} in X and any closed set B in Y with xα → x0 ∈ X
and F (xα) ∩ B 6= ∅ for all α, we have F (x0) ∩ B 6= ∅). We say that
F : X → 2Y is upper semicontinuous if it is upper semicontinuous at every
x ∈ X. The function F is lower semicontinuous (l.s.c.) if the set F−1(B) is
open for any open set B in Y . If F is l.s.c. and u.s.c., then F is continuous.

If Y is compact, and the images F (x) are closed, then F is upper semi-
continuous if and only if F has a closed graph. In this case, if Y is compact,
we find that F is upper semicontinuous if xn → x, yn → y, and yn ∈ F (xn),
together imply that y ∈ F (x). When X is a Banach space we say that
F : X → 2X is weakly upper semicontinuous if F is upper semicontinuous
in X endowed with the weak topology. Also, F : X → 2X is said to have
weakly sequentially closed graph if the graph of F is sequentially closed
w.r.t. the weak topology of X. In Section 4 we present fixed point theorems
for multivalued convex-power maps with respect to a measure of noncom-
pactness.

Now, we recall the following extension of the Arino–Gautier–Penot fixed
point theorem for multivalued mappings. For a proof we refer the reader to
[30, Theorem 2.2.].

Theorem 1.2. Let X be a metrizable locally convex linear topological
space and let C be a weakly compact, convex subset of X. Suppose F : C →
C(C) has a weakly sequentially closed graph. Then F has a fixed point; here
C(C) denotes the family of nonempty, closed, convex subsets of C.

In what follows, let X be a Banach space, C a nonempty closed convex
subset of X, F : C → 2C a multivalued mapping and x0 ∈ C. For any
M ⊆ C we set

F (1,x0)(M)=F (M), F (n,x0)(M)=F
(
co

(
F (n−1,x0)(M) ∪ {x0}

))

for n = 2, 3, . . . .

Definition 1.2. Let X be a Banach space, C a nonempty closed convex
subset of X and ψ a measure of weak noncompactness on X. Let F : C →
2C be a bounded multivalued mapping (that is it takes bounded sets into
bounded ones) and x0 ∈ C. We say that F is a ψ- convex-power condensing
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operator about x0 and n0 if for any bounded set M ⊆ C with ψ(M) > 0
we have

ψ(F (n0,x0)(M)) < ψ(M). (1.5)
Obviously, F : C → 2C is ψ-condensing if and only if it is ψ- convex-power
condensing operator about x0 and 1.

2. Fixed Point Theorems for Multivalued Mappings Relative
to the Weak Topology

Theorem 2.1. Let X be a Banach space and ψ be a regular and set addi-
tive measure of weak noncompactness on X. Let C be a nonempty closed con-
vex subset of X, x0 ∈ C and n0 be a positive integer. Suppose F : C → C(C)
is ψ-convex-power condensing about x0 and n0. If F has weakly sequentially
closed graph and F (C) is bounded, then F has a fixed point in C.

Proof. Let

F =
{
A ⊆ C, co(A) = A, x0 ∈ A and F (x) ∈ C(A) for all x ∈ A

}
.

The set F is nonempty since C ∈ F . Set M =
⋂

A∈F
A. Now we show that

for any positive integer n we have

P(n) M = co
(
F (n,x0)(M) ∪ {x0}

)
.

To see this, we proceed by induction. Clearly, M is a closed convex subset
of C and F (M) ⊆ M. Thus M ∈ F . This implies co(F (M) ∪ {x0}) ⊆ M.
Hence F (co(F (M) ∪ {x0})) ⊆ F (M) ⊆ co(F (M) ∪ {x0}). Consequently,
co(F (M)∪{x0}) ∈ F . Hence M ⊆ co(F (M)∪{x0}). As a result co(F (M)∪
{x0}) = M. This shows that P(1) holds. Let n be fixed and suppose P(n)
holds. This implies F (n+1,x0)(M) = F (co

(
F (n,x0)(M) ∪ {x0}

)
= F (M).

Consequently,

co
(
F (n+1,x0)(M) ∪ {x0}

)
= co(F (M) ∪ {x0}) = M. (2.1)

As a result
co

(
F (n0,x0)(M) ∪ {x0}

)
= M. (2.2)

Using the properties of the measure of weak noncompactness, we get

ψ(M) = ψ
(
co

(
F (n0,x0)(M) ∪ {x0}

))
= ψ(F (n0,x0)(M)),

which yields that M is weakly compact. Since F : M → 2M has weakly
sequentially closed graph, the result follows from Theorem 1.2. ¤

As an easy consequence of Theorem 2.1 we obtain the following sharp-
ening of [30, Theorem 2.3].

Corollary 2.1. Let X be a Banach space and ψ be a regular and set
additive measure of weak noncompactness on X. Let C be a nonempty closed
convex subset of X. Assume that F : C → C(C) has weakly sequentially
closed graph with F (C) bounded. If F is ψ-condensing, i.e. ψ(F (M)) <
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ψ(M), whenever M is a bounded non-weakly compact subset of C, the F
has a fixed point.

Remark 2.1. Theorem 2.1 is also an extension of its corresponding results
in [28], [29].

Lemma 2.1. Let F : X → 2X be convex-power condensing about x0 and
n0 (n0 is a positive integer) with respect to a regular and set additive measure
of weak noncompactness ψ. Let F̃ : X → 2X be the operator defined on X

by F̃ (x) = F (x+x0)−x0. Then, F̃ is convex-power condensing about 0 and
n0 with respect to ψ. Moreover, F has a fixed point if F̃ does.

Proof. Let M be a bounded subset of X with ψ(M) > 0. We claim that for
all integer n ≥ 1, we have

F̃ (n,0)(M) ⊆ F (n,x0)(M + x0)− x0. (2.3)

To see this, we shall proceed by induction. Clearly,

F̃ (1,0)(M) = F̃ (M) = F (M + x0)− x0 = F (1,x0)(M + x0)− x0. (2.4)

Fix an integer n ≥ 1 and suppose (2.3) holds. Then

F̃ (n,0)(M) ∪ {0} ⊆ co
(
F (n,x0)(M + x0) ∪ {x0}

)
− x0. (2.5)

Hence

co
(
F̃ (n,0)(M) ∪ {0}

)
⊆ co

(
F (n,x0)(M + x0) ∪ {x0}

)
− x0. (2.6)

As a result

F̃ (n+1,0)(M) = F̃
(
co

(
F̃ (n,0)(M) ∪ {0}

))
⊆

⊆ F̃
(
co

(
F (n,x0)(M + x0) ∪ {x0}

)
− x0

)
=

= F
(
co

(
F (n,x0)(M + x0) ∪ {x0}

)
− x0

)
=

= F (n+1,x0)(M + x0)− x0.

This proves our claim. Consequently,

ψ(F̃ (n0,0)(M))) ≤ ψ(F (n0,x0)(M + x0)− x0) ≤
≤ ψ((F (n0,x0)(M + x0) < ψ(M + x0) ≤ ψ(M).

This proves the first statement. The second statement is straightfor-
ward. ¤

Theorem 2.2. Let X be a Banach space and let ψ be a regular and set
additive measure of weak noncompactness on X. Let Q and C be closed,
convex subsets of X with Q ⊆ C. In addition, let U be a weakly open subset
of Q with F (Uw) bounded and x0 ∈ U. Suppose F : X → 2X is ψ-power-
convex condensing map about x0 and n0 (n0 is a positive integer). If F has
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a weakly sequentially closed graph and F (x) ∈ C(C) for all x ∈ Uw, then
either

F has a fixed point, (2.7)
or

there is a point u ∈ ∂QU and λ ∈ (0, 1) with u ∈ λFu; (2.8)
here ∂QU is the weak boundary of U in Q.

Proof. By replacing F,Q, C and U by F̃ , Q − x0, C − x0 and U − x0 re-
spectively and using Lemma 2.1, we may assume that 0 ∈ U and F is
ψ-power-convex condensing about 0 and n0. Now suppose (2.8) does not
occur and F does not have a fixed point on ∂QU (otherwise we are finished
since (2.7) occurs). Let

M =
{

x ∈ Uw : x ∈ λFx for some λ ∈ [0, 1]
}

.

The set M is nonempty since 0 ∈ U. Also, M is weakly sequentially closed.
Indeed, let (xn) be the sequence of M which converges weakly to some
x ∈ Uw and let (λn) be a sequence of [0, 1] satisfying xn ∈ λnFxn. Then for
each n there is a zn ∈ Fxn with xn = λnzn. By passing to a subsequence
if necessary, we may assume that (λn) converges to some λ ∈ [0, 1] and
λn 6= 0 for all n. This implies that the sequence (zn) converges to some
z ∈ Uw with x = λz. Since F has a weakly sequentially closed graph,
then z ∈ F (x). Hence x ∈ λFx and therefore x ∈ M. Thus M is weakly
sequentially closed. We now claim that M is relatively weakly compact.
Suppose ψ(M) > 0. Clearly,

M ⊆ co(F (M) ∪ {0}). (2.9)

By induction, note for all positive integers n we have

M ⊆ co
(
F (n,0)(M) ∪ {0}

)
. (2.10)

Indeed, fix an integer n ≥ 1 and suppose (2.10) holds. Then

F (M) ⊆ F
(
co

(
F (n,0)(M) ∪ {0}

))
= F (n+1,0)(M). (2.11)

Hence
co(F (M) ∪ {0}) ⊆ co

(
F (n+1,0)(M) ∪ {0}

)
. (2.12)

Combining (2.9) and (2.12), we arrive at

M ⊆ co
(
F (n+1,0)(M) ∪ {0}

)
.

This proves (2.10). In particular, we have

M ⊆ co
(
F (n0,0)(M) ∪ {0}

)
.

Thus,

ψ(M) ≤ ψ
(
co

(
F (n0,0)(M) ∪ {0}

))
= ψ(F (M)) < ψ(M), (2.13)
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which is a contradiction. Hence ψ(M) = 0 and therefore Mw is weakly
compact. This proves our claim. Let now x ∈ Mw. Since Mw is weakly
compact, then there is a sequence (xn) in M which converges weakly to
x. Since M is weakly sequentially closed, we have x ∈ M. Thus Mw =
M. Hence M is weakly closed and therefore weakly compact. From our
assumptions we have M ∩ ∂QU = ∅. Since X endowed with the weak
topology is a locally convex space, then there exists a weakly continuous
mapping ρ : Uw → [0, 1] with ρ(M) = 1 and ρ(∂QU) = 0 (see [15]). Let

T (x) =

{
ρ(x)F (x), x ∈ Uw,

0, x ∈ X \ Uw.

Clearly, T : X → 2X has a weakly sequentially closed graph since F does.
Moreover, for any S ⊆ C we have

T (S) ⊆ co(F (S) ∪ {0}).
This implies that

T (2,0)(S) = T
(
co(T (S) ∪ {0})

)
⊆ T

(
co(F (S) ∪ {0})

)
⊆

⊆ co
(
F

(
co(F (S) ∪ {0}) ∪ {0}

))
= co(F (2,0)(S) ∪ {0}).

By induction,

T (n,0)(S) = T
(
co(T (n−1,0)(S) ∪ {0})

)
⊆ T

(
co(F (n−1,0)(S) ∪ {0})

)
⊆

⊆ co
(
F

(
co(F (n−1,0)(S) ∪ {0}) ∪ {0}

))
= co(F (n,0)(S) ∪ {0}),

for each integer n ≥ 1. Using the properties of the measure of weak non-
compactness, we get

ψ(T (n0,0)(S)) ≤ ψ(co(F (n0,0)(S) ∪ {0})) = ψ(F (n0,0)(S)) < ψ(S), (2.14)

if ψ(S) > 0. Thus T : X → 2X has a weakly sequentially closed graph and
T (x) ⊆ C(C) for all x ∈ C. Moreover, T is ψ-power-convex condensing
about 0 and n0. By Theorem 2.1 there exists x ∈ C such that w ∈ Tx. Now
x ∈ U since 0 ∈ U. Consequently, x ∈ ρ(x)F (x) and so x ∈ M. This implies
ρ(x) = 1 and so x ∈ F (x). ¤

Now we present a fixed point theorem of Furi–Pera type for power-convex
condensing multivalued mappings with weakly sequentially closed graph.

Theorem 2.3. Let X be a Banach space and let ψ be a regular and set
additive measure of weak noncompactness on X. Let C be a closed convex
subset of X and Q a closed convex subset of C with F (Q) bounded and
0 ∈ Q. Also, assume F : X → 2X has a weakly sequentially closed graph
and is ψ-power-convex condensing about 0 and n0 (n0 is a positive integer)
and F (x) ∈ C(C) for all x ∈ Q. In addition, assume that the following
conditions are satisfied:
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(i) there exists a weakly continuous retraction r : X → Q, with r(D) ⊆
co(D ∪ {0}) for any bounded subset D of X and r(x) = x for all
x ∈ Q;

(ii) there exists a δ > 0 and a weakly compact set Qδ with Ωδ = {x ∈
X : d(x,Q) ≤ δ} ⊆ Qδ; here d(x, y) = ‖x− y‖;

(iii) for any Ωε = {x ∈ X : d(x,Q) ≤ ε, 0 < ε ≤ δ}, if {(xj , λj)}∞j=1

is a sequence in Q × [0, 1] with xj ⇀ x ∈ ∂Ωε
Q, λj → λ and x ∈

λF (x), 0 ≤ λ < 1, then λjF (xj) ⊆ Q for j sufficiently large; here
∂Ωε

Q is the weak boundary of Q relative to Ωε.

Then F has a fixed point in Q.

Proof. Consider B = {x ∈ X : x ∈ Fr(x)}. We first show that B 6= ∅.
To see this, consider Fr : C → C(C). Clearly Fr has a weakly sequentially
closed graph, since F has a weakly sequentially closed graph and r is weakly
continuous. Now we show that Fr is ψ-power-convex condensing map about
0 and n0. To see this, let A be a bounded subset of C and set A′ = co(A ∪
{0}). Then, using assumption (i) we obtain

(Fr)(1,0)(A) ⊆ F (A′),

(Fr)(2,0)(A) = Fr
(
co

(
(Fr)(1,0)(A) ∪ {0}

))
⊆

⊆ Fr (co (F (A′) ∪ {0})) ⊆ F (co (F (A′) ∪ {0})) =

= F (2,0)(A′),

and by induction,

(Fr)(n0,0)(A) = Fr
(
co

(
(Fr)(n0−1,0)(A) ∪ {0}

))
⊆

⊆ Fr
(
co

(
F (n0−1,0)(A′) ∪ {0}

))
⊆

⊆ F
(
co

(
F (n0−1,0)(A′) ∪ {0}

))
=

= F (n0,0)(A′).

Thus

ψ
(
(Fr)(n0,0)(A)

)
≤ ψ

(
F (n0,0)(A′)

)
< ψ(A′) = ψ(A),

whenever ψ(A) 6= 0. Invoking Theorem 2.1 we infer that there exists y ∈ C
with y ∈ Fr(y). Thus y ∈ B and B 6= ∅. In addition B is weakly sequentially
closed, since Fr has a weakly sequentially closed graph. Moreover, we claim
that B is weakly compact. To see this, first notice

B ⊆ Fr(B) ⊆ F (B′) = F (1,0)(B′),

where B′ = co(B ∪ {0}). Thus

B ⊆ Fr(B) ⊆ Fr (F (B′)) ⊆ F (co (F (B′) ∪ {0})) = F (2,0)(B′),



Fixed Point Theory for Multivalued Weakly Convex-Power Condensing Mappings . . . 27

and by induction

B ⊆ Fr(B) ⊆ Fr
(
F (n0−1,0)(B′)

)
⊆

⊆ F
(
co

(
F (n0−1,0)(B′) ∪ {0}

))
= F (n0,0)(B′),

Now if ψ(B) 6= 0, then

ψ(B) ≤ ψ(F (n0,0)(B′)) < ψ(B′) = ψ(B),

which is a contradiction. Thus, ψ(B) = 0 and so B is relatively weakly
compact and therefore Fr(B) is relatively weakly compact, since r is weakly
continuous and F has a sequentially closed graph. Now let x ∈ Bw. Since
Bw is weakly compact then there is a sequence (xn) of elements of B which
converges weakly to some x. Since B is weakly sequentially closed then
x ∈ B. Thus, Bw = B. This implies that B is weakly compact. We now
show that B∩Q 6= ∅. Suppose B∩Q = ∅. Then, since B is weakly compact
and Q is weakly closed we have from [16] that d(B,Q) > 0. Thus there exists
ε, 0 < ε < δ, with Ωε ∩ B = ∅; here Ωε = {x ∈ X : d(x,Q) ≤ ε}. Now Ωε

is closed convex and Ωε ⊆ Qδ. From our assumptions it follows that Ωε is
weakly compact. Also since X is separable then the weak topology on Ωε

is metrizable [14], [34], let d∗ denote the metric. For i ∈ {0, 1 . . .}, let

Ui =
{

x ∈ Ωε : d∗(x,Q) <
ε

i

}
.

For each i ∈ {0, 1 . . .} fixed, Ui is open with respect to d and so Ui is weakly
open in Ωε. Also, Uw

i =Ud
i =

{
x∈Ωε : d∗(x,Q)≤ε/i

}
and ∂ΩεUi =

{
x∈Ωε :

d∗(x, Q)=ε/i
}
. Keeping in mind that Ωε∩B = ∅, Theorem 2.2 guarantees

that there exists yi ∈ ∂ΩεUi and λi ∈ (0, 1) with yi ∈ λiFr(yi). We now
consider D =

{
x ∈ X : x ∈ λFr(x) for some λ ∈ [0, 1]

}
.

First notice
D ⊆ Fr(D) ∪ {0}.

Thus

D ⊆ Fr(D) ∪ {0} ⊆ Fr
(
co (Fr(D) ∪ {0})

)
∪ {0} = (Fr)(2,0) ∪ {0},

and by induction

D ⊆ Fr(D) ∪ {0} ⊆
⊆ Fr

(
co

(
(Fr)(n0−1,0)(D) ∪ {0}

))
∪ {0} = (Fr)(n0,0) ∪ {0},

Consequently,

ψ(D) ≤ ψ
(
(Fr)(n0,0) ∪ {0}

)
≤ ψ

(
(Fr)(n0,0)

)
.

Since Fr is ψ-convex-power condensing about 0 and n0 then ψ(D) = 0 and
so D is relatively weakly compact.

The same reasoning as above implies that D is weakly compact. Then, up
to a subsequence, we may assume that λi → λ∗ ∈ [0, 1] and yi ⇀ y∗ ∈ ∂ΩεUi.
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Since F has a weakly sequentially closed graph then y∗ ∈ λ∗Fr(y∗). Notice
λ∗Fr(y∗) * Q since y∗ ∈ ∂Ωε

Ui. Thus λ∗ 6= 1 since B ∩ Q = ∅. From
assumption (iii) it follows that λiFr(yi) ⊆ Q for j sufficiently large, which
is a contradiction. Thus B ∩Q 6= ∅, so there exists x ∈ Q with x ∈ Fr(x),
i.e. x ∈ Fx. ¤

Remark 2.2. In Theorem 2.3, we need F : X → 2X ψ-convex-power con-
densing about 0 and n0. However, the condition F : X → 2X has weakly
sequentially closed graph can be replaced by F : Q → 2X has weakly se-
quentially closed graph.

3. Existence Results

In this section we shall discuss the existence of weak solutions to the
Volterra integral inclusion

x(t) ∈ x0 +

t∫

0

G(s, x(s)) ds, t ∈ [0, T ]; (3.1)

here G : [0, T ] × E → C(E) and x0 ∈ E with E is a real Banach space.
The integral in (3.1) is understood to be the Pettis integral and solutions
to (3.1) will be sought in C([0, T ], E).

This equation will be studied under the following assumptions:

(i) for each continuous function x : [0, T ] → E there exists a scalarly
measurable function v : [0, T ] → E with v(t) ∈ G(t, x(t)) a.e. on
[0, T ] and v is Pettis integrable on [0, T ];

(ii) for any r > 0 there exists θr ∈ L1[0, T ] with |G(t, u)| ≤ θr(t) for
a.e. t ∈ [0, T ] and all u ∈ E with |z| ≤ r; here |G(t, u)| = sup{|w| :
w ∈ G(t, u)};

(iii) there exists α ∈ L1[0, T ] and θ : [0,+∞) → (0, +∞) a nondecreasing
continuous function such that |G(s, u)| ≤ α(s)θ(|u|) for a.e. s ∈
[0, t], and all u ∈ E, with

T∫

0

α(s) ds <

∞∫

|x0|

dx

θ(x)
;

(iv) there is a constant τ ≥ 0 such that for any bounded subset S of E
and for any t ∈ [0, T ] we have

w(G([0, t]× S)) ≤ τw(S);

(v) if (xn) is a sequence of continuous functions from [0, T ] into E which
converges weakly to x and if (vn) is a sequence of Pettis integrable
functions from [0, T ] into E such that vn(s) converges weakly to
v(s) and vn(s) ∈ G(s, xn(s)) for a.e. s ∈ [0, T ], then v is Pettis
integrable with v(s) ∈ G(s, x(s)) for a.e. s ∈ [0, T ].



Fixed Point Theory for Multivalued Weakly Convex-Power Condensing Mappings . . . 29

Theorem 3.1. Let E be a Banach space and suppose (i)–(iv) hold. Then
(3.1) has a solution in C([0, T ], E).

Proof. Define a multivalued operator

F : C([0, T ], E) → C(C([0, T ], E)). (3.2)

by letting

Fx(t) =
{

x0 +

t∫

0

v(s) ds : v : [0, T ] → E Pettis integrable with

v(t) ∈ G(t, x(t)) a.e. t ∈ [0, T ]
}

. (3.3)

We first show that (3.2)–(3.3) make sense. To see this, let x ∈ C([0, T ], E).
In view of our assumptions there exists a Pettis integrable v : [0, T ] → E
with v(t) ∈ G(t, x(t)) for a.e. t ∈ [0, T ]. Thus F is well defined. Let

u(t) = x0 +
t∫
0

v(s) ds. To see that u ∈ C([0, T ], E) first notice that there

exists r > 0 with |y| = sup
[0,T ]

|x(t)| ≤ r. From assumption (iii) it readily

follows that there exists θr ∈ L1[0, T ] with

|G(t, x(t))| ≤ θr(t) for a.e. t ∈ [0, T ]. (3.4)

Let t, t′ ∈ [0, T ] with t < t′. Without loss of generality assume u(t) −
u(t′) 6= 0. Invoking the Hahn–Banach theorem we deduce that there exists
φ ∈ E∗ (the topological dual of E) with |φ| = 1 and |u(t)−u(t′)| = φ(u(t)−
u(t′)). Thus

|u(t)− u(t′)| = φ

( t′∫

t

v(s) ds

)
≤

t′∫

t

θr(s) ds.

Consequently, u ∈ C([0, T ], E). Our next task is to show that F has closed
(in C([0, T ], E)) values (note F has automatically convex values). Let x ∈
C([0, T ], E). Suppose wn ∈ Fx, n = 1, 2, . . . . Then there exists Pettis
integrable vn : [0, T ] → E, n = 1, 2, . . . with vn(s) ∈ G(s, x(s)) a.e. s ∈
[0, T ]. Suppose

wn(t) → x0 +

t∫

0

v(s) ds = w(t) in C([0, T ], E). (3.5)

Fix t ∈ (0, T ] and φ ∈ E∗. Then φ(vn) → φ(v) in L1[0, t] so φ(vn) → φ(v)
in measure. Thus there exists a subsequence S of integers with

φ(vn(s)) → φ(v(s)) for a.e. s ∈ [0, t] (as n →∞ in S). (3.6)
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Now since vn(s) ∈ G(s, x(s)) for a.e. s ∈ [0, t] and since the values of G
are closed and convex (so weakly closed) we have v(s) ∈ G(s, x(s)) for a.e.
s ∈ [0, t]. Thus w ∈ Fx and so F has closed (in C([0, T ], E)) values. Now let

C =
{

x ∈ C([0, T ], E) : |x(t)| ≤ b(t) for t ∈ [0, T ] and

|x(t)− x(s)| ≤ |b(t)− b(s)| for t, s ∈ [0, T ]
}

,

where

b(t) = I−1

( t∫

0

α(s) ds

)
and I(z) =

z∫

|x0|

dx

θ(x)
.

Notice C is a closed, convex, bounded, equicontinuous subset of C([0, T ], E)
with 0 ∈ C. Let F be as defined in (3.2)–(3.3). We claim that F (C) ⊆ C.
To see this take u ∈ F (C). Then there exists y ∈ C with u ∈ Fy and

there exists a Pettis integrable v : [0, T ] → E with u(t) = x0 +
t∫
0

v(s) ds

and v(t) ∈ G(t, y(t)) for a.e. t ∈ [0, T ]. Without loss of generality, assume
u(s) 6= 0 for all s ∈ [0, T ]. Then there exists φs ∈ E∗ with |φs| = 1 and
φs(u(s)) = |u(s)|. Consequently, for each fixed t ∈ [0, T ], we have

|u(t)| = φt(u(t)) ≤ |x0|+
t∫

0

α(s)θ(|y(s)|) ds ≤

≤ |x0|+
t∫

0

α(s)θ(b(s)) ds = |x0|+
t∫

0

b′(s) ds = b(t),

since
b(s)∫

|x0|

dx

θ(x)
=

s∫

0

α(x) dx.

Next suppose t, t′ ∈ [0, T ] with t > t′. Without loss of generality, assume
u(t)−u(t′) 6= 0. Then there exists φ ∈ E∗ with |φ| = 1 and φ(u(t)−u(t′)) =
|u(t)− u(t′)|. Consequently,

|u(t)− u(t′)| ≤
t∫

t′

α(s)θ(|y(s)|) ds ≤

≤
t∫

t′

α(s)θ(|b(s)|) ds =

t∫

t′

b′(s) ds = b(t)− b(t′).

Thus, u ∈ C. This proves our claim. Our next task is to show that F has
a weakly sequentially closed graph. To see this, let (xn, yn) be a sequence
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in C × C with xn ⇀ x, yn ⇀ y and yn ∈ Fxn. Then for each t ∈ [0, T ] we
have

yn(t) = x0 +

t∫

0

vn(s) ds (3.7)

with vn : [0, T ] → E, n = 1, 2, . . . Pettis integrable and vn(s) ∈ G(s, xn(s))
a.e. s ∈ [0, T ]. Recall [23], since C is equicontinuous, that xn ⇀ x if
and only if xn(t) ⇀ x(t) for each t ∈ [0, T ] and yn ⇀ y if and only if
yn(t) ⇀ y(t) for each t ∈ [0, T ]. Fix t ∈ [0, T ]. Since xn(s) ⇀ x(s) for each
s ∈ [0, t], then S := {xn(s) : n ∈ N} is a relatively weakly compact subset
of E for each s ∈ [0, t]. Using the fact that the De Blasi measure of weak
noncompactness is regular we get w(S) = 0. From assumption (iv) it follows
that w(G([0, t]× S) = 0. Keeping in mind that vn(s) ∈ G(s, xn(s)) for a.e.
s ∈ [0, t] we obtain

{vn(s) : n ∈ N} ⊆ G([0, t]× S)

for a.e. s ∈ [0, t]. Hence w({vn(s) : n ∈ N}) = 0 for a.e. s ∈ [0, t].
This implies that the set {vn(s) : n ∈ N} is relatively weakly compact
for a.e. s ∈ [0, t]. Hence, by passing to a subsequence if necessary, we
may assume that the sequence vn(s) is weakly convergent in E for a.e.
s ∈ [0, t]. Let v(s) be its weak limit. From our assumptions it follows that
v : [0, T ] → E is Pettis integrable and v(s) ∈ G(s, x(s)) for a. e. s ∈ [0, t].
The Lebesguev Dominated Convergence Theorem for the Pettis integral [18,

Corollary 4] implies for each φ ∈ E∗ that φ(yn(t)) → φ
(
x0 +

t∫
0

v(s) ds
)

i.e.

yn(t) ⇀ x0 +
t∫
0

v(s)ds. We can do this for each t ∈ [0, T ]. Consequently,

y(t) = x0 +
t∫
0

v(s)ds ∈ Fx(t) for each t ∈ [0, T ], i.e. y ∈ Fx. Now we show

that there is an integer n0 such that F is w-power-convex condensing about
0 and n0. To see this notice, for each bounded set H ⊆ C and for each
t ∈ [0, T ], that

F (H)(t) ⊆ x0 + tco (G ([0, t]×H[0, t])) . (3.8)

Using the properties of the weak measure of noncompactness we get

w(F (1,0)(H)(t)) = w(F (H)(t)) ≤
≤ tw (co (G ([0, t]×H[0, t]))) ≤ tw(G([0, t]×H[0, t]) ≤ tτw(H[0, t]).

Theorem 1.1 implies (since H is equicontinuous) that

w(F (1,0)(H)(t)) ≤ tτw(H). (3.9)
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Since F (1,0)(H) is equicontinuous, it follows from Lemma 1.1 that F (2,0)(H)
is equicontinuous. Using (3.9) we get

w(F (2,0)(H)(t)) =

= w

({
x0 +

t∫

0

v(s) ds : v(s) ∈ G(s, x(s)), x ∈ co(F (1,0)(H) ∪ {0})
})

≤

≤ w

({ t∫

0

v(s) ds : v(s) ∈ G(s, x(s)), x ∈ co(F (1,0)(H) ∪ {0})
})

=

= w

({ t∫

0

v(s) ds : v(s) ∈ G(s, x(s)), x ∈ V

})
,

where V = co(F (1,0)(H) ∪ {0}). Fix t ∈ [0, T ]. We divide the interval [0, t]
into m parts 0 = t0 < t1 < · · · < tm = t in such a way that ∆ti = ti−ti−1 =
t
m , i = 1, . . . , m. For each x ∈ V and for each v(s) ∈ G(s, x(s)) we have

t∫

0

v(s) ds =
m∑

i=1

ti∫

ti−1

v(s) ds ∈
m∑

i=1

∆tico
{
v(s) : s ∈ [ti−1, ti]

} ⊆

⊆
m∑

i=1

∆tico
(
G

(
[ti−1, ti]× V ([ti−1, ti])

))
.

Using again Theorem 1.1 we infer that for each i = 2, . . . , m there is a
si ∈ [ti−1, ti] such that

sup
s∈[ti−1,ti]

w(V (s)) = w(V [ti−1, ti]) = w(V (si)). (3.10)

Consequently,

w

{ t∫

0

v(s)ds : x ∈ V

}
≤

m∑

i=1

∆tiw(co
(
G

(
[ti−1, ti]× V ([ti−1, ti])

)) ≤

≤ τ

m∑

i=1

∆tiw
(
co(V ([ti−1, ti])

) ≤ τ

m∑

i=1

∆tiw(V ((si)).

On the other hand, if m →∞ then

m∑

i=1

∆tiw(V ((si)) −→
t∫

0

w(V (s)) ds. (3.11)

Using the regularity, the set additivity, the convex closure invariance of the
De Blasi measure of weak noncompactness together with (3.9) we obtain

w(V (s)) = w(F (1,0)(H)(s)) ≤ sτw(H) (3.12)
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and therefore
t∫

0

w(V (s)) ds ≤ sτ
t2

2
w(H). (3.13)

As a result

w(F (2,0)(H)(t)) ≤ (τt)2

2
w(H). (3.14)

By induction we get

w(F (n,0)(H)(t)) ≤ (τt)n

n!
w(H). (3.15)

Invoking Theorem 1.1 we obtain

w(F (n,0)(H)) ≤ (τT )n

n!
w(H). (3.16)

Since lim
n→∞

(τT )n

n! = 0, then there is a n0 with (τT )n0

n0!
< 1. This implies

w(F (n0,0)(H)) < w(H). (3.17)

Consequently, F is w-power-convex condensing about 0 and n0. The result
follows from Theorem 2.1. ¤

4. Multivalued Convex-Power Maps with Respect to a
Measure of Noncompactness

In this section we shall prove some fixed point theorems for multivalued
mappings relative to the strong topology on a Banach space. By a measure
of noncompactness on a Banach space X we mean a map α : B(X) → R+

which satisfies conditions (1)–(5) in Definition 1.1 relative to the strong
topology instead of the weak topology. The concept of a measure of non-
compactness was initiated by the fundamental papers of Kuratowski [21]
and Darbo [12]. Measures of noncompactness play a very important role in
nonlinear analysis, namely in the theories of differential and integral equa-
tions. Specifically, the so-called Kuratowski measure of noncompactness
[21] and Hausdorff (or ball) measure of noncompactness [3] are frequently
used. We say that a bounded multivalued mapping F : C → 2C , defined on
a nonempty closed convex subset C of X, is a α-convex-power condensing
operator about x0 and n0 if for any bounded set M ⊆ C with α(M) > 0
we have

α(F (n0,x0)(M)) < α(M). (4.1)
Clearly, F : C → 2C is α-condensing if and only if it is α- convex-power
condensing operator about x0 and 1. We first state the following result:

Theorem 4.1. Let X be a Banach space and α be a regular and set
additive measure of noncompactness on X. Let C be a nonempty closed
convex subset of X, x0 ∈ C and n0 be a positive integer. Suppose F : C →
C(C) is α-convex-power condensing about x0 and n0. If F has a closed graph
with F (C) bounded then F has a fixed point in C.
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Proof. Let

F =
{

A ⊆ C, co(A) = A, x0 ∈ A and F (x) ∈ C(A) for all x ∈ A
}

.

The set F is nonempty since C ∈ F . Set M =
⋂

A∈F
A. The reasoning in

Theorem 2.1 shows that for all integer n ≥ 1 we have:

M = co
(
F (n,x0)(M) ∪ {x0}

)
(4.2)

Using the properties of the measure of noncompactness we get

α(M) = α
(
co

(
F (n0,x0)(M) ∪ {x0}

))
= α

(
F (n0,x0)(M)

)
,

which yields that M is compact. Since F : M → 2M has a closed graph
then F is upper semi-continuous. The result follows from the Bohnenblust–
Karlin fixed point theorem [4]. ¤

As an easy consequence of Theorem 4.1 we obtain the following result.

Corollary 4.1. Let X be a Banach space and α be a regular and set
additive measure of noncompactness on X. Let C be a nonempty closed
convex subset of X. Assume that F : C → C(C) has a closed graph with
F (C) bounded. If F is α-condensing, i.e. α(F (M)) < α(M), whenever M
is a bounded non-compact subset of C, then F has a fixed point.

Lemma 4.1. Let F : X → 2X be α-convex-power condensing about x0

and n0 (n0 is a positive integer), where α is a regular and set additive
measure of noncompactness. Let F̃ : X → 2X be the operator defined on X

by F̃ (x) = F (x + x0)− x0. Then, F̃ is α-convex-power condensing about 0
and n0. Moreover, F has a fixed point if F̃ does.

Proof. Let M be a bounded subset of X with α(M) > 0. The reasoning in
Lemma 2.1 yields that for all integer n ≥ 1, we have

F̃ (n,0)(M) ⊆ F (n,x0)(M + x0)− x0.

Hence

α
(
F̃ (n0,0)(M))

)
≤ α

(
F (n0,x0)(M + x0)− x0

)
≤

≤ α
(
(F (n0,x0)(M + x0)

)
< α(M + x0) ≤ α(M).

This proves the first statement. The second statement is straightfor-
ward. ¤

Theorem 4.2. Let X be a Banach space and let α be a regular and set
additive measure of noncompactness on X. Let Q and C be closed, convex
subsets of X with Q ⊆ C. In addition, let U be an open subset of Q with
F (U) bounded and x0 ∈ U. Suppose F : X → 2X is α-power-convex con-
densing map about x0 and n0 (n0 is a positive integer). If F has a closed
graph and F (x) ∈ C(C) for all x ∈ U, then either

F has a fixed point, (4.3)
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or

there is a point u ∈ ∂QU and λ ∈ (0, 1) with u ∈ λFu; (4.4)

here ∂QU is the boundary of U in Q.

Proof. By replacing F,Q, C and U by F̃ , Q − x0, C − x0 and U − x0 re-
spectively and using Lemma 4.1 we may assume that 0 ∈ U and F is
α-power-convex condensing about 0 and n0. Now suppose (4.4) does not
occur and F does not have a fixed point on ∂QU (otherwise we are finished
since (4.3) occurs). Let M =

{
x ∈ U : x ∈ λFx for some λ ∈ [0, 1]

}
.

The set M is nonempty since 0 ∈ U. Also M is closed. Indeed let (xn) be
sequence of M which converges to some x ∈ U and let (λn) be a sequence
of [0, 1] satisfying xn ∈ λnFxn. Then for each n there is a zn ∈ Fxn with
xn = λnzn. By passing to a subsequence if necessary, we may assume that
(λn) converges to some λ ∈ [0, 1] and λn 6= 0 for all n. This implies that
the sequence (zn) converges to some z ∈ U with x = λz. Since F has a
closed graph then z ∈ F (x). Hence x ∈ λFx and therefore x ∈ M. Thus M
is closed. We now claim that M is relatively compact. Suppose α(M) > 0.
Clearly,

M ⊆ co(F (M) ∪ {0}).
Arguing by induction as in the proof of Theorem 2.2, we can prove that for
all integer n ≥ 1 we have

M ⊆ co(F (n,0)(M) ∪ {0}).
This implies

α(M) ≤ α
(
co

(
F (n0,0)(M) ∪ {0})

)
= α(F (M)) < α(M), (4.5)

which is a contradiction. Hence α(M) = 0 and therefore M is compact,
since M is closed. From our assumptions we have M ∩ ∂QU = ∅. By
Urysohn Lemma [15] there exists a continuous mapping ρ : U → [0, 1] with
ρ(M) = 1 and ρ(∂QU) = 0. Let

T (x) =

{
ρ(x)F (x), x ∈ U,

0, x ∈ X \ U.

Clearly, T : X → 2X has a closed graph since F does. Moreover, for any
S ⊆ C we have

T (S) ⊆ co(F (S) ∪ {0}).
This implies that

T (2,0)(S) = T (co(T (S) ∪ {0})) ⊆ T (co(F (S) ∪ {0})) ⊆
⊆ co

(
F (co(F (S) ∪ {0}) ∪ {0})

)
= co(F (2,0)(S) ∪ {0}).
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By induction

T (n,0)(S) = T
(
co(T (n−1,0)(S) ∪ {0})

)
⊆ T

(
co(F (n−1,0)(S) ∪ {0})

)
⊆

⊆ co
(
F (co(F (n−1,0)(S) ∪ {0}) ∪ {0})

)
= co(F (n,0)(S) ∪ {0}),

for each integer n ≥ 1. Using the properties of the measure of noncompact-
ness we get

α(T (n0,0)(S)) ≤ α
(
co(F (n0,0)(S) ∪ {0})

)
= α(F (n0,0)(S)) < α(S), (4.6)

if α(S) > 0. Thus T : X → 2X has a closed graph and T (x) ⊆ C(C) for
all x ∈ C. Moreover, T is α-power-convex condensing about 0 and n0. By
Theorem 4.1 there exists x ∈ C such that x ∈ Tx. Now x ∈ U since 0 ∈ U.
Consequently, x ∈ ρ(x)F (x) and so x ∈ M. This implies ρ(x) = 1 and so
x ∈ F (x). ¤

Theorem 4.3. Let X be a Banach space and α a regular set additive
measure of noncompactness on X. Let Q be a closed convex subset of X with
0 ∈ Q and n0 a positive integer. Assume F : X → 2X has a sequentially
closed graph with F (Q) bounded and F (x) ∈ C(X) for all x ∈ Q. Also
assume F is α-convex-power condensing about 0 and n0 and





if {(xj , λj)} is a sequence in ∂Q× [0, 1]
converging to (x, λ) with x ∈ λF (x) and 0 < λ < 1,

then λjF (xj) ⊆ Q for j sufficiently large
(4.7)

holding. Also suppose the following condition holds:




there exists a continuous retraction r : X → Q

with r(z) ∈ ∂Q for z ∈ X \Q and r(D) ⊆ co(D ∪ {0})
for any bounded subset D of X.

(4.8)

Then, F has a fixed point.

Proof. Let r : X → Q be as described in (4.8). Consider B = {x ∈ X : x =
Fr(x)}.

We first show that B 6= ∅. To see this, consider Fr : X → C(X). Clearly
Fr has a sequentially closed graph, since F has a sequentially closed graph
and r is continuous. Now we show that Fr is α-power-convex condensing
map about 0 and n0. To see this, let A be a bounded subset of X and set
A′ = co(A ∪ {0}). Then, using (4.8) we obtain

(Fr)(1,0)(A) ⊆ F (A′),

(Fr)(2,0)(A) = Fr
(
co

(
(Fr)(1,0)(A) ∪ {0}

))
⊆

⊆ Fr (co (F (A′) ∪ {0})) ⊆ F (co (F (A′) ∪ {0})) =

= F (2,0)(A′),
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and by induction,

(Fr)(n0,0)(A) = Fr
(
co

(
(Fr)(n0−1,0)(A) ∪ {0}

))
⊆

⊆ Fr
(
co

(
F (n0−1,0)(A′) ∪ {0}

))
⊆

⊆ F
(
co

(
F (n0−1,0)(A′) ∪ {0}

))
=

= F (n0,0)(A′).

Thus
α

(
(Fr)(n0,0)(A)

)
≤ α

(
F (n0,0)(A′)

)
< α(A′) = α(A),

whenever α(A) 6= 0. Invoking Theorem 4.1 we infer that there exists y ∈ X
with y ∈ Fr(y). Thus y ∈ B and B 6= ∅. In addition B is closed, since Fr
has a sequentially closed graph. Moreover, we claim that B is compact. To
see this, first notice

B ⊆ Fr(B) ⊆ F (B′) = F (1,0)(B′),

where B′ = co(B ∪ {0}). Thus

B ⊆ Fr(B) ⊆ Fr (F (B′)) ⊆ F (co (F (B′) ∪ {0})) = F (2,0)(B′),

and by induction

B ⊆ Fr(B) ⊆ Fr
(
F (n0−1,0)(B′)

)
⊆

⊆ F
(
co

(
F (n0−1,0)(B′) ∪ {0}

))
= F (n0,0)(B′),

Now if α(B) 6= 0, then

α(B) ≤ α(F (n0,0)(B′)) < α(B′) = α(B),

which is a contradiction. Thus, α(B) = 0 and so B is relatively compact.
Consequently, B = B is compact. We now show that B ∩ Q 6= ∅. To do
this, we argue by contradiction. Suppose B ∩ Q = ∅. Then since B is
compact and Q is closed there exists δ > 0 with dist(B, Q) > δ. Choose
N ∈ {1, 2, . . .} such that Nδ > 1. Define

Ui =
{
x ∈ X : d(x,Q) < 1/i

}
for i ∈ {N, N + 1, . . .};

here d(x,Q) = inf{‖x − y‖ : y ∈ Q}. Fix i ∈ {N, N + 1, . . .}. Since
dist(B,Q) > δ then B ∩Ui = ∅. Applying Theorem 4.2 to Fr : Ui → C(X)
we may deduce that there exists (yi, λi) ∈ ∂Ui × (0, 1) with yi = λiFr(yi).
Notice in particular since yi ∈ ∂Ui × (0, 1) that

λiFr(yi) /∈ Q for i ∈ {N, N + 1, . . .}. (4.9)

We now consider

D =
{

x ∈ X : x = λFr(x) for some λ ∈ [0, 1]
}

.
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Clearly D is closed since F has a sequentially closed graph and r is
continuous. Now we claim that D is compact. To see this, first notice

D ⊆ Fr(D) ∪ {0}.
Thus

D ⊆ Fr(D) ∪ {0} ⊆ Fr
(
co (Fr(D) ∪ {0})

)
∪ {0} = (Fr)(2,0) ∪ {0},

and by induction

D⊆Fr(D)∪{0}⊆Fr
(
co

(
(Fr)(n0−1,0)(D) ∪ {0}

))
∪{0}=(Fr)(n0,0)∪{0},

Consequently,

α(D) ≤ α
(
(Fr)(n0,0) ∪ {0}

)
≤ α

(
(Fr)(n0,0)

)
.

Since Fr is α-convex-power condensing about 0 and n0 then α(D) = 0
and so D is relatively weakly compact. Consequently, D = D is compact.
Then, up to a subsequence, we may assume that λi → λ∗ ∈ [0, 1] and
yi → y∗ ∈ ∂Ui. Hence λiFr(yi) → λ∗Fr(y∗) and therefore y∗ = λ∗Fr(y∗).
Notice λ∗Fr(y∗) /∈ Q since y∗ ∈ ∂Ui. Thus λ∗ 6= 1 since B ∩Q = ∅. From
assumption (4.7) it follows that λiFr(yi) ∈ Q for j sufficiently large, which
is a contradiction. Thus B ∩Q 6= ∅, so there exists x ∈ Q with x = Fr(x),
i.e. x = Fx. ¤

Remark 4.1. If 0 ∈ int(Q) then we can choose r : X → Q in the statement
of Theorem 4.3 as

r(x) =
x

max{1, µ(x)} for x ∈ X;

here µ is the Minkowski functional [33] defined by

µ(x) = inf
{
λ > 0 : x ∈ λQ

}
,

for all x ∈ X. Clearly r is continuous, r(X) ⊆ Q and r(x) = x for all x ∈ Q.
Also, for any subset A of X we have r(A) ⊆ co(A ∪ {0}).

Remark 4.2. In Theorem 4.3, we need F : X → 2X α-convex-power con-
densing about 0 and n0. However, the condition F : X → 2X has sequen-
tially closed graph can be replaced by F : Q → 2X has sequentially closed
graph.

References

1. O. Arino, S. Gautier, and J.-P. Penot, A fixed point theorem for sequentially
continuous mappings with application to ordinary differential equations. Funkcial.
Ekvac. 27 (1984), No. 3, 273–279.
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GENERALIZED PICONE IDENTITY
AND COMPARISON OF HALF-LINEAR
DIFFERENTIAL EQUATIONS
OF ORDER 4m

Dedicated to Professor Kusano Takaŝi
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Abstract. A Picone-type identity and the Sturm-type comparison the-
orems are established for ordinary differential equations of the form

(
p(t)ϕ(u(2m))

)(2m) + q(t)ϕ(u) = 0

and (
P (t)ϕ(v(2m))

)(2m) + Q(t)ϕ(v) = 0,

where m≥1, p, P ∈ C2m([a, b], (0,∞)), q, Q ∈ C([a, b],R), ϕ(s) := |s|α sgn s
and α > 0.
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îâäæñéâ. øãâñèâĲîæãæ áæòâîâêùæŽèñîæ àŽêðëèâĲâĲæïŽåãæï
(
p(t)ϕ(u(2m))

)(2m) + q(t)ϕ(u) = 0
áŽ (

P (t)ϕ(v(2m))
)(2m) + Q(t)ϕ(v) = 0,

ïŽáŽù m ≥ 1, p, P ∈ C2m([a, b], (0,∞)), q, Q ∈ C([a, b],R), ϕ(s) :=
|s|α sgn s áŽ α > 0, áŽáàâêæèæŽ ìæçëêâï ðæìæï æàæãëĲŽ áŽ öðñîéæï
öâáŽîâĲæï åâëîâéŽ.
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1. Introduction

In the classical Sturm comparison theory for linear self-adjoint differential
equations of the second order a fundamental role plays by the so-called Pi-
cone’s formula (see [14]). It states that if x, px′, y and Py′ are continuously
differentiable functions on an interval I with y(t) 6= 0, then

d

dt

[x

y

(
px′y − Pxy′

)]
=

= −x2

y
(Py′)′ + x(px′)′ + (p− P )x′2 + P

(
x′ − x

y
y′

)2

. (1.1)

If, in addition, x and y solve in I the equations

−(
p(t)u′

)′ + q(t)u = 0 (1.2)

and
−(

P (t)v′
)′ + Q(t)v = 0, (1.3)

respectively, where 0 < P (t) ≤ p(t) and Q(t) ≤ q(t) in I, and x have
consecutive zeros at a and b (a < b), then integrating (1.1) between a and
b, we obtain

0 =

b∫

a

[(
q(t)−Q(t)

)
x2 +

(
p(t)− P (t)

)
x′2 + P (t)

(
x′ − x

y
y′

)2
]

dt (1.4)

and the Sturmian conclusion about the existence of a zero in [a, b] for any
solution y of the majorant equation (1.3) readily follows from (1.4).

Generalizations and extensions of the Sturm’s comparison principle and
underlying Picone-type identities to nonlinear equations and higher-order
(ordinary and partial) differential operators have been obtained by various
authors. We refer, in particular, to the papers [1]–[17] and the references
cited therein.

The purpose of the present paper is to extend (1.1) to half-linear ordinary
differential operators of the form

lα[x] ≡ (
pϕ(x(2m))

)(2m) + qϕ(x) (1.5)

and
Lα[y] ≡ (

Pϕ(y(2m))
)(2m) + Qϕ(y), (1.6)

where m ≥ 1, p, P ∈ C2m([a, b], (0,∞)), q, Q ∈ C([a, b],R) and ϕ(s) :=
|s|α−1s for s 6= 0, α > 0, and ϕ(0) = 0. Next, in Section 3, we illustrate the
usefulness of the obtained identity by deriving Sturm’s comparison theorems
and other qualitative results concerning half-linear differential equations of
the order 4m.

In the linear case, i.e. if (1.5) and (1.6) reduce to a pair of 4mth-order
self-adjoint operators of the form l1[x] ≡ (px(2m))(2m) + qx and L1[y] ≡
(Py(2m))(2m)+Qy, respectively, two different kinds of Picone-type identities
are known in the literature. The first one which can be found in Kusano
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et al. [12] says (when specialized to (1.5) and (1.6)), that if x ∈ Dl1(I),
y ∈ DL1(I), and none of y, y′, . . . , y(2m−1) vanishes in I, then

d

dt

{ 2m−1∑

k=0

(−1)k x(k)

y(k)

[
x(k)(Py(2m))(2m−k−1)−y(k)(px(2m))(2m−k−1)

]}
=

=
x2

y
L1[y]− xl1[x] + (q −Q)x2 + (p− P )

[
x(2m)

]2+

+P
[
x(2m)− x(2m−1)

y(2m−1)
y(2m)

]2

−y(2m−1)
(
Py(2m)

)′[x(2m−1)

y(2m−1)
− x(2m−2)

y(2m−2)

]2

. (1.7)

A typical comparison result based on the above formula is the following
theorem (see [12]).

Theorem A. Suppose there exists a nontrivial real-valued function u ∈
Dl1([a, b]) which satisfies

b∫

a

ul1[u] dt ≤ 0,

u(a) = u′(a) = · · · = u(2m−1)(a) = u(b) = · · · = u(2m−1)(b) = 0

and
b∫

a

[(
p(t)− P (t)

)(
u(2m)

)2 +
(
q(t)−Q(t)

)
u2

]
dt ≥ 0.

If v ∈ DL1([a, b]) satisfies

vL1[v] ≥ 0 in (a, b), where P (t) ≥ 0,

v(k)
[
P (t)v(2m)

](2m−k) ≥ 0 in (a, b), 1 ≤ k ≤ 2m− 1,

and
[
P (t)v(2m)

](2m−ν) 6= 0 in (a, b) for some ν, 1 ≤ ν ≤ 2m− 1,

then at least one of v, v′, . . . , v(2m−1) has a zero in (a, b).

Recently, Kusano–Yoshida’s formula (1.7) was generalized to half-linear
ordinary differential operators of an arbitrary even order (see [5]).

The second Picone type identity applied to (1.5) and (1.6) has been
obtained by N. Yoshida [16]. The specialization to the one-dimensional case
studied here says that if x∈Dl1(I), y∈DL1(I) and none of y, y′, . . . , y(2m−2)

vanishes in I, then

d

dt

{
m−1∑

k=0

x(2m−2k−2)

y(2m−2k−2)

[
x(2m−2k−2)

(
Py(2m)

)(2k+1)−

− y(2m−2k−2)
(
px(2m)

)(2k+1)
]
+
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+
m−1∑

k=0

[(
px(2m)

)(2m−2k−2)
x(2k+1) − (

Py(2m)
)(2k)

(
(x(2m−2k−2))2

y(2m−2k−2)

)′]}
=

=
x2

y
L1[y]− xl1[x] + (p− P )

[
x(2m)

]2 + (q −Q)x2+

+ P
[
x(2m) − x(2m−2)

y(2m−2)
y(2m)

]2

+

+
m−1∑

k=1

(
Py(2m)

)(2k)

y(2m−2k)

[
x(2m−2k) − x(2m−2k−2)

y(2m−2k−2)
y(2m−2k)

]2

−

− 2
m−1∑

k=0

(
Py(2m)

)(2k)

y(2m−2k−2)

[
x(2m−2k−1) − x(2m−2k−2)

y(2m−2k−2)
y(2m−2k−1)

]2

. (1.8)

The following comparison theorem can be easily obtained with the help
of the identity (1.8) (see [16]).

Theorem B. Assume that there exists a nontrivial function u∈Dl1([a, b])
which satisfies

b∫

a

ul1[u] dt ≤ 0,

u(a) = u′(a) = · · · = u(2m−1)(a) = u(b) = u′(b) = · · · = u(2m−1)(b) = 0

and

V [u] ≡
b∫

a

[
(p(t)− P (t))

(
u(2m)

)2 + (q(t)−Q(t))u2
]
dt ≥ 0.

If v ∈ DL1([a, b]) satisfies

L1[v] ≥ 0 in (a, b),

(−1)kv(2k)(t) > 0 at some point t ∈ (a, b), 0 ≤ k ≤ m− 1,

(−1)m+k)
(
Pv(2m)

)(2k) ≥ 0 in (a, b), 0 ≤ k ≤ m− 2,

(Pv(2m))(2m−2) < 0 in (a, b),

then at least one of the functions v, v′, . . . , v(2m−2) must vanish at some
point of [a, b].

2. The Generalized Picone’s Identity

Let p, P ∈ C2m([a, b], (0,∞)), m ≥ 1 and q, Q ∈ C([a, b],R). For a fixed
α > 0 we define the function ϕ : R → R by ϕ(s) = |s|α−1s for s 6= 0 and
ϕ(0) = 0, and consider ordinary differential operators of the form

lα[x] =
(
p(t)ϕ(x(2m))

)(2m) + q(t)ϕ(x)
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and
Lα[y] =

(
P (t)ϕ(y(2m))

)(2m) + Q(t)ϕ(y)

with the domains Dlα(a, b) (resp., DLα(a, b)) defined to be the sets of all
functions x (resp., y) of the class C2m([a, b],R) such that pϕ(x(2m)) (resp.,
Pϕ(y(2m))) are in C2m((a, b),R)

⋂
C([a, b],R).

Also, by Φα we denote the form defined for X, Y ∈ R and α > 0 by

Φα(X, Y ) := |X|α+1 + α|Y |α+1 − (α + 1)Xϕ(Y ).

According to the Young inequality, it follows that Φα(X,Y ) ≥ 0 for all
X, Y ∈ R and the equality holds if and only if X = Y .

We begin with the following lemma which can be verified by a routine
computation.

Lemma 2.1. If x ∈ C2m([a, b],R), y ∈ DLα((a, b)) and none of y, y′, . . . ,
y(2m−2) vanishes in (a, b), then

d

dt

{
m−1∑

k=0

[
− |x(2m−2k−2)|α+1

ϕ(y(2m−2k−2))
(
Pϕ(y(2m))

)(2k+1)+

+
( |x(2m−2k−2)|α+1

ϕ(y(2m−2k−2))

)′(
Pϕ(y(2m))

)(2k)
]}

=

= −|x|
α+1

ϕ(y)
Lα[y]+Q|x|α+1+P |x(2m)|α+1−PΦα

(
x(2m),

x(2m−2)

y(2m−2)
y(2m)

)
−

−
m−1∑

k=1

(
Pϕ(y(2m))

)(2k)

ϕ
(
y(2m−2k)

) Φα

(
x(2m−2k),

x(2m−2k−2)

y(2m−2k−2)
y(2m−2k)

)
+

+ α(α + 1)
m−1∑

k=0

(
Pϕ(y(2m))

)(2k)

ϕ
(
y(2m−2k−2)

) ∣∣x(2m−2k−2)
∣∣α−1×

×
[
x(2m−2k−1) − x(2m−2k−2)

y(2m−2k−2)
y(2m−2k−1)

]2

. (2.1)

We now establish a stronger form of Picone’s identity in which the rela-
tively weak hypothesis from Lemma 2.1 that x is any 2m-times continuously
differentiable function is replaced by the assumption that x is from the do-
main Dlα of the operator lα.

Lemma 2.2. If x ∈ Dlα((a, b)), y ∈ DLα((a, b)) and none of y, y′, . . . ,
y(2m−2) vanishes in (a, b), then

d

dt

{
m−1∑

k=0

[ |x(2m−2k−2)|α+1

ϕ(y(2m−2k−2))
(
Pϕ(y(2m))

)(2k+1)−

− (
Pϕ(y(2m))

)(2k)
( |x(2m−2k−2)|α+1

ϕ(y(2m−2k−2))

)′
+
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+
(
pϕ(x(2m))

)(2m−2k−2)
x(2k+1) − x(2m−2k−2)

(
pϕ(x(2m))

)(2k+1)
]}

=

=
|x|α+1

ϕ(y)
Lα[y]− xlα[x] + (p− P )|x(2m)|α+1 + (q −Q)|u|α+1+

+ PΦα

(
x(2m),

x(2m−2)

y(2m−2)
y(2m)

)
+

+
m−1∑

k=1

(
Pϕ(y(2m))

)(2k)

ϕ(y(2m−2k))
Φα

(
x(2m−2k),

x(2m−2k−2)

y(2m−2k−2)
y(2m−2k)

)
−

− α(α + 1)
m−1∑

k=0

(
Pϕ(y(2m))

)(2k)

ϕ(y(2m−2k−2))

∣∣x(2m−2k−2)
∣∣α−1×

×
[
x(2m−2k−1) − x(2m−2k−2)

y(2m−2k−2)
y(2m−2k−1)

]2

. (2.2)

3. Applications

As the first application of the identity (2.1) we obtain the following result.

Theorem 3.1. If there exists a nontrivial function u ∈ C2m([a, b],R)
such that

u(a) = u′(a) = · · · = u(2m−1)(a) = u(b) = · · · = u(2m−1)(b) = 0 (3.1)

and

Mα[u] ≡
b∫

a

[
P (t)|u(2m)|α+1 + Q(t)|u|α+1

]
dt ≤ 0, (3.2)

then there does not exist a v ∈ DLα([a, b]) satisfying

Lα[v] ≥ 0 in (a, b), (3.3)

v(a) > 0, v(b) > 0, (3.4)

(−1)kv(2k) > 0 in [a, b], 1 ≤ k ≤ m− 1, (3.5)

(−1)m+k
(
Pϕ(v(2m))

)(2k) ≥ 0 in (a, b), 0 ≤ k ≤ m− 2, (3.6)

and (
Pϕ(v(2m))

)(2m−2)
< 0 in (a, b). (3.7)

Proof. Suppose to the contrary that there exists a v ∈ DLα([a, b]) satisfying
(3.3)–(3.7). Since v(a) > 0, v(b) > 0 and v′′(t) < 0 in (a, b), it follows that
v(t) > 0 on [a, b]. Integrating the identity (2.1) on [a, b], we obtain

0 ≥ Mα[u]−
b∫

a

|u|α+1

vα
Lα[v] dt ≥
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≥ −α(α + 1)

b∫

a

(Pϕ(v(2m)))(2m−2)

vα
|u|α−1

(
u′ − u

v
v′

)2

dt ≥ 0.

It follows that u′ − uv′/v = 0 in (a, b) and therefore u/v = k in [a, b] for
some nonzero constant k. Since u(a) = u(b) = 0 and v(a) > 0, v(b) > 0, we
have a contradiction. Hence there can exist no v satisfying (3.3)–(3.7). ¤

Theorem 3.2. If there exists a nontrivial u ∈ C2m([a, b],R) satisfying
(3.1) and (3.2), then every solution v ∈ DLα((a, b)) of the inequality (3.3)
satisfying (3.5)–(3.7) and

v(t0) > 0 for some t0 ∈ (a, b) (3.8)

has zero in [a, b].

Proof. If the function v satisfies (3.3), (3.5)–(3.7) and (3.8), then either
v(a) < 0, and hence v, must vanish somewhere in (a, b), or v(a) ≥ 0. In the
latter case, however, Theorem 3.1 implies that v(a) = 0 or v(b) = 0, and
thus the proof is complete. ¤

As an application of the identity (2.2), we derive the Sturm-type com-
parison theorem. It belongs to weak comparison results in the sense that
the conclusion regarding to v applies to [a, b] rather than (a, b).

Theorem 3.3. If there exists a nontrivial u ∈ Dlα((a, b)) such that
b∫

a

ulα[u] dt ≤ 0, (3.9)

u(a) = u′(a) = · · · = u(2m−1)(a) = u(b) = · · · = u(2m−1)(b) = 0, (3.10)

Vα[u] ≡
b∫

a

[(
p(t)− P (t)

)|u(2m)|α+1 +
(
q(t)−Q(t)

)|u|α+1
]
dt ≥ 0, (3.11)

and if v ∈ DLα((a, b)) satisfies

Lα[v] ≥ 0 in (a, b), (3.12)

(−1)kv(2k)(tk) > 0 at some point tk ∈ (a, b), 0 ≤ k ≤ m− 1, (3.13)

(−1)m+k
(
Pϕ(v(2m))

)(2k) ≥ 0 in (a, b), 0 ≤ k ≤ m− 2, (3.14)

and (
Pϕ(v(2m))

)(2m−2)
< 0 in (a, b), (3.15)

then at least one of v, v′′, . . . , v(2m−2) vanishes somewhere in [a, b].

Proof. Suppose that none of v, v′, . . . , v(2m−2) vanishes in [a, b]. From the
identity (2.2) integrated on [a, b] we obtain, in view of the the conditions of
the theorem, that
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0=Vα[u]+

b∫

a

|u|α+1

vα
Lα[v] dt−

b∫

a

ulα[u] dt+

b∫

a

PΦα

(
u(2m),

u(2m−2)

v(2m−2)
v(2m)

)
dt+

+

b∫

a

{ m−1∑

k=1

(Pϕ(v(2m))
)(2k)

ϕ(v(2m−2k))
Φα

(
u(2m−2k),

u(2m−2k−2)

v(2m−2k−2)
v(2m−2k)

)}
dt−

− α(α + 1)

b∫

a

{ m−1∑

k=0

(
Pϕ(v(2m))

)(2k)

ϕ(v(2m−2k−2))
|u(2m−2k−2)|α−1×

×
[
u2m−2k−1) − u(2m−2k−2)

v(2m−2k−2)
v(2m−2k−1)

]2
}

dt ≥

≥ −α(α + 1)

b∫

a

(
Pϕ(v(2m))

)(2m−2)

vα
|u|α−1

(
u′ − u

v
v′

)2

dt ≥ 0.

Consequently, u′ − uv′/v = 0 in (a, b), that is, u/v = k in (a, b), and hence
on [a, b] by continuity, for some nonzero constant k. However, this is not the
case since u(a) = u(b) = 0, whereas v(t) > 0 on [a, b]. This contradiction
shows that at least one of v, v′, . . . , v(2m−2) must vanish in [a, b]. ¤

Finally, we use the identity (2.2) to obtain a lower bound for the first
eigenvalue of the nonlinear eigenvalue problem

lα[u] = λϕ(u) in (a, b), (3.16)

u(a) = u′(a) = · · · = u(2m−1)(a) = u(b) = · · · = u(2m−1)(b) = 0. (3.17)

Theorem 3.4. Let λ1 be the first eigenvalue of the problem (3.16)–(3.17)
and u1 ∈ Dlα((a, b)) be the corresponding eigenfunction. If there exists a
function v ∈ DLα((a, b)) such that

(−1)kv(2k) > 0 in [a, b], 0 ≤ k ≤ m− 1,

(−1)m+k
(
Pϕ(v(2m))

)(2k) ≥ 0 in (a, b), 0 ≤ k ≤ m− 1,

and if Vα[u1] ≥ 0, then λ1 ≥ inf
t∈(a,b)

[Lα[v]
vα

]
.

Proof. The identity (2.2) in view of the above hypotheses implies that

λ1

b∫

a

|u1|α+1 dt−
b∫

a

|u1|α+1 Lα[v]
vα

dt ≥ 0,

from which the conclusion follows readily. ¤
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Abstract. For the first-order nonlinear ordinary differential equation

F (t, y, y′) =
n∑

k=1

pk(t)yαk(y′)βk = 0,

unresolved for the derivative, asymptotic behavior of solutions of monotone
type is established for t → +∞.
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îâäæñéâ. àŽéëçãèâñèæŽ ûŽîéëâĲñèæï éæéŽîå Žéëñýïêâèæ ìæîãâèæ
îæàæï ŽîŽûîòæãæ øãâñèâĲîæãæ áæòâîâêùæŽèñîæ àŽêðëèâĲâĲæï éëêë-
ðëêñîæ ðæìæï ŽéëêŽýïêâĲæï Žïæéìðëðñîæ åãæïâĲâĲæ.
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This article describes a first-order real ordinary differential equation:

F (t, y, y′) =
n∑

k=1

pk(t)yαk(y′)βk = 0, (1)

(t, y, y′) ∈ D, D = ∆(a) × R1 × R2, ∆(a) = [a; +∞[ , a > 0, R1 = R+,
R2 = R− ∨ R+; pk(t) ∈ C∆(a) (k = 1, n, n ≥ 2); αk, βk ≥ 0 (k = 1, n),

n∑
k=1

βk 6= 0.

Further, we assume that all the expressions, appearing in the equation,
make sense; and all functions we consider in the present paper are real.

We investigate the question on the existence and on the asymptotic be-
havior (as t → +∞) of unboundedly continuable to the right solutions
(R-solutions) y(t) of equation (1) and derivatives y′(t) of these solutions
which possess the following properties:

A) 0 < y(t) ∈ C1
∆(t1)

, ∆(t1) ⊂ ∆(a), where t1 is defined in the course
of proving each theorem;

B) among the summands pk(t)(y(t))αk(y′(t))βk (k = 1, n), the terms
with numbers i = 1, s (2 ≤ s ≤ n) are asymptotically principal for
the given R-solution y(t), i.e., there exist:

lim
t→+∞

pi(t)(y(t))αi(y′(t))βi

p1(t)(y(t))α1(y′(t))β1
6= 0, ±∞ (i = 1, s),

lim
t→+∞

pj(t)(y(t))αj (y′(t))βj

p1(t)(y(t))α1(y′(t))β1
= 0 (j = s + 1, n).

It is obvious that pi(t) 6= 0 (i = 1, s).

Lemma 1. Let the equation

F̃ (t, ξ, η) = 0, (2)

(t, ξ, η) ∈ D1, D1 = ∆(a)× [−h1; h1]× [−h2; h2], hk ∈ R+ (k = 1, 2), satisfy
the conditions:

1) F̃ (t, ξ, η)∈Cs1s2s3
t ξ η (D1), s1, s2, s3∈{0, 1, 2, . . .}, s2≥1, s3≥2;

2) ∃ F̃ (+∞, 0, 0) = 0;

3) ∃ F̃ ′
η(+∞, 0, 0) = A1 ∈ R \ {0};

4) sup
D1

|F̃ ′′
ηη(t, ξ, η)| = A2 ∈ R+.

Then in some domain D2 = ∆(t0)× [−h̃1; h̃1]× [−h̃2; h̃2], where t0 ≥ a,

0 < h̃1 ≤ h1, 0 < h̃2 < min
{
h2;

|A1|
4A2

}
, the equation (2) defines a unique

function η = η̃(t, ξ), such that η̃(t, ξ) ∈ Cs1s2
t ξ (D3), D3 = ∆(t0)× [−h̃1; h̃1],

∃ η̃(+∞, 0) = 0, F̃ (t, ξ, η̃(t, ξ)) ≡ 0. Moreover, for ξ = 0, the function η̃(t, ξ)
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has the property

η̃(t, 0) ∼ − F̃ (t, 0, 0)

F̃ ′
η(t, 0, 0)

. (3)

Proof. Let us expand the function F̃ (t, ξ, η) with respect to the variable η
for t ∈ ∆(a), ξ ∈ [−h1; h1] by using the Maclaurin’s formula. Then the
equation (2) can be written as:

F̃ (t, ξ, η) = F̃ (t, ξ, 0) + F̃ ′
η(t, ξ, 0)η + R(t, ξ, η) = 0. (4)

Obviously,
R(t, ξ, 0) ≡ 0.

The equation (4) is equivalent to the implicit equation

η(t, ξ) =
−F̃ (t, ξ, 0)−R(t, ξ, η(t, ξ))

F̃ ′
η(t, ξ, 0)

, (5)

where
R(t, ξ, η) = F̃ (t, ξ, η)− F̃ (t, ξ, 0)− F̃ ′

η(t, ξ, 0)η,

and, therefore,

R′η(t, ξ, η) = F̃ ′
η(t, ξ, η)− F̃ ′

η(t, ξ, 0).

Applying the Lagrange’s theorem with respect to the variable η to the
right-hand side of the above equation, we get:

F̃ ′
η(t, ξ, η2)− F̃ ′

η(t, ξ, η1) = F̃ ′′
ηη(t, ξ, η∗)(η2 − η1), η∗ ∈ ]η1; η2[ ,

sup
D1

∣∣F̃ ′
η(t, ξ, η2)− F̃ ′

η(t, ξ, η1)
∣∣ ≤

≤ sup
D1

∣∣F̃ ′′
ηη(t, ξ, η)

∣∣ |η2 − η1| = A2|η2 − η1|.

Assuming η1 = 0, η2 = η, we obtain:

sup
D1

∣∣R′η(t, ξ, η)
∣∣ ≤ A2|η|.

We consider and evaluate also the difference R(t, ξ, η2) − R(t, ξ, η1),
(t, ξ, ηi) ∈ D1 (i = 1, 2), applying the Lagrange’s theorem with respect
to the variable η:

R(t, ξ, η2)−R(t, ξ, η1) = R′η(t, ξ, η∗∗)(η2 − η1), η∗∗ ∈ ]η1; η2[ ,

sup
D1

∣∣R(t, ξ, η2)−R(t, ξ, η1)
∣∣≤sup

D1

∣∣R′η(t, ξ, η)
∣∣ |η2−η1|≤A2|η2−η1|2.

Assuming η1 = 0, η2 = η, we get

sup
D1

|R(t, ξ, η)| ≤ A2|η|2.

Consider the domain D2 ⊂ D1 in which

1) sup
D2

|F̃ (t, ξ, 0)| ≤ h̃2|A1|
4 ;
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2) inf
D2
|F̃ ′

η(t, ξ, 0)| > |A1|
2 ;

3) sup
D2

|R(t, ξ, η)| ≤ A2|η|2 ≤ A2h̃
2
2 .

The fulfilment of conditions 1), 2) can be achieved by increasing t0 and
reducing h̃1 (by virtue of the conditions of the Lemma). The fulfilment of
condition 3) is obvious.

To the equation (5) we put into the correspondence the operator

η(t, ξ) = T (t, ξ, η̃(t, ξ)) ≡ −F̃ (t, ξ, 0)−R(t, ξ, η̃(t, ξ))

F̃ ′
η(t, ξ, 0)

,

where η̃(t, ξ) ∈ B1 ⊂ B, B =
{
η̃(t, ξ) : η̃(t, ξ) ∈ Cs1s2

t ξ (D3), η̃(+∞,0) = 0,
‖η̃(t, ξ)‖ = sup

D3

|η̃(t, ξ)|} is the Banach space, B1 =
{
η̃(t, ξ) : η̃(t, ξ) ∈ B,

‖η̃(t, ξ)‖ ≤ h̃2

}
is a closed subset of the Banach space B.

We apply here the principle of contractive mappings.
1) Let us prove that if η̃(t, ξ) ∈ B1, then η(t, ξ) = T (t, ξ, η̃(t, ξ)) ∈ B1:

η̃(t, ξ) ∈ Cs1s2
t ξ (D3) and η̃(+∞, 0) = 0, then by virtue of the structure of the

operator, we get

η(t, ξ) ∈ Cs1s2
t ξ (D3), η(+∞, 0) = 0;

‖η̃(t, ξ)‖ ≤ h̃2 =⇒ ‖η(t, ξ)‖ =
∥∥T (t, ξ, η̃(t, ξ))

∥∥ =

=
∥∥∥−F̃ (t, ξ, 0)−R(t, ξ, η̃(t, ξ))

F̃ ′
η(t, ξ, 0)

∥∥∥ ≤

≤ 1

inf
D2
|F̃ ′

η(t, ξ, η)|
(

sup
D2

|F̃ (t, ξ, 0)|+ sup
D2

|R(t, ξ, η̃(t, ξ))|
)
≤

≤ 2
|A1t|

(
sup
D2

|F̃ (t, ξ, 0)|+ A2h̃
2
2

)
≤ h̃2

2
+

h̃2

2
≤ h̃2.

2) Let us check the condition of contraction:

η̃1(t, ξ), η̃2(t, ξ) ∈ B1 =⇒ ∥∥η2(t, ξ)− η1(t, ξ)
∥∥ =

=
∥∥∥R(t, ξ, η̃2(t, ξ))−R(t, ξ, η̃1(t, ξ))

F̃ ′
η(t, ξ, 0)

∥∥∥ ≤

≤ A2

inf
D2
|F̃ ′

η(t, ξ, η)|
∥∥η̃2(t, ξ)− η̃1(t, ξ)

∥∥2 ≤

≤ 2A2

|A1|
(
‖η̃2(t, ξ)‖+ ‖η̃1(t, ξ)‖

)∥∥η̃2(t, ξ)− η̃1(t, ξ)
∥∥ ≤

≤ 4A2h̃2

|A1|
∥∥η̃2(t, ξ)− η̃1(t, ξ)

∥∥ = γ
∥∥η̃2(t, ξ)− η̃1(t, ξ)

∥∥,

where γ = 4A2h̃2
|A1| < 1.
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As a result, we have found that by the contractive mapping principle the
equation (5) admits a unique solution η = η̃(t, ξ) ∈ B1.

Since F̃ (t, ξ, η) ∈ Cs1s2s3
t ξ η (D1), then by a local theorem on the differen-

tiability of an implicit function, it can be stated that η̃(t, ξ) ∈ Cs1s2
t ξ (D3).

Let us prove that η̃(t, ξ) has the property (3) for ξ = 0.
The function η̃(t, ξ) ∈ D3 satisfies the equation (4), which can be writ-

ten as
F̃ (t, 0, 0) + F̃ ′

η(t, 0, 0)η̃(t, 0) + O(η̃ 2) ≡ 0, (6)

assuming ξ = 0.
As O(η̃ 2) = O(1)η̃ 2 = o(1)η̃, then the equation (6) is equivalent to the

equation
F̃ (t, 0, 0) + F̃ ′

η(t, 0, 0)η̃(t, 0) + o(1)η̃(t, 0) ≡ 0.

Hence, taking into account that F̃ ′
η(+∞, 0, 0) = A1 ∈ R \ {0}, we can

write

η̃(t, 0)
(
1 +

o(1)

F̃ ′
η(t, 0, 0)

)
= − F̃ (t, 0, 0)

F̃ ′
η(t, 0, 0)

. (7)

The property (3) follows from the equality (7). ¤

Lemma 2 ([2]). Let the differential equation

ξ′ = α(t)f(t, ξ), (8)

(t, ξ) ∈ D3, D3 = ∆(t0)× [−h̃1; h̃1] (h̃1 ∈ R+), satisfy the conditions:

1) 0 6= α(t) ∈ C(∆(t0)),
+∞∫
t0

α(t) dt = ±∞;

2) f(t, ξ) ∈ C01
tξ (D3), ∃ f(+∞, 0) = 0, ∃ f ′ξ(+∞, 0) 6= 0;

3) f ′ξ(t, ξ) ⇒ f ′ξ(t, 0) under ξ → 0 uniformly with respect to t ∈ ∆(t0).

Then there exists t1 ≥ t0, such that the equation (8) has a non-empty set
of o-solutions

Ω =
{
ξ(t) ∈ C1

∆(t1)
: ξ(+∞) = 0

}
,

where

a) if sign(αf ′ξ(+∞, 0)) = −1, then Ω is a one-parametric family of
o-solutions of the equation (8);

b) if sign(αf ′ξ(+∞, 0)) = 1, then Ω contains a unique element.

The Existence and Asymptotics of R-Solutions of the
Equation (1) with the Condition y(+∞) = 0 ∨+∞

The supposed asymptotics (to within a constant factor) of R-solution
y(t) with the condition y(+∞) = 0 ∨ +∞ can be found from the ratio of
the first two summands (we consider all possible cases with respect to the
values of parameters α1, α2, β1, β2). Taking into account that p1(t), p2(t) 6=0
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(t ∈ ∆(a)), we find that y(t) ∼̇ v(t) > 0∗ (v ∈ {vi}, i = 1, 4) under the
condition that v(+∞) = 0 ∨+∞:

1) v1 =
∣∣p1(t)
p2(t)

∣∣ 1
α2−α1 (α1 6= α2, β1 = β2), moreover, p1(t), p2(t) ∈

C1
∆(a).

In all the rest asymptotics is used the function

I(A, t) =

t∫

A

∣∣∣p1(t)
p2(t)

∣∣∣
1

β2−β1
dt, A =

{
a (I(a,+∞) = +∞),
+∞ (I(a,+∞) ∈ R+ ∪ {0}).

2) v2 = |I(A, t)| (α1 = α2, β1 6= β2).

3) v3 = |I(A, t)|(
α2−α1
β2−β1

+1)−1

(α1 6=α2, β1 6=β2, α1+β1 6=α2+β2).

4) v4 = e`0|I(a,t)| (`0 ∈ R \ {0} and satisfies the conditions (13), (14),
(16); α1 6= α2, β1 6= β2, α1 + β1 = α2 + β2 6= 0; I(a,+∞) = +∞).

A solution is sought in the form

y(t) = v(t)(` + ξ(t)), (9)

where ` ∈ R+; ξ(t) ∈ C1
∆(a), ξ(+∞) = 0; v(t) = vk(t) ∈ C1

∆(a) (k is fixed,
k = 1, 4).

Differentiating the equation (9), we obtain:

y′(t) = v′(t)(` + ξ(t)) + v(t)ξ′(t) = v′(t)
(
` + ξ(t) +

v(t)
v′(t)

ξ′(t)
)
.

Having denoted

ξ(t) +
v(t)
v′(t)

ξ′(t) = η(t), (10)

η(t) ∈ C∆(a), we get

y′(t) = v′(t)(` + η(t)). (11)

The condition y′(t) ∼ `v′(t) requires the assumption that η(+∞) = 0.
Substituting (9) and (11) into the equation (1), we obtain the equality

F (t, v(` + ξ), v′(` + η)) =

=
n∑

k=1

pk(t)(v)αk(` + ξ)αk(v′)βk(` + η)βk = 0, (12)

which is satisfied by the functions ξ(t), η(t) and (v′(t))βk : ∆(a) → R2

(k = 1, n).

∗fi ∼̇ fj (i 6= j) means that ∃ lim
t→+∞

fi
fj
6= 0,±∞.
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According to the condition B), indicated in the statement of the problem,
we assume that

pi(t)(v(t))αi(v′(t))βi

p1(t)(v(t))α1(v′(t))β1
=

= c∗i + εi(t), c∗i ∈ R \ {0}, εi(+∞) = 0 (i = 1, s); (13)

pj(t)(v(t))αj (v′(t))βj

p1(t)(v(t))α1(v′(t))β1
= εj(t), εj(+∞) = 0 (j = s + 1, n). (14)

Then, after the division by p1(t)(v(t))α1(v′(t))β1 , the equation (12) takes
the form

F̃ (t, ξ, η) =
s∑

i=1

(c∗i + εi(t))(` + ξ)αi(` + η)βi+

+
n∑

j=s+1

εj(t)(` + ξ)αj (` + η)βj = 0. (15)

Obviously, the condition F̃ (+∞, 0, 0) = 0 is necessary for the existence
of a solution and of its derivative of the form (9), (11), respectively.

Thus, for v = vk(t) (k = 1, 4) it takes the form
s∑

i=1

c∗i `
αi+βi = 0. (16)

For v = v4(t) : sign(v′) = sign(`0), c∗i = c∗i (`0), `0, `βi

0 ∈ R\{0} (i = 1, s).
By virtue of its structure, the functions F̃ (t, ξ, η) ∈ C0∞∞

t ξ η (D1), ∂nF̃
∂ξn ,

∂mF̃
∂ηm , ∂n+mF̃

∂ξn∂ηm (n = 1,∞, m = 1,∞) are bounded in D1, where D1 =
∆(a)× [−h1; h1]× [−h2; h2], 0 < hk < ` (k = 1, 2).

Next, we will need expressions for the first and second order derivatives
of the function F̃ (t, ξ, η) with respect to the variables ξ and η:

F̃ ′
ξ(t, ξ, η) =

s∑

i=1

αic
∗
i (` + ξ)αi−1(` + η)βi+

+
n∑

k=1

αkεk(t)(` + ξ)αk−1(` + η)βk ,

F̃ ′
η(t, ξ, η) =

s∑

i=1

βic
∗
i (` + ξ)αi(` + η)βi−1+

+
n∑

k=1

βkεk(t)(` + ξ)αk(` + η)βk−1,

F̃ ′′
ξξ(t, ξ, η) =

s∑

i=1

αi(αi − 1)c∗i (` + ξ)αi−2(` + η)βi+
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+
n∑

k=1

αk(αk − 1)εk(t)(` + ξ)αk−2(` + η)βk ,

F̃ ′′
ξη(t, ξ, η) = F̃ ′′

ηξ(t, ξ, η) =
s∑

i=1

αiβic
∗
i (` + ξ)αi−1(` + η)βi−1+

+
n∑

k=1

αkβkεk(t)(` + ξ)αk−1(` + η)βk−1,

F̃ ′′
ηη(t, ξ, η) =

s∑

i=1

βi(βi − 1)c∗i (` + ξ)αi(` + η)βi−2+

+
n∑

k=1

βk(βk − 1)εk(t)(` + ξ)αk(` + η)βk−2,

as well as the following notation:

ψ00(t) =
n∑

k=1

`αk+βkεk(t),

ψl0(t) =
n∑

k=1

αk(αk − 1) · · · (αk − l + 1)εk(t)`αk+βk ,

ψ0m(t) =
n∑

k=1

βk(βk − 1) · · · (βk −m + 1)εk(t)`αk+βk ,

ψlm(t) =
n∑

k=1

αk(αk − 1) · · · (αk − l + 1)×

× βk(βk − 1) · · · (βk −m + 1)εk(t)`αk+βk ,

Sl0 =
s∑

i=1

αi(αi − 1) · · · (αi − l + 1)c∗i `
αi+βi ,

S0m =
s∑

i=1

βi(βi − 1) · · · (βi −m + 1)c∗i `
αi+βi ,

Slm =
s∑

i=1

αi(αi − 1) · · · (αi − l + 1)×

× βi(βi − 1) · · · (βi −m + 1)c∗i `
αi+βi ,

Sl0, S0m, Slm∈R (l,m ∈ N), S =S2
10S02−2S10S01S11+S2

01S20,

λ1 =
2S3

01

S
∈ R, λ2 = −2S2

01`
2

S
∈ R.

Theorem 1. Let a function v(t) = vk(t) (k = 1, 4) be a possible asymp-
totics of an R-solution of the equation (1), which satisfies the conditions
v(+∞) = 0 ∨+∞, (13), and (14). Let, moreover, there exist ` ∈ R+, satis-
fying the condition (16).
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Then in order for the R-solution y(t) ∈ C1
∆(t1)

of the differential equation
(1) with the asymptotic properties

y(t) ∼ `v(t), y′(t) ∼ `v′(t), (17)

to exist, it is sufficient that the two following conditions

S01 6= 0, (18)

S10 + S01 6= 0. (19)

be fulfilled. Moreover, if sign
( v′(S10+S01)

S01

)
= 1, then there exists a one-

parameter set of R-solutions with the asymptotic properties (17); if
sign

( v′(S10+S01)
S01

)
= −1, then R-solution with the asymptotic (17) is unique.

Proof. For the proof we will need the following properties of the function
F̃ (t, ξ, η) :

F̃ ′
ξ(+∞, 0, 0) =

S10

`
;

F̃ ′
η(+∞, 0, 0) =

S01

`
6= 0

by virtue of the condition (18).
Owing to the conditions (16), (18) and to the properties of the function

F̃ (t, ξ, η), in some domain D2 ⊂ D1, D2 = ∆(t0) × [−h̃1; h̃1] × [−h̃2; h̃2],
t0 ≥ a, 0 < h̃1 ≤ h1, 0 < h̃2 < min

{
h2;

|S01|
4` sup

D1
|F̃ ′′

ηη(t,ξ,η)|

}
, for the equation

(15) the conditions of Lemma 1 are satisfied. Consequently, there exists a
unique function η = η̃(t, ξ) ∈ C0∞

t ξ (D3), D3 = ∆(t0)× [−h̃1; h̃1], sup
D3

∣∣∂nη̃
∂ξn

∣∣ <

+∞ (n = 1,∞), such that F̃ (t, ξ, η̃(t, ξ)) ≡ 0, η̃(+∞, 0) = 0, ‖η̃(t, ξ)‖ ≤ h̃2.
Moreover, we can write

∂η̃(t, ξ)
∂ξ

= − F̃ ′
ξ(t, ξ, η̃)

F̃ ′
η(t, ξ, η̃)

.

Thus, in view of the replacement (10), we obtain the differential equation
with respect to ξ:

ξ′ =
v′

v

(− ξ + η̃(t, ξ)
)
. (20)

The question on the existence of solutions of the form (9) reduces to the
study of the differential equation (20).

Let us show that the conditions 1)–3) of Lemma 2 are satisfied for the
equation (20). In this case we have: α(t) = v′(t)

v(t) , f(t, ξ) = −ξ + η̃(t, ξ).
Obviously, the conditions 1) and 2) are satisfied.
1) Since 0 < v(t) ∈ C1(∆(a)), therefore

0 6= α(t) ∈ C(∆(t0)),

+∞∫

t0

α(t) dt =

+∞∫

t0

v′(t)
v(t)

dt = ±∞.
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2) Since η̃(t, ξ) ∈ C0∞
t ξ (D3), then

f(t, ξ) ∈ C0∞
t ξ (D3), ∃ f(+∞, 0) = η̃(+∞, 0) = 0,

f ′ξ(t, ξ) = −1 + η̃ ′ξ(t, ξ) = −1− F̃ ′
ξ(t, ξ, η̃)

F̃ ′
η(t, ξ, η̃)

,

f ′ξ(+∞, 0) = −1− F̃ ′
ξ(+∞, 0, η̃(+∞, 0))

F̃ ′
η(+∞, 0, η̃(+∞, 0))

= −S10 + S01

S01
6= 0

by virtue of the condition (19).
Let us check that the condition 3) is satisfied, that is,

∥∥f ′ξ(t, ξ)− f ′ξ(t, 0)
∥∥ =

∥∥∥∥
F̃ ′

ξ(t, ξ, η̃(t, ξ))

F̃ ′
η(t, ξ, η̃(t, ξ))

− F̃ ′
ξ(t, 0, η̃(t, 0))

F̃ ′
η(t, 0, η̃(t, 0))

∥∥∥∥−→−→ 0

as ξ → 0 uniformly with respect to t ∈ ∆(t0).
Towards this end, it suffices to verify that the following properties are

satisfied:
31) η̃(t, ξ) ⇒ η̃(t, 0) if ξ → 0 uniformly with respect to t ∈ ∆(t0),
32) F̃ ′

ξ(t, ξ, η̃(t, ξ)) ⇒ F̃ ′
ξ(t, 0, η̃(t, 0)) as ξ → 0 uniformly with respect to

t ∈ ∆(t0),
33) F̃ ′

η(t, ξ, η̃(t, ξ)) ⇒ F̃ ′
η(t, 0, η̃(t, 0)), as ξ → 0 uniformly with respect

to t ∈ ∆(t0) with regard for the fact that F ′η(+∞, 0, η(+∞, 0)) = S01 6= 0.

Let us estimate the differences η̃(t, ξ) − η̃(t, 0), F̃ ′
ξ(t, ξ, η̃(t, ξ)) −

F̃ ′
ξ(t, 0, η̃(t, 0)), F̃ ′

η(t, ξ, η̃(t, ξ)) − F̃ ′
η(t, 0, η̃(t, 0)), applying the Lagrange’s

theorem to the first difference with respect to the variable ξ:

η̃(t, ξ)− η̃(t, 0) = η̃ ′ξ(t, ξ
∗)ξ, ξ∗ ∈ ]0; ξ[ .

As the functions εk(t) (k = 1, n) are bounded in ∆(a) and ‖η̃(t, ξ)‖ ≤ h̃2

in D3, then we get the estimates in the form:

31)
∣∣η̃(t, ξ)− η̃(t, 0)

∣∣ =
∣∣η̃ ′ξ(t, ξ∗)

∣∣ |ξ| =

=
∣∣∣−

F̃ ′
ξ(t, ξ

∗, η̃(t, ξ∗))

F̃ ′
η(t, ξ∗, η̃(t, ξ∗))

∣∣∣ |ξ| ≤ O(1)|ξ| = O(ξ) −→ 0

as ξ → 0 uniformly with respect to t ∈ ∆(t0);
32) taking into account that (`+ξ)αi−1 → `αi−1 as ξ → 0, (`+η̃(t, ξ))βi →

(`+ η̃(t, 0))βi as ξ → 0 uniformly with respect to t ∈ ∆(t0) (i = 1, s), we get
∣∣F̃ ′

ξ(t, ξ, η̃(t, ξ))− F̃ ′
ξ(t, 0, η̃(t, 0))

∣∣ =

=
∣∣∣∣

s∑

i=1

αic
∗
i

[
(` + ξ)αi−1(` + η̃(t, ξ))βi − `αi−1(` + η̃(t, 0))βi

]
+

+
n∑

k=1

αkεk(t)
[
(` + ξ)αk−1(` + η̃(t, ξ))βk − `αk−1(` + η̃(t, 0))βk

]∣∣∣∣ −→ 0
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as ξ → 0 uniformly with respect to t ∈ ∆(t0);
33) analogously to 32), we get:
∣∣∣F̃ ′

η(t, ξ, η̃(t, ξ))− F̃ ′
η(t, 0, η̃(t, 0))

∣∣∣ =

=
∣∣∣∣

s∑

i=1

βic
∗
i

[
(` + ξ)αi(` + η̃(t, ξ))βi−1 − `αi(` + η̃(t, 0))βi−1

]
+

+
n∑

k=1

βkεk(t)
[
(` + ξ)αk(` + η̃(t, ξ))βk−1 − `αk(` + η̃(t, 0))βk−1

]∣∣∣∣ −→ 0

as ξ → 0 uniformly with respect to t ∈ ∆(t0).
Since η̃(+∞, 0) = 0, therefore F ′η(+∞, 0, η̃(+∞, 0)) = S01 6= 0 by virtue

of the condition (18).
Consequently, condition 3) is satisfied.
Then if sign

( v′(S10+S01)
S01

)
= 1, then there exists a one-parameter set of

o-solutions of the equation (20) in ∆(t1) ⊆ ∆(t0).
If sign

( v′(S10+S01)
S01

)
= −1, then a set of o-solutions of the equation (20)

in ∆(t1) contains the unique element.
Finally, having the dimension of a set of o-solutions of the equation (20),

we have obtained the dimension of a set of R-solutions of the equation (1)
with the asymptotic properties (17) in ∆(t1). ¤

Theorem 2. Let the conditions of Theorem 1, except for (19), be satis-
fied, and

S 6= 0, (21)

ψ00(t) ln2 v(t) = o(1), (22)

(ψ10(t) + ψ01(t)) ln v(t) = o(1). (23)

Then there exists a one-parameter set of R-solutions y(t) ∈ C1
∆(t1)

of the
differential equation (1) with the asymptotic properties

y(t) = v(t)(` + ξ(t)), y′(t) ∼ `v′(t), (24)

where ξ(t) ∼ λ1`
ln v(t) .

Proof. To prove the theorem, we will need the following properties and
expressions of the function F̃ (t, ξ, η) :

F̃ (t, 0, 0) = ψ00(t),

F̃ ′
ξ(t, 0, 0) =

1
`

s∑

i=1

αic
∗
i `

αi+βi +
1
`

n∑

k=1

αk`αk+βkεk(t),

F̃ ′
ξ(+∞, 0, 0) =

S10

`
;

F̃ ′
η(t, 0, 0) =

1
`

s∑

i=1

βic
∗
i `

αi+βi +
1
`

n∑

k=1

βk`αk+βkεk(t),
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F̃ ′
η(+∞, 0, 0) =

S01

`
6= 0 by virtue of condition (18);

F̃ ′′
ξξ(t, 0, 0) =

1
`2

s∑

i=1

αi(αi − 1)c∗i `
αi+βi+

+
1
`2

n∑

k=1

αk(αk − 1)`αk+βkεk(t),

F̃ ′′
ξξ(+∞, 0, 0) =

S20

`2
;

F̃ ′′
ξη(t, 0, 0) = F̃ ′′

ηξ(t, 0, 0) =

=
1
`2

s∑

i=1

αiβic
∗
i `

αi+βi +
1
`2

n∑

k=1

αkβk`αk+βkεk(t),

F̃ ′′
ξη(+∞, 0, 0) = F̃ ′′

ηξ(+∞, 0, 0) =
S11

`2
;

F̃ ′′
ηη(t, 0, 0) =

1
`2

s∑

i=1

βi(βi − 1)c∗i `
αi+βi+

+
1
`2

n∑

k=1

βk(βk − 1)`αk+βkεk(t),

F̃ ′′
ηη(+∞, 0, 0) =

S02

`2
.

By virtue of the condition (18) and owing to the properties of the function
F̃ (t, ξ, η), in some domain D2 ⊂ D1, D2 = ∆(t0) × [−h̃1; h̃1] × [−h̃2; h̃2],
t0 ≥ a, 0 < h̃1 ≤ h1, 0 < h̃2 < min

{
h2;

|S01|
4` sup

D1
|F̃ ′′

ηη(t,ξ,η)|

}
, for the equation

(15) the conditions of Lemma 1 are fulfilled. Consequently, there exists a
unique function η = η̃(t, ξ), η̃(t, ξ) ∈ C0∞

t ξ (D3), D3 = ∆(t0) × [−h̃1; h̃1],
sup
D3

∣∣∂nη̃
∂ξn

∣∣ < +∞ (n = 1,∞), such that F̃ (t, ξ, η̃(t, ξ)) ≡ 0, η̃(+∞, 0) = 0,

‖η̃(t, ξ)‖ ≤ h̃2. Moreover, we can write:

η̃(t, 0) ∼ − F̃ (t, 0, 0)

F̃ ′
η(t, 0, 0)

,

η̃ ′ξ(t, ξ) = − F̃ ′
ξ(t, ξ, η̃)

F̃ ′
η(t, ξ, η̃)

,

∂2η̃(t, ξ)
∂ξ2

= − (F̃ ′
ξ)

2F̃ ′′
ηη − 2F̃ ′

ξF̃
′
ηF̃ ′′

ξη + (F̃ ′
η)2F̃ ′′

ξξ

(F̃ ′
η)3

.
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Thus, taking into account the replacement (10), we obtain the differential
equation with respect to ξ:

ξ′ =
v′

v
(−ξ + η̃(t, ξ)). (20)

The question of the existence of solutions of the type (9) reduces to the
study of the differential equation (20).

Let us show that the conditions 1)–3) of Lemma 2 are satisfied for the
equation (20). In this case we have: α(t) = v′(t)

v(t) , f(t, ξ) = −ξ + η̃(t, ξ).
1) Since 0 < v(t) ∈ C1(∆(a)), therefore

0 6= α(t) ∈ C(∆(t0)),

+∞∫

t0

α(t) dt =

+∞∫

t0

v′(t)
v(t)

dt = ±∞.

2) Since η̃(t, ξ) ∈ C0∞
t ξ (D3), therefore

f(t, ξ) ∈ C0∞
t ξ (D3), ∃ f(+∞, 0) = η̃(+∞, 0) = 0,

f ′ξ(t, ξ) = −1 + η̃ ′ξ(t, ξ) = −1− F̃ ′
ξ(t, ξ, η̃)

F̃ ′
η(t, ξ, η̃)

.

Taking into account the properties of the functions εk(t) (k = 1, n) and
also the conditions of the theorem, we obtain:

f ′ξ(+∞, 0) = −1− F̃ ′
ξ(+∞, 0, η̃(+∞, 0))

F̃ ′
η(+∞, 0, η̃(+∞, 0))

= −S10 + S01

S01
= 0.

Thus, condition 2) is not satisfied, and we cannot apply Lemma 2 to the
equation (20).

Since f ′′ξξ(t, ξ) = η̃ ′′ξξ(t, ξ), therefore

f ′′ξξ(+∞, 0) = η̃ ′′ξξ(+∞, 0) = − S

`S3
01

= − 2
λ1`

.

Consider the auxiliary differential equation with respect to ξ1:

ξ′1 = − v′(t)
λ1`v(t)

ξ2
1 .

and find one of its non-trivial solutions:

ξ1 =
λ1`

ln v(t)
, 0 6= ξ(t)1 ∈ C1

∆(t1)
(t1 ≥ t0), ξ1(+∞) = 0.

We consider the question on the existence in the equation (20) of solutions
of the form ξ = ξ1(1+ ξ̃), where ξ̃(t) ∈ C1

∆(t1)
, ξ̃(+∞) = 0. For the unknown

function ξ̃ we obtain the following differential equation:

ξ̃ ′ =
v′ξ1

v

(
− 1

ξ1
− vξ′1

v′ξ2
1

+
(
− 1

ξ1
− vξ′1

v′ξ2
1

)
ξ̃ +

η̃(t, ξ1(1 + ξ̃))
ξ2
1

)
, (25)

(t, ξ̃) ∈ D4, D4 = ∆(t1)× [−h4; h4] (0 < h4 ≤ h̃1),
v(t)ξ′1(t)
v′(t)ξ2

1(t)
≡ − 1

λ1` .
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Let us show that the conditions 1)–3) of Lemma 2 are satisfied for the
equation (25). In this case we have:

α(t) =
v′(t)ξ1

v(t)
=

λ1`v
′(t)

v(t) ln v(t)
,

f(t, ξ̃) = − 1
ξ1

+
1

λ1`
+

(
− 1

ξ1
+

1
λ1`

)
ξ̃ +

η̃(t, ξ1(1 + ξ̃))
ξ2
1

.

Using the properties of functions v(t), η̃(t, ξ), ξ1(t), we obtain:

1) 0 6= α(t) ∈ C(∆(t1)),
+∞∫
t1

α(t) dt = λ1`
+∞∫
t1

v′(t)
v(t) ln v(t) dt = ∞;

2) f(t, ξ̃) ∈ C0∞
t ξ̃

(D4);

f(t, 0) = − 1
ξ1

+
1

λ1`
+

η̃(t, ξ1)
ξ2
1

,

f ′
ξ̃
(t, ξ̃) = − 1

ξ1
+

1
λ1`

+
η̃ ′ξ(t, ξ1(1 + ξ̃))

ξ1
,

f ′
ξ̃
(t, 0) = − 1

ξ1
+

1
λ1`

+
η̃ ′ξ(t, ξ1)

ξ1
.

Let us expand the functions η̃(t, ξ1) and η̃ ′ξ(t, ξ1) with respect to the
variable ξ1 in D4 using the Maclaurin’s formula:

η̃(t, ξ1) = η̃(t, 0) + η̃ ′ξ1
(t, 0)ξ1 +

1
2

η̃ ′′ξ2
1
(t, 0)ξ2

1 + O(ξ3
1),

η̃ ′ξ(t, ξ1) = η̃ ′ξ(t, 0) + η̃ ′′ξξ1
(t, 0)ξ1 + O(ξ2

1).

Using Lemma 1, we obtain:

η̃(t, 0) ∼ − `ψ00(t)
S01 + o(1)

,

η̃ ′ξ1
(t, 0) = η̃ ′ξ(t, 0) =

= −

s∑
i=1

αic
∗
i `

αi−1(` + η̃(t, 0))βi +
n∑

k=1

αkεk(t)`αk−1(` + η̃(t, 0))βk

s∑
i=1

βic∗i `αi(` + η̃(t, 0))βi−1 +
n∑

k=1

βkεk(t)`αk(` + η̃(t, 0))βk−1

,

η̃ ′ξ1
(+∞, 0) = η̃ ′ξ(+∞, 0) = −S10

S01
,

η̃ ′′ξ2
1
(+∞, 0) = η̃ ′′ξξ1

(+∞, 0) = η̃ ′′ξ2(+∞, 0) = − 2
λ1`

.

Then

f(t, 0) =
η̃(t, 0)

ξ2
1

+
η̃ ′ξ1

(t, 0)− 1
ξ1

+
1
2

η̃ ′′ξ2
1
(t, 0) +

1
λ1`

+ O(ξ1),

f ′
ξ̃
(t, 0) =

η̃ ′ξ(t, 0)− 1
ξ1

+ η̃ ′′ξξ1
(t, 0) +

1
λ1`

+ O(ξ1).
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From the conditions (22), (23) and S10 + S01 = 0 it follows that

lim
t→+∞

η̃(t, 0)
ξ2
1

= − lim
t→+∞

ψ00(t) ln2 v(t)
`S01λ2

1

= 0,

lim
t→+∞

η̃ ′ξ1
(t, 0)− 1

ξ1
= lim

t→+∞
η̃ ′ξ(t, 0)− 1

ξ1
=

= − lim
t→+∞

ln v(t)
λ1S01

( ∞∑

k=0

S1k + S0k+1

k!`k+1
η̃ k(t, 0)+

+
∞∑

k=0

ψ1k + ψ0k+1

k!`k+1
η̃ k(t, 0)

)
= 0,

lim
t→+∞

(1
2

η̃ ′′ξ2
1
(t, 0) +

1
λ1`

)
= 0,

lim
t→+∞

(1
2

η̃ ′′ξξ1
(t, 0) +

1
λ1`

)
= − 1

λ1`
.

As a result, we have found that f(+∞, 0) = 0, f ′
ξ̃
(+∞, 0) = − 1

λ1` 6= 0.

3) Since

f ′′
ξ̃2(t, ξ̃) = η̃ ′′ξ2(t, ξ1(1 + ξ̃)), f ′′

ξ̃2(t, 0) = η̃ ′′ξ2(t, ξ1) = η̃ ′′ξ2(t, 0) + O(ξ1),

f ′′
ξ̃2(+∞, 0) = η̃ ′′ξ2(+∞, 0) = − 2

λ1`
6= 0,

the condition 3) of Lemma 2 is automatically satisfied.
Then the differential equation (25) satisfies the conditions of Lemma 2,

where since sign
(

v′ξ1
λ1`v

)
= 1, there exists for the fixed ` a one-parameter set

of o-solutions of the equation (25) in ∆(t1).
Finally, having the dimension of the set of o-solutions of the equation

(25), we have likewise obtained the dimension of a set of R-solutions of the
equation (1) with the asymptotic properties (24) in ∆(t1). ¤

Consider now separately the exponential asymptotics v4 = e`0|I(a,t)| (the
values of the constants and functions we used, have been identified pre-
viously). We proceed from the assumption that of principal importance
remain the first s terms, and also the fact that

1) αk + βk = α1 + β1 6= 0 (k = 2, s);

2) αk + βk = α1 + β1 6= 0 (k = s + 1, s1);

3) αk + βk 6= α1 + β1 (k = s1 + 1, n).

The possibility that the summands with powers of type 2) or 3) are absent
is not excluded.
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The assumptions 1)–3) and the condition (18) imply that the condition
(19) is not satisfied, as

S10 + S01 =
s∑

i=1

αic
∗
i `

αi+βi +
s∑

i=1

βic
∗
i `

αi+βi =

=
s∑

i=1

(αi + βi)c∗i `
αi+βi = (α1 + β1)

s∑

i=1

c∗i `
αi+βi = 0.

Therefore, Theorem 1 cannot be applied to the given asymptotics. If Theo-
rem 2 is likewise not satisfied, then under certain conditions we can achieve
fulfilment of the conditions of Theorem 2 by defining the asymptotics v4(t)
more exactly.

Consider the more precise asymptotics

v41(t) = e
`0

t∫
a

I′t(a,t)(1+z(t)) dt
, (26)

where

I ′t(a, t) =
∣∣p1(t)
p2(t)

∣∣ 1
β2−β1 ,

z(t) ∈ C∆(a), z(+∞) = 0 =⇒ v41(+∞) = v4(+∞) = 0 ∨+∞.

A solution will be sought in the form

y(t) = v41(t)(` + ξ(t)), (27)

where ξ(t) ∈ C1
∆(a), ξ(+∞) = 0.

Differentiating the equation (27), we obtain:

y′(t) = v′41(t)(` + η(t)), (28)

η(t) = ξ(t) +
v41(t)
v′41(t)

ξ′(t), η(t) ∈ C∆(a).

The condition y′(t) ∼ `v′41(t) requires the assumption that η(+∞) = 0.
Substituting (27) and (28) into the equation (1), we obtain the equality:

n∑

k=1

pk(t)(v41(t))αk(v′41(t))
βk(` + ξ)αk(` + η)βk = 0. (29)

In the equation (29) we put ξ = 0, η = 0 and get
n∑

k=1

`αk+βkpk(t)(v41(t))αk(v′41(t))
βk = 0. (30)

In accordance with the condition B), indicated in the statement of the
problem, we consider the relations of the functions:

pi(t)(v41(t))αi(v′41(t))
βi

p1(t)(v41(t))α1(v′41(t))β1
= (c∗i + εi(t))(1 + z(t))βi−β1 = c∗i + εi1(t), (31)

εi1(+∞) = 0 (i = 1, s);
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pj(t)(v41(t))αj (v′41(t))
βj

p1(t)(v41(t))α1(v′41(t))β1
= εj(t)(1 + z(t))βj−β1 = εj1(t), (32)

εj1(+∞) = 0 (j = s + 1, s1);

pk(t)(v41(t))αk(v′41(t))
βk

p1(t)(v41(t))α1(v′41(t))β1
=

e
`0(αk+βk)

t∫
a

I′t(a,t)(1+z(t)) dt

e
`0(α1+β1)

t∫
a

I′t(a,t)(1+z(t)) dt

×

×(1 + z(t))βk−β1 = εk1(t) (k = s1 + 1, n), (33)

where

lim
t→+∞

e
`0(αk+βk)

t∫
a

I′t(a,t) dt

e
`0(α1+β1)

t∫
a

I′t(a,t) dt

= 0 =⇒ εk1(+∞) = 0 (k = s1 + 1, n).

Then, after the division by p1(t)(v41(t))α1(v′41(t))
β1 , the equation (30)

takes the form:

`α1+β1

( s∑

i=1

c∗i (1 + z(t))βi−β1 +
s1∑

j=1

εj(t)(1 + z(t))βj−β1

)
+

+
n∑

k=s1+1

e
`0(αk+βk)

t∫
a

I′t(a,t)(1+z(t)) dt

e
`0(α1+β1)

t∫
a

I′t(a,t)(1+z(t)) dt

(1 + z(t))βk−β1`αk+βk = 0

or

F (t, z) = `α1+β1

( s∑

i=1

c∗i (1 + z)βi +
s1∑

j=1

εj(t)(1 + z)βj

)
+

+
n∑

k=s1+1

e
`0(αk+βk)

t∫
a

I′t(a,t)(1+z(t)) dt

e
`0(α1+β1)

t∫
a

I′t(a,t)(1+z(t)) dt

(1 + z)βk`αk+βk = 0. (34)

We introduce into consideration the domain D̃ = ∆(a)× [−h; h]. The func-
tion F (t, z) ∈ C0∞

tz (D̃).
We consider in D̃ a part of the function F (t, z):

F̃ (t, z) = `α1+β1

( s∑

i=1

c∗i (1 + z)βi +
s1∑

j=1

εj(t)(1 + z)βj

)
. (35)

Taking into account the conditions (16), (18), we get:

F̃ (+∞, 0) = 0;

F̃ ′
z(+∞, 0) = S01 6= 0;

F̃ ′′
z2(+∞, 0) = S02.



The Asymptotic Behavior of Solutions of Monotone Type . . . 69

Then, by Lemma 1, the equation (35) determines a unique function z =
z̃(t, ξ), such that z̃(t) ∈ C(∆(a1)) (a1 ≥ a), z̃(+∞) = 0.

As z̃(t) we take an approximate solution of the equation (35):

z̃(t) = −
`α1+β1

s1∑
j=1

εj(t)

S01 + `α1+β1

s1∑
j=1

βjεj(t)
. (36)

Next, we will need the following functions:

ψ̃00(t) =
n∑

k=1

`αk+βkεk1(t),

ψ̃10(t) =
n∑

k=1

αkεk1(t)`αk+βk ,

ψ̃01(t) =
n∑

k=1

βkεk1(t)`αk+βk .

We express ψ̃00(t), ψ̃10(t) + ψ̃01(t) through the previously introduced
functions:

ψ̃00(t) =
n∑

k=1

`αk+βkεk1(t) =

=
z̃ 2(t)

(1 + z̃(t))β1

[
S02 + ψ02(t) + O(z̃)

]
= O(ψ2

00(t));

ψ̃10(t) + ψ̃01(t) =
n∑

k=1

(αk + βk)εk1(t)`αk+βk =

=
(α1+β1)z̃ 2(t)
(1+z̃(t))β1

[
S02+ψ02(t)+O(z̃)

]
=O(ψ2

00(t)).

Thus, using Theorem 2, we formulate a theorem for the more precise
asymptotics

v41 = e
`0

t∫
a

I′t(a,t)(1+z̃(t)) dt
. (37)

Theorem 3. Let for the function v = v41(t) of the form (37) the condi-
tions of Theorem 1, except for (19), be fulfilled, and

S 6= 0, (21)

S02 6= 0, (38)

ψ00(t) ln v41(t) = o(1). (39)

Then there exists a one-parameter set of R-solutions y(t) ∈ C1
∆(t1)

of the
differential equation (1) with the asymptotic properties

y(t) = v41(t)(` + ξ(t)), y′(t) ∼ `v′41(t), (40)
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where ξ(t) ∼ λ1`
ln v41(t)

.

The Existence and Asymptotics of R-Solutions of the
Equation (1) with the Condition y(+∞) = γ ∈ R+

Since y(+∞) = γ ∈ R+, a supposed asymptotics will be sought for the
derivative of n-solutions y′(t) to within a constant factor of the ratio of
the first two summands. Taking into account p1(t), p2(t) 6= 0 (t ∈ ∆(a)),
we get:

y′(t) ∼̇w(t) =
∣∣∣p1(t)
p2(t)

∣∣∣
1

β2−β1 (β1 6= β2),

where 0 < w(t) ∈ C∆(a).
In the sequel, we will need the assumption that

+∞∫

a

w(t) dt < +∞. (41)

Let
y′(t) = w(t)(` + η(t)), (42)

where `, `βk ∈ R \ {0} (k = 1, n); η(t) ∈ C∆(a), η(+∞) = 0.
Integrating (42), we obtain:

y(t) = γ −
+∞∫

t

w(τ)(` + η(τ)) dτ,

where γ ∈ R+. Next, we show that the constants ` and γ are related to
each other by the equation (49).

Denoting

−
+∞∫

t

w(τ)(` + η(τ)) dτ = ξ(t), (43)

ξ(t) ∈ C1
∆(a), ξ(+∞) = 0, we obtain:

y(t) = γ + ξ(t). (44)

We substitute (42) and (44) into the equation (1) and obtain the equality:

F
(
t, γ + ξ, w(` + η)

)
=

n∑

k=1

pk(t)(γ + ξ)αkwβk(` + η)βk = 0, (45)

which is satisfied by the functions ξ(t) and η(t).
In accordance with the condition B), indicated in the statement of the

problem, we assume that:

pi(t)(w(t))βi

p1(t)(w(t))β1
= c̃i+εi(t), εi(+∞)=0, c̃i∈R \ {0} (i=1, s); (46)
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pj(t)(w(t))βj

p1(t)(w(t))β1
= εj(t), εj(+∞) = 0 (j = s + 1, n). (47)

Then, after the division by p1(t)(w(t))β1 , the equation (45) takes the form:

F̃ (t, ξ, η) =
s∑

i=1

(c̃i + εi(t))(γ + ξ)αi(` + η)βi+

+
n∑

j=s+1

εj(t)(γ + ξ)αj (` + η)βj = 0. (48)

Obviously, the condition

F̃ (+∞, 0, 0) =
s∑

i=1

c̃iγ
αi`βi = 0 (49)

is necessary for the existence of a solution of the form (44) and of its deriv-
ative of the form (42).

Theorem 4. Let a function w(t) be a possible asymptotics of the deriv-
ative of R-solution of the equation (1), which satisfies the conditions (41),
(46), (47). Moreover, let there exist γ ∈ R+, ` ∈ R \ {0}, satisfying the
condition (49).

Then for the existence of R-solution y(t) ∈ C1
∆(t1)

of the differential
equation (1) with the asymptotic properties

y(t) ∼ γ, y′(t) ∼ `w(t), (50)

it is sufficient that the condition
s∑

i=1

βic̃iγ
αi`βi 6= 0 (51)

be satisfied.
In this connection, for each pair (γ, `) the differential equation (1) admits

a unique R-solution y(t) with the asymptotic properties (50).

Proof. Owing to its structure, the functions F̃ (t, ξ, η) ∈ C0∞∞
t ξ η (D1), ∂nF̃

∂ξn ,

∂mF̃
∂ηm , ∂n+mF̃

∂ξn∂ηm (n = 1,∞, m = 1,∞) are bounded in D1, where D1 =
∆(a)× [−h1; h1]× [−h2; h2], 0 < h1 < γ, 0 < h2 < |`|.

To prove the above theorem, we will need expressions of the derivatives
of the function F̃ (t, ξ, η) of first and order with respect to the variables ξ,
η and also some of their properties:

F̃ ′
ξ(t, ξ, η) =

s∑

i=1

αic̃i(γ + ξ)αi−1(` + η)βi+

+
n∑

k=1

αkεk(t)(γ + ξ)αk−1(` + η)βk ,
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F̃ ′
ξ(+∞, 0, 0) =

s∑

i=1

αic̃iγ
αi−1`βi =

1
γ

s∑

i=1

αic̃iγ
αi`βi ;

F̃ ′
η(t, ξ, η) =

s∑

i=1

βic̃i(γ + ξ)αi(` + η)βi−1+

+
n∑

k=1

βkεk(t)(γ + ξ)αk(` + η)βk−1,

F̃ ′
η(+∞, 0, 0) =

s∑

i=1

βic̃iγ
αi`βi−1 =

1
`

s∑

i=1

βic̃iγ
αi`βi 6= 0

by virtue of condition (51);

F̃ ′′
ηη(t, ξ, η) =

s∑

i=1

βi(βi − 1)c̃i(γ + ξ)αi(` + η)βi−2+

+
n∑

k=1

βk(βk − 1)εk(t)(γ + ξ)αk(` + η)βk−2.

Owing to the conditions (49), (51) and the properties of the function
F̃ (t, ξ, η), in some domain D2 ⊂ D1, D2 = ∆(t0) × [−h̃1; h̃1] × [−h̃2; h̃2],

t0 ≥ a, 0 < h̃1 ≤ h1, 0 < h̃2 < min
{

h2;

∣∣ s∑
i=1

βic̃iγ
αi`βi

∣∣
4` sup

D1

∣∣F̃ ′′
ηη(t,ξ,η)

∣∣
}

, the equation (48)

satisfies the conditions of Lemma 1. Consequently, there exists a unique
function η = η̃(t, ξ), η̃(t, ξ) ∈ C0∞

t ξ (D3), sup
D3

∣∣∂nη̃
∂ξn

∣∣ < +∞ (n = 1,∞), such

that F̃ (t, ξ, η̃(t, ξ))≡0, η̃(+∞, 0)=0, ‖η̃(t, ξ)‖ ≤ h̃2. Moreover, we can write
∂η̃(t,ξ)

∂ξ = − F̃ ′
ξ(t,ξ,η̃)

F̃ ′
η(t,ξ,η̃)

, sup
D3

∣∣∂η̃
∂ξ

∣∣ = M > 0.

In view of the replacement (43), we obtain the integral equation:

−
+∞∫

t

w(τ)
[
` + η̃(τ, ξ(τ))

]
dτ = ξ(t). (52)

The solution of the equation (52) will be sought in the class ξ(t) ∈ C1
∆(t1)

(t1 ≥ t0).
Next, we consider and estimate the difference η̃(t, ξ2)− η̃(t, ξ1), (t, ξi) ∈

D3 (i = 1, 2), applying the Lagrange’s theorem with respect to the vari-
able ξ:

η̃(t, ξ2)− η̃(t, ξ1) = η̃ ′ξ(t, ξ
∗)(ξ2 − ξ1), ξ∗ ∈ ]ξ1; ξ2[ ;∣∣η̃(t, ξ2)− η̃(t, ξ1)

∣∣ ≤ sup
D3

|η̃ ′ξ(t, ξ)| |ξ2 − ξ1| = M |ξ2 − ξ1|.

Assuming ξ1 = 0, ξ2 = ξ, we get:

|η̃(t, ξ)| ≤ M |ξ|.
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To the equation (49) we out into the correspondence the operator

ξ(t) = T (t, ξ̃(t)) ≡ −
+∞∫

t

w(τ)
[
` + η̃(τ, ξ̃(τ))

]
dτ,

where ξ̃(t) ∈ B1 ⊂ B, B =
{
ξ̃(t) : ξ̃(t) ∈ C1

∆(t1)
, ξ̃(+∞) = 0, ‖ξ̃(t)‖ =

sup
∆(t1)

|ξ̃(t)|} is the Banach space, B1 =
{
ξ̃(t) : ξ̃(t) ∈ B, ‖ξ̃(t)‖ ≤ h̃1

}
is a

closed subset of the Banach space B.
Using the contraction mapping principle, we:
1) prove that if ξ̃(t) ∈ B1, then ξ(t) = T (t, ξ̃(t)) ∈ B1: ξ̃(t) ∈ C1

∆(t1)

and ξ̃(+∞) = 0, and by virtue of the structure of the operator, we get
ξ(t) ∈ C1

∆(t1)
, ξ(+∞) = 0;

‖ξ̃(t)‖ ≤ h̃1 =⇒ ‖ξ(t)‖ =
∥∥T (t, ξ̃(t))

∥∥ =

=
∥∥∥∥

+∞∫

t

w(τ)
[
` + η̃(τ, ξ̃(τ))

]
dτ

∥∥∥∥ ≤
+∞∫

t1

w(τ)
(|`

∣∣ + h̃2

)
dτ ≤ h̃1,

if t1 is sufficiently large.
2) check the condition of contraction:

ξ̃1(t), ξ̃2(t) ∈ B1 =⇒ ‖ξ2(t)− ξ1(t)‖ =

=
∥∥∥∥

+∞∫

t

w(τ)
[
η̃(τ, ξ̃2(τ))− η̃(τ, ξ̃1(τ))

]
dτ

∥∥∥∥ ≤

≤ M

+∞∫

t1

w(τ) dτ
∥∥ξ̃2(t)− ξ̃1(t)

∥∥ = γ
∥∥ξ̃2(τ)− ξ̃1(τ)

∥∥,

where γ = M
+∞∫
t1

w(τ) dτ < 1, if t1 is sufficiently large.

Thus, t1 should necessarily be such that

+∞∫

t1

w(τ) dτ < min
{

h̃1

|`|+ h̃2

,
1
M

}
.

As a result, we have found that by the contractive mapping principle the
equation (52) admits a unique solution ξ = ξ̃(t) ∈ B1.

Thus, we have obtained that for each pair of constants (γ, `), satisfying
the condition (49), the differential equation (1) admits a unique R-solution
y(t) with the asymptotic properties (50) in ∆(t1). Thus the Theorem is
complete. ¤
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îâäæñéâ. àŽéëçãèâñèæŽ åëéŽï{òâîéæï ðæìæï

x′′ = q(t)φ(x)
áæòâîâêùæŽèñîæ àŽêðëèâĲæï áŽáâĲæå ŽéëêŽýïêåŽ ïæéîŽãèâ æé öâéåý-
ãâãŽöæ, îëùŽ q áŽ φ çŽîŽéŽðŽï Žäîæå îâàñèŽîñèŽá ùãŽèâĲŽáæ òñ-
êóùæâĲæŽ. ïŽýâèáëĲî, êŽøãâêâĲæŽ Žïâåæ ŽéëêŽýïêâĲæï ŽîïâĲëĲŽ áŽ áŽá-
àâêæèæŽ ñïŽïîñèëĲŽöæ éŽåæ Žïæéìðëðñîæ õëòŽóùâãŽ.
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1. Introduction

The present paper is devoted to the existence and the asymptotic analysis
of positive solutions of nonlinear ordinary differential equations of Thomas–
Fermi type

x′′ = q(t)φ(x) (A)

assuming that q : [a,∞) → (0,∞), a > 0, is a continuous function which is
regularly varying at infinity of index σ ∈ R and φ(x) is a positive, continuous
function which is regularly varying at zero or at ∞ of index γ ∈ (0, 1).

We begin by stating some obvious but important facts valid for all pos-
itive solutions of equation (A): Let x(t) be a positive solution of (A) on
[a,∞), a ≥ 0. Since all positive solutions are convex, it follows that x′(t)
is increasing, and hence either x′(t) < 0 on [a,∞) or x′(t) > 0 on [t0,∞)
for some t0 > a. In the former case, x′(t) tends to 0 as t → ∞. In
fact, if x′(t) tends to some negative constant w1, we have x(t) ≤ w1 t, for
t ≥ t1 ≥ t0, which contradicts positivity of x(t). Moreover, x(t) is positive
and decreasing, so that it tends either to a positive constant or to 0 as
t →∞. In the latter case, x′(t) is positive and increasing, so it tends either
to ∞ or to some positive constant as t → ∞. Thus, x′(t) ≥ k for some
positive constant k and for t ≥ t1 ≥ t0. Accordingly, by integration we get
x(t) ≥ x(t1) + k(t− t1) which implies that x(t) →∞ as t →∞.

On the basis of the above observations all possible positive decreasing
solutions of (A) fall into the following two types:

lim
t→∞

x(t) = const > 0, lim
t→∞

x′(t) = 0, (1.1)

lim
t→∞

x(t) = 0, lim
t→∞

x′(t) = 0, (1.2)

while all possible positive increasing solutions of (A) fall into the following
two types:

lim
t→∞

x(t) = ∞, lim
t→∞

x(t)
t

= const > 0, (1.3)

lim
t→∞

x(t) = ∞, lim
t→∞

x′(t) = ∞. (1.4)

In our analysis we shall extensively use the class of regularly varying
functions introduced by J. Karamata in 1930 by the following

Definition 1.1. A measurable function f : [a,∞)→ (0,∞), a > 0, is
said to be regularly varying at infinity of index ρ ∈ R if

lim
t→∞

f(λt)
f(t)

= λρ for all λ > 0.

A measurable function f : (0, a) → (0,∞) is said to be regularly varying at
zero of index ρ ∈ R if f( 1

t ) is regularly varying at ∞ i.e. if

lim
t→0+

f(λt)
f(t)

= λρ for all λ > 0. (1.5)
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By RV(ρ) and RV(ρ) we denote, respectively, the set of regularly varying
functions of index ρ at infinity and at zero. If, in particular, ρ = 0, the
function f is called slowly varying at infinity or at zero. By SV and SV we
denote, respectively, the set of slowly varying functions at infinity and at
zero. Saying only regularly or slowly varying function, we mean regularity
at infinity.

It follows from Definition 1.1 that any function f(t) ∈ RV(ρ) is written as

f(t) = tρg(t) with g(t) ∈ SV. (1.6)

If, in particular, the function g(t) → k > 0 as t → ∞, it is called a trivial
slowly varying one denoted by g(t) ∈ tr-SV, the function f(t) ∈ RV(ρ) is
called a trivial regularly varying of index ρ, denoted by f(t) ∈ tr-RV(ρ).
Otherwise g(t) is called a nontrivial slowly varying function denoted by
g(t) ∈ ntr-SV and f(t) is called a nontrivial RV(ρ) function, denoted by
f(t) ∈ ntr-RV(ρ). Similarly for the set RV(ρ).

Comprehensive treatises on regular variation are given in
N. H. Bingham et al. [2] and by E. Seneta [15]. To help the reader, we
present here a fundamental result which will be used throughout the paper.

Proposition 1.1 (Karamata’s integration theorem). Let L(t) ∈ SV.
Then

(i) if α > −1,
t∫

a

sαL(s) ds ∼ 1
α + 1

tα+1L(t), t →∞;

(ii) if α < −1,
∞∫

t

sαL(s) ds ∼ − 1
α + 1

tα+1L(t), t →∞;

(iii) if α = −1,

m1(t) =

t∫

a

L(s)
s

ds ∈ SV, m2(t) =

∞∫

t

L(s)
s

ds

and

lim
t→∞

L(t)
mi(t)

= 0, i = 1, 2.

The symbol ∼ denotes the asymptotic equivalence

f(t) ∼ g(t), t →∞⇐⇒ lim
t→∞

f(t)
g(t)

= 1.

Also, f(t) ³ g(t) means that there exist constants 0 < m < M such that

mg(t) ≤ f(t) ≤ Mg(t), t ≥ t0.
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Throughout the text, “t ≥ t0” means that t is sufficiently large, so that t0
need not to be the same at each occurrence.

We shall also use the following results:

Proposition 1.2. Let q1(t) ∈ RV(σ1), q2(t) ∈ RV(σ1), q3(t) ∈ RV(σ3).
Then

(i) g1(t) + g2(t) ∈ RV(σ), σ = max(σ1, σ2);

(ii) g1(t)g2(t) ∈ RV(σ1 + σ2), (g1(t))α ∈ RV(ασ1) for any α ∈ R;

(iii) q1(q2(t)) ∈ RV(σ1σ2) if q2(t) →∞, as t →∞;
q3(q2(t)) ∈ RV(σ3σ2) if q2(t) → 0, as t →∞;

(iv) for any ε > 0 and L(t)∈ SV, one has tεL(t)→∞, t−εL(t)→ 0, as
t →∞.

Proposition 1.3. If f(t) ∼ tαl(t) as t → ∞ with l(t) ∈ SV, then f(t)
is a regularly varying function of index α i.e. f(t) = tαl?(t), l?(t) ∈ SV,
where, in general, l?(t) 6= l(t), but l?(t) ∼ l(t) as t →∞.

Proposition 1.4. A positive measurable function f(t) belongs to SV if
and only if for every α > 0, there exist a non-decreasing function Ψ and a
non-increasing function ψ with

tαf(t) ∼ Ψ(t), and t−αf(t) ∼ ψ(t), t →∞.

Proposition 1.5. For the function f(t) ∈ RV(α), α > 0, there exists
g(t) ∈ RV(1/α) such that

f(g(t)) ∼ g(f(t)) ∼ t as t →∞.

Here, g is an asymptotic inverse of f (and it is determined uniquely to
within asymptotic equivalence).

Note, the same result holds for t → 0 i.e. when f(t) ∈ RV(α), α > 0:

Proposition 1.6. For the function f(t) ∈ RV(α), α > 0, there exists
f(t) ∈ RV(1/α) such that

f(g(t)) ∼ g(f(t)) ∼ t as t → 0.

This follows from Proposition 1.5, since by Definition 1.1 the assump-
tion is equivalent to the saying that f(1/t) ∈ RV(−α). Thus, one applies
Proposition 1.5 to the function 1/f(1/t) ∈ RV(α).

The assumptions on q and φ, using notation (1.6), imply that equation
(A) can be written in the form

x′′(t)= tσl(t)xγL(x), l(t)∈SV, L(x)∈SV or L(x)∈SV. (1.7)

If in (1.7), γ ∈ (0, 1) or γ > 1, equation is called sublinear or superlinear,
respectively.

The study of nonlinear differential equations of the form (A) in the frame-
work of regular variation was initiated by Avakumović [1] (as the very first
attempt of the kind in the theory of differential equations), followed by
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Marić and Tomić [12]–[14] and some more recent results [4], [5], [7], [8],
[10]. See also Marić [11, Chapter3]. These papers and some closely related
ones [16], [17] are concerned exclusively with decreasing positive solutions
of superlinear Thomas–Fermi type equations. No analysis from the view-
point of regular variation, until recently in [9], seems to have been made
of positive solutions of sublinear type of equations. There positive increas-
ing solutions of the both types (1.3), (1.4) of the equation (A) (or (1.7))
with γ ∈ (0, 1) were analyzed. Very recently a paper [6] by Evtukhov and
Samoilenko appeared. A more general equation x(n) = αq(t)x(t) is studied
and the existence and the asymptotics of solutions is obtained covering a
subclass of regularly varying solutions. Here α may be +1 (Thomas–Fermi
type), or −1 (Emden–Fowler one).

Our purpose here is to proceed further in studying positive solutions of
sublinear equation (A) by establishing the sharp conditions for the existence
and constructing the precise asymptotic forms of these. Besides regular
variation, the main tools employed in the proof of our main results are the
Schauder–Tychonoff fixed point theorem in locally convex spaces and the
following generalized L’Hospital’s rule (see [3]):

Lemma 1.1. Let f, g ∈ C1[T,∞) and

lim
t→∞

g(t) = ∞ and g′(t) > 0 for all large t

or
lim

t→∞
f(t) = lim

t→∞
g(t) = 0 and g′(t) < 0 for all large t.

Then

lim inf
t→∞

f ′(t)
g′(t)

≤ lim inf
t→∞

f(t)
g(t)

≤ lim sup
t→∞

f(t)
g(t)

≤ lim sup
t→∞

f ′(t)
g′(t)

.

2. Results

To avoid repetitions, we state here basic conditions imposed on the func-
tions q and φ in all theorems which follows:

q(t) ∈ RV(σ), σ∈R, (2.1)

a) φ(x) ∈ RV(γ), γ ∈ (0, 1);

b) φ(x) ∈ RV(γ), γ ∈ (0, 1).
(2.2)

First, observe that in either of two cases a) or b) in (2.2), by Propositions
1.5 and 1.6 there exists an asymptotic inverse ϕ(x) of the function x/φ(x).

In addition, in some of the theorems it is required that either

φ(x) ∈ RV(γ) satisfies φ(tλu(t)) ∼ φ(tλ)u(t)γ , as t →∞,

for each λ ∈ R− and u(t) ∈ SV ∩ C1(R),
(2.3)

or
φ(x) ∈ RV(γ) satisfies φ(tλu(t)) ∼ φ(tλ)u(t)γ , t →∞,

for each λ ∈ R+ and u(t) ∈ SV ∩ C1(R);
(2.4)
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In other words, the slowly varying part L(x) of φ(x) must satisfy L(tλu(t)) ∼
L(tλ), t →∞, for each slowly varying u(t) ∈ C1(R). It is easy to check that
this is satisfied by for e.g.

L(t) =
N∏

k=1

(logk t)αk , αk ∈ R,

but not by

L(t) = exp
( N∏

k=1

(logk t)βk

)
, βk ∈ (0, 1),

where logk t = log logk−1 t.
For the future analysis we need the following preparatory

Lemma 2.1. Put

Y0(t) = ϕ
( t2q(t)

ρ(ρ− 1)

)
, (2.5)

and

I(t) =

∞∫

t

∞∫

s

q(r)φ(Y0(r)) dr ds, (2.6)

where ϕ(x) is an asymptotic inverse of the function x/φ(x) and ρ is given by

ρ =
σ + 2
1− γ

. (2.7)

If (2.2) a) and (2.1) with σ < −2 hold, then as t →∞
(i) Y0(t) ∈ RV(σ+2

1−γ ) and Y0(t) → 0;

(ii) I(t) ∼ Y0(t).

Proof. Since t2q(t) → 0, t → ∞, by Proposition 1.2-(iii), we conclude that
Y0(t) ∈ RV (ρ), with ρ given by (2.7). Thus, Y0(t) is expressed as Y0(t) =
tρη(t), η(t) ∈ SV and Y0(t) → 0, t →∞, because ρ < 0. Moreover, in view
of (2.5), there follows

Y0(t)
φ(Y0(t))

∼ t2q(t)
ρ(ρ− 1)

, t →∞ . (2.8)

Hence, by writing I(t) in the form

I(t) =

∞∫

t

∞∫

s

q(r)
φ(Y0(r))

Y0(r)
Y0(r) dr ds ∼

∼ ρ(ρ− 1)

∞∫

t

∞∫

s

rρ−2η(r) dr ds, t →∞,

and applying Karamata’s theorem twice on the last integral (Propositi-
on 1.1-(ii)), one obtains the desired result. ¤
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To prove the existence and determine the exact asymptotic behavior of
solutions x(t) ∈ RV(ρ), ρ ∈ R we shall consider the following three cases
separately:

(i) ρ < 0 or ρ > 1,

(ii) ρ = 0,

(iii) ρ = 1.
Note, the case ρ ∈ (0, 1) does not exist due to (1.1)–(1.4).

(i) Regularly varying solution of index ρ < 0 or ρ > 1.

Theorem 2.1. Suppose that (2.1), (2.2) a) and (2.3) hold. Then equa-
tion (A) possesses a decreasing regularly varying solution x(t) of index ρ < 0
if and only if

σ < −2. (2.9)
Also, x(t) satisfies (1.2).

If, on the other hand, (2.1), (2.2) b) and (2.4) hold, then equation (A)
possesses an increasing regularly varying solution x(t) of index ρ > 1 if and
only if

σ > −γ − 1. (2.10)
Also, x(t) satisfies (1.4).

In either case any such solution x(t) has for t →∞ the exact asymptotic
behavior

x(t) ∼ ϕ
( t2q(t)

ρ(ρ− 1)

)
, (2.11)

where ϕ and ρ are as in Lemma 2.1.

Proof. We begin with the proof of the first part of Theorem 2.1, where
ρ < 0. Let (2.1), (2.2) a) and (2.3) hold.

The “only if” part: Let x(t) ∈ RV(ρ), ρ < 0, be a decreasing solution
of (A) on [t0,∞). We express it as x(t) = tρξ(t), ξ(t) ∈ SV. To avoid
ambiguity, notice that ρ ∈ R and has to be determined. Due to Proposition
1.2-(iv) x(t) → 0 as t → ∞, and as is pointed out in the Introduction,
x′(t) → 0 as t →∞. Integrating (A) over (t,∞) and using (1.7), we get for
t ≥ t0

−x′(t) =

∞∫

t

q(s)φ(x(s)) ds =

∞∫

t

sσ+ργ l(s)ξ(s)γL(sρξ(s)) ds. (2.12)

The convergence of the last integral implies that σ + ργ ≤ −1. However,
the possibility σ + ργ = −1 is excluded. In fact, if this were the case, then
(2.12) reduces to

−x′(t) =

∞∫

t

s−1l(s)ξ(s)γL(sρξ(s)) ds,
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and since due to Proposition 1.1-(iii) the last integral is slowly varying, an
integration over [t,∞) gives

x(t) ∼ t

∞∫

t

s−1l(s)ξ(s)γL(sρξ(s)) ds ∈ RV(1), t →∞,

contradicting ρ < 0. Thus, we have σ + ργ < −1. Then, by Karamata’s
integration theorem from (2.12), we obtain

−x′(t) ∼ tσ+ργ+1l(t)ξ(t)γL(tρξ(t))
−(σ + ργ + 1)

, t →∞. (2.13)

Since x(t) → 0 as t →∞, by integration we further get
∞∫

tσ+ργ+1l(t)ξ(t)γL(tρξ(t))
−(σ + ργ + 1)

dt < ∞,

and hence σ + ργ + 1 ≤ −1 i.e. σ + ργ ≤ −2. If σ + ργ = −2, then (2.13)
reduces to

x′(t) ∼ −t−1l(t)ξ(t)γL(tρξ(t)), t →∞,

and integration over [t,∞) yields

x(t) ∼
∞∫

t

s−1l(s)ξ(s)γL(sρξ(s)) ds ∈ SV, t →∞,

which leads to an impossibility that ρ = 0. Therefore, we must have σ+ργ <
−2, in which case, integrating (2.13) over [t,∞), we get for t →∞

x(t) ∼ tσ+ργ+2l(t)ξ(t)γL(tρξ(t))
[−(σ + ργ + 1)] [−(σ + ργ + 2)]

=

=
t2q(t)φ(tρξ(t))

[−(σ + ργ + 1)] [−(σ + ργ + 2)]
(2.14)

implying, in view of Proposition 1.3, that the regularity index of x(t) is
ρ = σ + ργ + 2, i.e. ρ = σ+2

1−γ . Then, since ρ < 0, we conclude that σ < −2.
Since, (σ + ργ + 1)(σ + ργ + 2) = ρ(ρ− 1), (2.14), due to (2.8), becomes

x(t)
φ(x(t))

∼ t2q(t)
ρ(ρ− 1)

∼ Y0(t)
φ(Y0(t))

, t →∞. (2.15)

Because Y0(t) → 0 and x(t) → 0 as t → ∞, (2.15) is, in view of Proposi-
tion 1.6, equivalent to (2.11).

The “if” part: Note that any solution x(t) of the integral equation

x(t) =

∞∫

t

∞∫

s

q(r)φ(x(r)) dr ds, (2.16)
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(if it exists) satisfies (A) and is obviously positive, decreasing and (1.2)
holds. We shall prove that it indeed exists and possesses the properties
stated in the Theorem.

Applying Proposition 1.4 to the function φ(x) ∈ RV(γ) with γ > 0, we
see that there exists a constant A > 1 such that

φ(x) ≤ A φ(y) for each a > y ≥ x > 0. (2.17)

Due to Lemma 2.1, there exists t0 > a so that

Y0(t)
2

≤ I(t) ≤ 2Y0(t), t ≥ t0. (2.18)

In addition, since Y0(t) → 0 as t → ∞ and (1.5) holds uniformly on each
compact λ-set on (0,∞) ([2, Theorem 1.2.1]) there exists t0 > a such that

λγ

2
φ(Y0(t)) ≤ φ(λY0(t)) ≤ 2λγφ(Y0(t)) for t ≥ t0. (2.19)

Choose 0 < k < 1 and K > 1 such that

k1−γ ≤ 1
4A

and K1−γ ≥ 4A, (2.20)

which is possible due to 0 < γ < 1.
Now we choose t0 such that (2.18) and (2.19) both hold and define the

set X to be the set of continuous functions x(t) on [t0,∞) satisfying

kY0(t) ≤ x(t) ≤ KY0(t) for t ≥ t0. (2.21)

It is clear that X is a closed convex subset of the locally convex space
C[t0,∞) equipped with the topology of uniform convergence on compact
subintervals of [t0,∞). We shall show that the integral operator F de-
fined by

Fx(t) =

∞∫

t

∞∫

s

q(r)φ(x(r)) dr ds, t ≥ t0,

is a continuous self-map on X and that F(X ) is a relatively compact subset
of C[t0,∞) and then apply the Schauder–Tychonoff fixed point theorem.
Notice that, in view of Lemma 2.1, the above integral converges on the set
X under consideration.

Let x(t) ∈ X . By using successively (2.17), (2.19) with λ = K and λ = k,
(2.20) and (2.18), one obtains

Fx(t) ≤ A

∞∫

t

∞∫

s

q(r)φ(KY0(r)) dr ds ≤

≤ 2AKγ

∞∫

t

∞∫

s

q(r)φ(Y0(r)) dr ds ≤

≤ 4AKγY0(t) ≤ K Y0(t), t ≥ t0,
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and

Fx(t) ≥ 1
A

∞∫

t

∞∫

s

q(r)φ(kY0(r)) dr ds ≥

≥ kγ

2A

∞∫

t

∞∫

s

q(r)φ(Y0(r)) dr ds ≥

≥ kγ

4A
Y0(t) ≥ kY0(t), t ≥ t0.

Therefore, Fx(t) ∈ X , that is, F maps X into itself.
Furthermore, it can be verified that F is a continuous map and F(X )

is relatively compact in C[t0,∞). Therefore, by the Schauder–Tychonoff
fixed point theorem, there exists a fixed point x(t) of F which satisfies the
integral equation (2.16) and hence equation (A).

Now we prove that any such solution x(t) has the asymptotic behavior
(2.11). Because of (2.21), x(t) satisfies

0 < lim inf
t→∞

x(t)
Y0(t)

≤ lim sup
t→∞

x(t)
Y0(t)

< ∞,

or in view of Lemma 2.1, we have

0 < lim inf
t→∞

x(t)
I(t)

≤ lim sup
t→∞

x(t)
I(t)

< ∞.

Put Y0(t) = tρη(t), η(t) ∈ SV. An application of Lemma 1.1, in view of
assumption (2.3), yields

L = lim sup
t→∞

x(t)
I(t)

≤ lim sup
t→∞

x′′(t)
I ′′(t)

= lim sup
t→∞

q(t)φ(x(t))
q(t)φ(Y0(t))

=

= lim sup
t→∞

φ(tρξ(t))
φ(tρη(t))

= lim sup
t→∞

ξ(t)γφ(tρ)
η(t)γφ(tρ)

= lim sup
t→∞

(x(t)/tρ)γ

(Y0(t)/tρ)γ
=

=
(

lim sup
t→∞

x(t)
Y0(t)

)γ

=
(

lim sup
t→∞

x(t)
I(t)

)γ

= Lγ .

Since γ < 1, from the above we conclude that

0 < L ≤ 1. (2.22)

Similarly, we can see that l = lim inf
t→∞

x(t)
I(t)

satisfies

1 ≤ l < ∞. (2.23)

From (2.22) and (2.23) we obtain that l = L = 1, which means that x(t) ∼
I(t) ∼ Y0(t), t → ∞, i.e. (2.11) holds. This also shows, due to Propositi-
on 1.3, that x(t) is a regularly varying solution of (A) with the requested
regularity index.

We now turn our attention to the second part of Theorem 2.1, where
ρ > 1. Let (2.1), (2.2) b) and (2.4) hold.
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The “only if” part: Suppose that (A) has solution of the form x(t) =
tρξ(t) on [t0,∞) with ρ > 1 and ξ(t) ∈ SV. Note that x′(t) → ∞ and
x(t) →∞ as t →∞. Integrating (A) on [t0, t], we have

x′(t) ∼
t∫

t0

q(s)φ(x(s)) ds =

t∫

t0

sσ+ργ l(s)ξ(s)γL(sρξ(s)) ds, t →∞. (2.24)

The divergence of the last integral as t →∞ means that σ + ργ ≥ −1. But
the possibility σ + ργ = −1 is precluded, because if this was the case, then

t∫

t0

s−1l(s)ξ(s)γL(sρξ(s)) ds ∈ SV,

and hence integration of (2.24) on [t0, t] shows that

x(t) ∼ t

t∫

t0

s−1l(s)ξ(s)γL(sρξ(s)) ds ∈ RV(1),

which contradicts the condition ρ > 1. Thus, σ + ργ > −1. In this case,
applying Karamata’s integration theorem to the last integral in (2.24), we
have

x′(t) ∼ tσ+ργ+1l(t)ξ(t)γL(tρξ(t))
σ + ργ + 1

, t →∞,

and integrating the above relation on [t0, t], we obtain

x(t) ∼ tσ+ργ+2l(t)ξ(t)γL(tρξ(t))
(σ + ργ + 1)(σ + ργ + 2)

∈ RV(σ + ργ + 2), t →∞, (2.25)

which, in view of Proposition 1.3, shows that the regularity index of x(t) is
ρ = σ+2

1−γ . From the requirement ρ > 1 it follows that σ > −γ − 1. Exactly
as when ρ < 0, (2.25) leads to the asymptotic formula (2.11).

The “if” part: It is proved in [9, Lemma 2.1, Theorem 2.1] that if the
regularity index σ of q(t) satisfies σ > −γ − 1, then the function Y0(t) ∈
RV(ρ) satisfies the relation

Y0(t) ∼
t∫

a

s∫

a

q(r)φ(Y0(r)) dr ds, t →∞,

and there exists a positive increasing solution x(t) of equation (A) which
satisfies (1.4) and (2.21). Then, proceeding exactly as when ρ < 0, with
application of Lemma 1.1 and using (2.4), we conclude that x(t) ∼ Y0(t) as
t →∞. This implies x(t) ∈ RV(ρ), with ρ given by (2.7), as before. ¤

(ii) Regularly varying solutions of index ρ = 0.

We distinguish two subcases: x(t) ∈ tr-SV and x(t) ∈ ntr-SV.
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Observe that slowly varying solutions must decrease. For otherwise (1.3)
and (1.4) would hold contradicting Proposition 1.2-(iv).

Theorem 2.2. Suppose that (2.1) and (2.2) a) hold. Equation (A) pos-
sesses a (decreasing) trivial slowly varying solution if and only if

∞∫

t0

sq(s) ds < ∞. (2.26)

Proof. The “only if” part: Suppose that (A) has a decreasing tr-SV-solution
x(t) on [t0,∞) i.e. satisfying x(t) → c, t →∞, c > 0. Integrating (A) over
[t,∞) and observing (1.1), one gets

−x′(t) =

∞∫

t

sσl(s)φ(x(s)) ds, t ≥ t0, (2.27)

implying σ ≤ −1. But the case σ = −1 is impossible since then, by Propo-
sition 1.1-(iii), the integral in (2.27) is an SV function, and another integra-
tion on [t,∞) would give ρ = 1. Thus ρ < −1 and by Karamata’s theorem,
(2.27) leads to

−x′(t) ∼ tσ+1l(t)φ(x(t))
−(σ + 1)

, t →∞, (2.28)

which together with x(t) → c, t →∞ yields

∞∫

t0

tσ+1l(t)φ(x(t))
−(σ + 1)

< ∞,

implying (2.26).

The “if” part: Suppose that (2.26) holds. Then there exists t0 ≥ a such
that

∞∫

t0

tq(t) dt ≤ c

2Aφ(c)
, t ≥ t0, (2.29)

where A > 1 is a constant such that (2.17) holds. Let us now define the
integral operator

Fx(t) =
c

2
+

∞∫

t

∞∫

s

q(r)φ(x(r)) dr ds, t ≥ t0,

and the set

X =
{

x(t) ∈ C[t0,∞) :
c

2
≤ x(t) ≤ c, t ≥ t0

}
.
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If x(t) ∈ X , then clearly, Fx(t) ≥ c/2. Also, due to (2.29), we obtain
∞∫

t

∞∫

s

q(r)φ(x(r)) dr ds ≤ Aφ(c)

∞∫

t

∞∫

s

q(r) dr ds =

= Aφ(c)

∞∫

t

(r − t)q(r)dr ≤ c

2
, t ≥ t0,

and hence Fx(t) ≤ c for t ≥ t0. This shows that Fx(t) ∈ X , and hence F
is a self-map of the closed convex set X . Moreover, we can verify that F
is continuous and F(X ) is relatively compact in the topology of the locally
convex space C[t0,∞). Therefore, by the Schauder–Tychonoff fixed point
theorem, F has a fixed point x0(t) ∈ X , which gives birth to a solution of
equation (A) tending to a positive constant as t →∞. ¤

Remark 2.1. It is clear that (2.26) implies σ < −2, or σ = −2 and
∞∫
t

l(s)
s ds < ∞.

Theorem 2.3. Suppose that (2.1) and (2.2) a) hold. Equation (A) pos-
sesses a (decreasing) nontrivial slowly varying solution if and only if

σ = −2 and

∞∫

t

tq(t) dt < ∞, (2.30)

and any such solution x(t) has the exact asymptotic behavior

x(t) ∼ Φ−1(Q(t)), t →∞, (2.31)

where

Q(t) =

∞∫

t

sq(s) ds, t ≥ a, and Φ(x) =

x∫

0

dv

φ(v)
, x > 0. (2.32)

Proof. The “only if” part: Suppose that (A) has a nontrivial SV-solution
x(t) on [t0,∞), so it has to satisfy (1.2). Then, as in the proof of Theo-
rem 2.2, we get (2.28) and conclude that σ must satisfy σ + 1 ≤ −1. If
σ < −2, integrating (2.28) over [t,∞) and applying Karamata’s integration
theorem, we obtain

x(t) ∼ tσ+2l(t)φ(x(t))
(σ + 1)(σ + 2)

∈ RV(σ + 2), t →∞,

which is impossible because for the regularity index of x(t) we would get
ρ = σ + 2 < 0. Thus, one has σ = −2 and so, integration of (2.28) over
[t,∞) gives

x(t) ∼
∞∫

t

s−1l(s)φ(x(s)) ds, t →∞. (2.33)
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Let the integral in (2.33) be denoted by χ(t). Then, χ(t) → 0, t → ∞ and
satisfies

χ′(t) = −t−1l(t)φ(x(t)) ∼ −t−1l(t)φ(χ(t)), t →∞,

that is
χ′(t)

φ(χ(t))
∼ −tq(t), t →∞.

An integration of the last relation over [t,∞) results in

χ(t)∫

0

du

φ(u)
= Φ(χ(t)) ∼

∞∫

t

sq(s) ds = Q(t), t →∞, (2.34)

or

χ(t) ∼ Φ−1(Q(t)), t →∞,

which is equivalent to (2.31) since by (2.33), x(t) ∼ χ(t) as t →∞.
Observe that because of (2.2) a) and Proposition 1.2-(iv), the left-hand

side integral in (2.34) converges at 0 and the same holds for the right-hand
side one at ∞. Thus, the second condition in (2.30) also holds. In addition,
since Φ is continuous and increasing and φ(x) ∈ RV(1 − γ), its inverse
function exists and

Φ−1(x) ∈ RV
( 1

1− γ

)
. (2.35)

The “if” part: Suppose that (2.30) holds, so that q(t) = t−2l(t), l(t) ∈
SV. We show that Y1(t) defined by

Y1(t) = Φ−1

( ∞∫

t

sq(s) ds

)
, t ≥ a,

satisfies the integral asymptotic relation
∞∫

t

∞∫

s

q(r)φ(Y1(r)) dr ds ∼ Y1(t), t →∞.

Notice that, in view of (2.30), Q(t) ∈ SV and Q(t) → 0, t → ∞, so that
Proposition 1.2-(iii) and (2.35) show that Y1(t) ∈ SV. Also, Y1(t) → 0 as
t →∞, so that φ(Y1(t)) ∈ SV. Since Φ(Y1(t)) = Q(t), we get

tq(t) = −Φ′(Y1(t))Y ′
1(t) = − Y ′

1(t)
φ(Y1(t))

,

implying that Y1(t) is a solution of the differential equation

Y ′
1(t) + tq(t)φ(Y1(t)) = 0.
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Thus, applying Karamata’s integration theorem, we have, due to the pre-
ceding differential equation,

∞∫

t

∞∫

s

q(r)φ(Y1(r)) dr ds =

=

∞∫

t

∞∫

s

r−2l(r)φ(Y1(r)) dr ds ∼
∞∫

t

s−1l(s)φ(Y1(s)) ds =

=

∞∫

t

sq(s)φ(Y1(s)) ds = −
∞∫

t

Y ′
1(s) ds = Y1(t), t →∞.

Then, by replacing in the proof of Theorem 2.1 the function Y0(t) by Y1(t),
an application of the Schauder–Tychonoff fixed point theorem provides the
existence of a decreasing solution x(t) of equation (A) satisfying

x(t) ³ Y1(t). (2.36)

We show that the obtained solution x(t) of (A) is slowly varying and hence
satisfies (2.31). Using (2.36) and (2.17), from equation (A) we get

x′′(t) ³ q(t)φ(Y1(t)) = t−2l(t)φ(Y1(t)).

Integrating over [t,∞), we get

x′(t) ³ t−1l(t)φ(Y1(t)), x(t) ³
∞∫

t

s−1l(s)φ(Y1(s)) ds.

Then

t
x′(t)
x(t)

³ l(t)φ(Y1(t))
[ ∞∫

t

s−1l(s)φ(Y1(s)) ds

]−1

. (2.37)

Application of Karamata’s integration theorem gives

lim
t→∞

l(t)φ(Y1(t))
[ ∞∫

t

s−1l(s)φ(Y1(s)) ds

]−1

= 0,

which implies with (2.37) that tx′(t)/x(t) → 0 as t →∞. Therefore, by [11,
Proposition 10], x(t) is slowly varying and so enjoys the precise asymptotic
behavior (2.31). This completes the proof of Theorem 2.3. ¤

Remark 2.2. If specially φ(x) = xγ , then formulas (2.11) and (2.31) read,
respectively,

x(t) ∼
( t2q(t)

ρ(ρ− 1)

) 1
1−γ

, x(t) ∼
( ∞∫

t

sq(s) ds

) 1
1−γ

, t →∞.
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(iii) Regularly varying solutions of index ρ = 1.

This case is completely resolved by Theorems 3.2 and 3.3 in [9] and we
present it here for the sake of completeness.

Theorem 2.4. Suppose that (2.1) and (2.2) b) hold. Equation (A) pos-
sesses a trivial RV(1) solution if and only if

σ < γ − 1, or σ = −γ − 1 and

∞∫

t0

q(t)φ(t) dt < ∞.

If, in addition, (2.4) holds for λ = 1, equation (A) possesses a nontrivial
RV(1) solution if and only if

σ = −γ − 1 and

∞∫

t0

q(t)φ(t) dt = ∞,

and any such solution has the exact asymptotic behavior

x(t) ∼ t

[
(1− γ)

t∫

a

q(s)φ(s) ds

] 1
1−γ

, t →∞.

Remark 2.3. It is worthwhile mentioning that, due to Proposition 1.3,
our results apply to a very wide class of equations (see Examples 2.1, 2.2).

Example 2.1. Consider differential equation (A) with

φ(x) ∼ xγ log(x + 1) and q(t) ∼ 3r(t)t
γ−5

2 (log t)
1−γ

2

4 log(t−1/2(log t)1/2 + 1)
, (2.38)

t →∞,

where 0 < γ < 1 and r(t) is a continuous function on [e,∞) such that
lim

t→∞
r(t) = 1.

The function q(t) is a regularly varying function of index σ = γ−5
2 ,

which satisfies σ < −2, while φ(x) ∈ RV(γ) fulfills the condition (2.3).
Then ρ = −1/2 and it is easy to check that

t2q(t)
ρ(ρ− 1)

∼ t
γ−1

2 (log t)
1−γ

2

log(t−1/2(log t)1/2 + 1)
, t →∞.

Therefore, it follows from Theorem 2.1 that the equation possesses de-
creasing regularly varying solutions x(t) of index ρ = −1/2, satisfying
x(t) ∼ Y0(t), t →∞ i.e.

x(t)1−γ

log(x(t) + 1)
=

x(t)
φ(x(t))

∼ Y0(t)
φ(Y0(t))

, t →∞.

In view of (2.8), we have

Y0(t)
φ(Y0(t))

∼
( log t

t

) 1−γ
2

[
log

(( log t

t

) 1
2

+ 1
)]−1

, t →∞,



92 J. V. Manojlović and V. Marić

implying that

x(t) ∼
√

log t

t
, t →∞.

Observe that if in (2.38) instead of “∼” one has “=” and

r(t) = 1− 4
3 log t

− 1
3(log t)2

,

then, x(t) = ( log t
t )

1
2 ∈ RV(−1/2) is an exact solution.

Example 2.2. Consider equation (A) with

φ(x) ∼ xγ log(xδ + 1) and

q(t) ∼ f(t)

2t2(log t)
3−γ

2 log((log t)−δ/2 + 1)
, t →∞,

(2.39)

where γ ∈ (0, 1), δ > 0 and f(t) is a continuous function on [e,∞) such
that limt→∞ f(t) = 1. Clearly, q(t) is a regularly varying function of index
σ = −2 and satisfies

Q(t) =

∞∫

t

sq(s) ds ∼ 1

δ(1− γ)(log t)
1−γ

2 log(log t)−1/2
→ 0, (2.40)

t →∞.

Also, φ(x) ∈ RV(γ) and

Φ(x) =

x∫

0

dv

φ(v)
∼ 1

δ(1− γ)xγ−1 log x
, x → 0. (2.41)

By Theorems 2.2 and 2.3, equation (A) has, along with a trivial slowly
varying solution, a nontrivial SV-solution x(t) whose asymptotic behavior
is given by (2.31) or equivalently

Φ(x(t)) ∼ Q(t) =

∞∫

t

sq(s) ds, t →∞. (2.42)

Using (2.40) and (2.41), (2.42) is reduced to

δ(1− γ)x(t)γ−1 log x(t) ∼ δ(1− γ)
(
(log t)−1/2

)γ−1 log(log t)−1/2,

t →∞,

implying that x(t) ∼ (log t)−1/2 as t → ∞. If in (2.39) instead of “∼” one
has “=” and, in particular, f(t) = 1+3/2 log t, then (A) possesses an exact
nontrivial SV-solution x(t) = (log t).

Example 2.3. Consider equation (A) with

φ(x) = xγ log(x + 1), q(t) =
(
tγ+1(log t)γ log(t log t + 1)

)−1
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with γ ∈ (0, 1). Note that φ fulfills the condition (2.4) with λ = 1. Also,
q(t) ∈ RV(−γ − 1) and satisfies

q(t)φ(t) ∼ t(log t)γ , t →∞
which for t →∞ gives

t∫

t0

q(s)φ(s) ds ∼ (log t)1−γ

1− γ
→∞.

Thus, by Theorem 2.4, the above-considered equation possesses nontrivial
RV(1) solutions all of which have the same asymptotic behavior x(t) ∼
t log t, t →∞. In fact, an exact solution is x(t) = t log t.
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1. Introduction

In this paper we consider the second order quasilinear ordinary differen-
tial equation

(|x′|αsgn x′
)′ + p(t)|x|βsgn x = 0, (1.1)

where α and β are positive constants and p(t) is a positive and continuous
function on an interval [t0,∞). By a solution of (1.1) we mean a real-
valued function x = x(t) such that x ∈ C1[T,∞), T ≥ t0, and |x′|αsgn x′ ∈
C1[T,∞) and x(t) satisfies (1.1) at every point of [T,∞), where T may
depend on x(t). A solution x(t) of (1.1) is said to be oscillatory if there is
a sequence {ti}∞i=1 such that lim

i→∞
ti = ∞ and x(ti) = 0 (i = 1, 2, . . . ). If a

solution x(t) of (1.1) is not oscillatory, then it is said to be nonoscillatory.
In other words, a solution x(t) of (1.1) is called nonoscillatory if x(t) is
eventually positive or eventually negative. If x(t) is a solution of (1.1), then
so is −x(t). Therefore there is no loss of generality in assuming that a
nonoscillatory solution of (1.1) is eventually positive.

It is easily shown (Elbert [2], Elbert and Kusano [3]) that an eventually
positive solution x(t) of (1.1) satisfies one and only one of the following
three conditions:

lim
t→∞

x(t) exists and is a positive finite number; (1.2)

lim
t→∞

x(t) = ∞ and lim
t→∞

x(t)
t

= 0; (1.3)

lim
t→∞

x(t)
t

exists and is a positive finite number. (1.4)

A solution x(t) of (1.1) which satisfies (1.2) [resp. (1.4)] is asymptotically
equal to a positive constant function c [resp. a linear function ct] as t →∞
for some constant c > 0. The asymptotic growth of a solution x(t) of (1.1)
which satisfies (1.3) is asymptotically bigger than positive constant func-
tions, and is asymptotically smaller than positive unbounded linear func-
tions. In this paper we refer to eventually positive solutions x(t) satisfying
(1.3) as slowly growing positive solutions. Eventually positive solutions x(t)
satisfying (1.2), (1.3) and (1.4) are sometimes called subdominant solutions,
intermediate solutions and dominant solutions, respectively ([1]).

It is well known that the following results hold ([2], [3], [7], [8]).

(A) Equation (1.1) has an eventually positive solution x(t) satisfying
(1.2) if and only if

∞∫

t0

[ ∞∫

t

p(s) ds

]1/α

dt < ∞. (1.5)
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(B) Equation (1.1) has an eventually positive solution x(t) satisfying
(1.4) if and only if

∞∫

t0

tβp(t) dt < ∞. (1.6)

(C) Let α < β. Equation (1.1) has an eventually positive solution if and
only if (1.5) is satisfied.

(D) Let α > β. Equation (1.1) has an eventually positive solution if and
only if (1.6) is satisfied.

Now consider the problem of the existence of an eventually positive solu-
tion x(t) satisfying (1.3), namely, a slowly growing positive solution. For the
case α > β this problem has been solved finally by Naito [9]. The following
statement is true:

(E) Let α > β. Equation (1.1) has a slowly growing positive solution if
and only if

∞∫

t0

tβp(t) dt < ∞ and

∞∫

t0

[ ∞∫

t

p(s) ds

]1/α

dt = ∞. (1.7)

More precisely, the statement (E) was proved by Kusano and Naito [6]
for the case α = 1 > β. The “if” part of (E) for the general case α > β was
proved by Elbert and Kusano [3]. Very recently, the “only if” part of (E)
for the general case α > β has been proved by Naito [9].

A characterization of the existence of slowly growing positive solutions
of (1.1) for the case α < β seems to be a more difficult problem. For
some results related to this case, see Cecchi, Došlá and Marini [1] and the
references therein.

In this paper we attempt to discuss the existence of slowly growing pos-
itive solutions of (1.1) for the case α < β. For this purpose, let us first
consider the particular equation

(|x′|αsgn x′
)′ + κt−µ|x|βsgn x = 0 (α < β), (1.8)

where κ is a positive constant and µ is a real constant. It is easy to see
that (1.8) has a slowly growing positive solution of the form ctν (c > 0,
0 < ν < 1) if and only if α + 1 < µ < β + 1, and that this solution is
uniquely determined by

x0(t) = c0t
ν0 (1.9)

with

ν0 =
µ− 1− α

β − α
and c0 =

[α(1− ν0)ν α
0

κ

]1/(β−α)

. (1.10)

Observe here that 0 < ν0 < 1 under the conditions α < β and α + 1 < µ <
β + 1. Then we may conjecture that if p(t) is close to the function κt−µ
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(κ > 0, α + 1 < µ < β + 1) in some sense, then (1.1) has a slowly growing
positive solution x(t) satisfying{

x(t) = x0(t)(1 + o(1)) (t →∞),
x′(t) = x′0(t)(1 + o(1)) (t →∞),

(1.11)

where x0(t) is defined by (1.9) and (1.10). This conjecture is true to a certain
extent. In fact, the following theorem can be proved. For convenience, we
write the equation (1.1) in the form

(|x′|αsgn x′
)′ + κt−µ(1 + ε(t))|x|βsgn x = 0, (1.12)

where ε(t) is a continuous function on [t0,∞), t0 > 0, such that 1+ε(t) > 0
for t ≥ t0.

Theorem 1.1. Consider the equation (1.12) under the condition

0 < α < β, α + 1 < µ < β + 1, κ > 0. (1.13)

Set x0(t) = c0t
ν0 , where c0 and ν0 are constants given by (1.10). Suppose

that there exists ` > 0 such that

`(`− 2ν0 + 1)− |1− α|(1− ν0)`− (β − α)(1− ν0)ν0 > 0 (1.14)

and

lim
t→∞

t`−2ν0+1

∞∫

t

s2(ν0−1)|ε(s)| ds = 0. (1.15)

Then the equation (1.12) has a slowly growing positive solution x(t) with
the asymptotic property{

x(t) = x0(t)
(
1 + O(t−`)

)
(t →∞),

x′(t) = x′0(t)
(
1 + O(t−`)

)
(t →∞).

The condition (1.14) is satisfied if ` > 0 is taken sufficiently large. There-
fore, if

lim
t→∞

tm
∞∫

t

s2(ν0−1)|ε(s)| ds = 0 for all m > 0, (1.16)

then there is `0 > 0 such that for all ` ≥ `0, both of the conditions (1.14)
and (1.15) are satisfied. On the other hand, it is easy to see that (1.16) is
equivalent to

∞∫

t0

sn|ε(s)| ds < ∞ for all n > 0. (1.17)

Thus we can conclude the following result as a corollary of Theorem 1.1.

Corollary 1.1. Consider the equation (1.12) under the condition (1.13).
If (1.17) holds, then the equation (1.12) has a slowly growing positive solu-
tion x(t) with the asymptotic property (1.11).

We give a simple example illustrating our theorem in the case α = 1.
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Example 1.1. Consider the equation

x′′ + κt−3(1 + ε(t))|x|3sgn x = 0, κ > 0, (1.18)

where ε(t) is a continuous function on [1,∞) such that 1+ε(t) > 0 for t ≥ 1.
For this equation, α = 1, β = 3, µ = 3, κ > 0; and hence ν0 = 1/2 and
c0 = 1/

[
2
√

κ
]
. Consequently, the conditions (1.14) and (1.15) reduce to

` >

√
2

2
and lim

t→∞
t`

∞∫

t

|ε(s)|
s

ds = 0. (1.19)

Therefore, by Theorem 1.1, we can conclude that if (1.19) is satisfied for
some `, then (1.18) has a slowly growing positive solution x(t) such that





x(t) =
1

2
√

κ
t1/2

(
1 + O(t−`)

)
(t →∞),

x′(t) =
1

4
√

κ
t−1/2

(
1 + O(t−`)

)
(t →∞).

In the case 0 < α < β, assuming the existence of slowly growing positive
solutions of (1.1), Kamo and Usami [4] have obtained the asymptotic forms
as t → ∞ of such solutions under a certain condition. Note, however, that
the existence of slowly growing positive solutions of (1.1) is not proved.

In the case 0 < β < α, the asymptotic forms as t →∞ of slowly growing
positive solutions of (1.1) has been discussed by Naito [9]. See also [4], [5].

2. Proof of Theorem 1.1

In this section we give the proof of Theorem 1.1. First notice that if x(t)
is a positive solution of (1.1) on an interval [T,∞), T ≥ t0, then x′(t) > 0
for t ≥ T . This fact is easily checked. For the proof of Theorem 1.1, we
make use of the following lemma. In this lemma we consider the equations
(1.1) and the auxiliary equation

(|x′|αsgn x′
)′ + p0(t)|x|βsgn x = 0, (2.1)

where p0(t) is a positive continuous function on [t0,∞), t0 > 0.

Lemma 2.1. Let x0(t) be an eventually positive solution of the auxiliary
equation (2.1). If x(t) is an eventually positive solution of (1.1), then

u(t) =
x(t)
x0(t)

and v(t) = x0(t)2
( x(t)

x0(t)

)′
(2.2)

satisfy

u(t) > 0 and
1

x0(t)
v(t) + x′0(t)u(t) > 0 (2.3)
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for all large t, and (u(t), v(t)) is a solution of the binary nonlinear system





u′ =
1

x0(t)2
v,

v′ =
1
α

{
p0(t)x0(t)β+1x′0(t)

−α+1u−

−p(t)x0(t)β+1
[ 1
x0(t)

v + x′0(t)u
]−α+1

uβ

}
(2.4)

for all large t.
Conversely, if (u(t), v(t)) is a solution of (2.4) satisfying (2.3), then

x(t) = x0(t)u(t) is an eventually positive solution of (1.1).

Proof. Let x(t) be an eventually positive solution of (1.1). By (2.2), we
have

x′(t) =
1

x0(t)
v(t) + x′0(t)u(t).

Since x′(t) > 0 for all large t, it is obvious that (u(t), v(t)) satisfies (2.3) for
all large t. Moreover, x(t) satisfies

x′′(t) +
1
α

p(t)x(t)βx′(t)−α+1 = 0

for all large t. An analogous equality also holds for x0(t). Then we easily
see that (u(t), v(t)) satisfies (2.4) for all large t. This proves the first half
of the lemma.

To prove the second half, let (u(t), v(t)) be a solution of (2.4) satisfying
(2.3). Then, a straightforward computation shows that x(t) = x0(t)u(t) is
an eventually positive solution of (1.1). The details are left to the reader.
The proof of Lemma 2.1 is complete. ¤

Proof of Theorem 1.1. We apply Lemma 2.1 to the case p0(t) = κt−µ and
x0(t) = c0t

ν0 , where c0 and ν0 are constants given by (1.10). Then the
existence of a solution x(t) of (1.1) which satisfies lim

t→∞
[x(t)/x0(t)] = 1 is

equivalent to the existence of a solution (u(t), v(t)) of (2.4) which satisfies

lim
t→∞

u(t) = 1 (2.5)

and

1
x0(t)

v(t) + x′0(t)u(t) > 0 (2.6)
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for all large t. Thus it is natural to consider the integral equation of the
form





u(t) = 1−
∞∫

t

1
x0(s)2

v(s) ds,

v(t) = − 1
α

∞∫

t

{
p0(s)x0(s)β+1x′0(s)

−α+1u(s)−

−p(s)x0(s)β+1
[ 1
x0(s)

v(s) + x′0(s)u(s)
]−α+1

u(s)β

}
ds,

(2.7)

where p(t) = p0(t)(1 + ε(t)) = κt−µ(1 + ε(t)).
Denote by X the set of all vector functions (u(t), v(t)) ∈ C[T,∞) ×

C[T,∞) such that

|u(t)− 1| ≤ Lt−` and |v(t)| ≤ Mt−`+2ν0−1 for t ≥ T, (2.8)

where ` is a positive constant satisfying (1.14) and (1.15), and L,M, T are
positive constants to be determined later. Note that, because of ` > 0, the
condition (1.14) implies `− 2ν0 + 1 > 0. We seek for a solution (u(t), v(t))
of (2.7) in the set X.

On account of (1.14), we can take a sufficiently small positive number d
such that 0 < d < 1/2 and

`(`− 2ν0 + 1)− |1− α|(1− ν0)`(1− 2d)−α(1 + d)β−
− (β − α)(1− ν0)ν0(1 + d) > 0. (2.9)

Let M be an arbitrary positive number, and set L = M/(`c 2
0 ) (> 0). Then,

by (2.9),

L

`− 2ν0 + 1
c 2
0 (β − α)(1− ν0)ν0(1 + d)+

+
M

`− 2ν0 + 1
|1− α|(1− ν0)(1− 2d)−α(1 + d)β < M.

For simplicity, let us use the letters C1 and C2 to denote, respectively, the
first and the second terms in the left-hand side of the above inequality:

C1 =
L

`− 2ν0 + 1
c 2
0 (β − α)(1− ν0)ν0(1 + d) ( > 0) (2.10)

and

C2 =
M

`− 2ν0 + 1
|1− α|(1− ν0)(1− 2d)−α(1 + d)β (≥ 0). (2.11)

We have C1 + C2 < M . Further, let

C3 = Dc 2
0 (1− ν0)ν0(1 + d)β ( > 0), (2.12)
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where D is the positive constant defined by

D =

{
(1 + 2d)−α+1 for 0 < α ≤ 1,

(1− 2d)−α+1 for α > 1.
(2.13)

Since

lim
u→1

u− u−α+β+1

u− 1
= α− β,

there is δ > 0 such that

|u− u−α+β+1| ≤ (1 + d)(β − α)|u− 1| for |u− 1| ≤ δ. (2.14)

We take a number T sufficiently large so that the following inequalities hold
for t ≥ T :

Lt−` ≤ d,
M

c 2
0 ν0

t−` ≤ d, Lt−` ≤ δ, (2.15)

and

C1 + C2 + C3t
`−2ν0+1

∞∫

t

s2(ν0−1)|ε(s)| ds ≤ M. (2.16)

Note that the inequality C1 + C2 < M and the assumption (1.15) ensure
the inequality (2.16).

Let X be the set of all vector functions (u(t), v(t)) ∈ C[T,∞)×C[T,∞)
such that (2.8) holds. Define the operator Φ : X → C[T,∞)× C[T,∞) by
Φ(u, v)(t) = (Φ1(u, v)(t), Φ2(u, v)(t)) with

Φ1(u, v)(t) = 1−
∞∫

t

1
x0(s)2

v(s) ds, t ≥ T,

and

Φ2(u, v)(t) = − 1
α

∞∫

t

{
p0(s)x0(s)β+1x′0(s)

−α+1u(s)−

− p(s)x0(s)β+1

[
1

x0(s)
v(s) + x′0(s)u(s)

]−α+1

u(s)β

}
ds, t ≥ T.

It will be shown with the aid of the Schauder–Tychonoff theorem that Φ
has a fixed point (u(t), v(t)) in X (⊂ C[T,∞)× C[T,∞)). Here, the space
C[T,∞) × C[T,∞) is regarded as the Fréchet space consisting of all con-
tinuous vector functions (u(t), v(t)) on [T,∞) with the topology of uniform
convergence on compact subintervals of [T,∞).

(i) The operator Φ is well defined on X and maps X into X.

Let (u(t), v(t)) ∈ X. Then, by the first inequality in (2.15), we obtain
|u(t)− 1| ≤ Lt−` ≤ d for t ≥ T . Therefore,

(0 <) 1− d ≤ u(t) ≤ 1 + d, t ≥ T. (2.17)
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We can show that

− 1
x0(t)

|v(t)|+ x′0(t)u(t) ≥ (1− 2d)c0ν0t
ν0−1, t ≥ T, (2.18)

and
1

x0(t)
|v(t)|+ x′0(t)u(t) ≤ (1 + 2d)c0ν0t

ν0−1, t ≥ T. (2.19)

In fact, it follows from (2.17) and the second inequality in (2.15) that

− 1
x0(t)

|v(t)|+ x′0(t)u(t) ≥ − 1
c0tν0

Mt−`+2ν0−1 + c0ν0t
ν0−1(1− d) =

= (1− d)c0ν0t
ν0−1

{
1− M

(1− d)c 2
0 ν0

t−`
}
≥

≥ (1− d)c0ν0t
ν0−1

(
1− d

1− d

)
=

= (1− 2d)c0ν0t
ν0−1, t ≥ T,

which shows that (2.18) holds. The inequality (2.19) can be shown in a
similar way.

Now let us define y(t) by

y(t) =
1

x0(t)
v(t) + x′0(t)u(t), t ≥ T.

Then it follows from (2.18) and (2.19) that

(1− 2d)c0ν0t
ν0−1 ≤ y(t) ≤ (1 + 2d)c0ν0t

ν0−1, t ≥ T.

In particular, we have y(t) > 0 for t ≥ T and

y(t)−α+1 ≤ Dc−α+1
0 ν −α+1

0 t(ν0−1)(−α+1), t ≥ T, (2.20)

where D is the positive constant defined by (2.13).
For brevity, we define ϕ1(u, v)(t) and ϕ2(u, v)(t) by

ϕ1(u, v)(t) =
1

x0(t)2
v(t),

ϕ2(u, v)(t) = p0(t)x0(t)β+1x′0(t)
−α+1u(t)−

− p(t)x0(t)β+1

[
1

x0(t)
v(t) + x′0(t)u(t)

]−α+1

u(t)β ,

so that

Φ1(u, v)(t) = 1−
∞∫

t

ϕ1(u, v)(s) ds, t ≥ T,

Φ2(u, v)(t) = − 1
α

∞∫

t

ϕ2(u, v)(s) ds, t ≥ T.
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By (2.8), we obtain

|ϕ1(u, v)(t)| ≤ 1
x0(t)2

|v(t)| ≤ M(c0t
ν0)−2 t−`+2ν0−1 = L`t−`−1 (2.21)

for t ≥ T . Thus, Φ1(u, v)(t) is well defined on X and

|Φ1(u, v)(t)− 1| ≤ L`

∞∫

t

s−`−1 ds = Lt−`, t ≥ T. (2.22)

Since p(t) = p0(t)(1 + ε(t)), the function ϕ2(u, v)(t) can be estimated as
follows:

|ϕ2(u, v)(t)| ≤
≤

∣∣∣p0(t)x0(t)β+1x′0(t)
−α+1u(t)− p0(t)x0(t)β+1x′0(t)

−α+1u(t)−α+β+1
∣∣∣+

+
∣∣∣p0(t)x0(t)β+1x′0(t)

−α+1u(t)−α+β+1−

− p0(t)(1 + ε(t))x0(t)β+1y(t)−α+1u(t)β
∣∣∣ ≤

≤ p0(t)x0(t)β+1x′0(t)
−α+1

∣∣u(t)− u(t)−α+β+1
∣∣+

+ p0(t)x0(t)β+1
∣∣∣
[
x′0(t)u(t)

]−α+1 − y(t)−α+1
∣∣∣u(t)β+

+ p0(t)|ε(t)|x0(t)β+1y(t)−α+1u(t)β .

Denote the first, second and third term of the last side in the above inequal-
ity by ψ1(u, v)(t), ψ2(u, v)(t) and ψ3(u, v)(t), respectively. Then

|ϕ2(u, v)(t)| ≤ ψ1(u, v)(t) + ψ2(u, v)(t) + ψ3(u, v)(t), t ≥ T. (2.23)

In view of (2.8) and (2.15), we get |u(t) − 1| ≤ Lt−` ≤ δ for t ≥ T .
Therefore, it follows from (2.14) that

∣∣u(t)− u(t)−α+β+1
∣∣ ≤ L(1 + d)(β − α)t−`, t ≥ T.

Then it is easy to see that

ψ1(u, v)(t) = p0(t)x0(t)β+1x′0(t)
−α+1|u(t)− u(t)−α+β+1| ≤

≤ κt−µ(c0t
ν0)β+1

(
c0ν0t

ν0−1
)−α+1

L(1 + d)(β − α)t−` =

= α(`− 2ν0 + 1)C1t
−`+2ν0−2, t ≥ T,

where C1 is the constant given by (2.10).
The mean value theorem implies that if A > 0 and A + B > 0, then the

equality
A−α+1 − (A + B)−α+1 = (α− 1)(A + θB)−αB

holds for some θ, 0 < θ < 1. Applying the above equality to the cases
A = x′0(t)u(t) > 0 and B = x0(t)−1v(t), and noting that A + B = y(t) > 0,
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we obtain∣∣∣
[
x′0(t)u(t)

]−α+1 − y(t)−α+1
∣∣∣ =

= |α− 1|[x′0(t)u(t) + θx0(t)−1v(t)
]−α

x0(t)−1|v(t)| ≤
≤ |α− 1|[x′0(t)u(t)− x0(t)−1|v(t)|]−α

x0(t)−1|v(t)|
for t ≥ T . Then, by (2.18) and (2.8), we get

∣∣∣
[
x′0(t)u(t)

]−α+1 − y(t)−α+1
∣∣∣ ≤

≤ |α− 1|[(1− 2d)c0ν0t
ν0−1

]−α(c0t
ν0)−1Mt−`+2ν0−1 =

= |α− 1|(1− 2d)−αc−α−1
0 ν −α

0 Mt−α(ν0−1)−`+ν0−1

for t ≥ T . Then it is easy to see that

ψ2(u, v)(t) = p0(t)x0(t)β+1
∣∣[x′0(t)u(t)

]−α+1 − y(t)−α+1
∣∣u(t)β ≤

≤ κt−µ(c0t
ν0)β+1 |α− 1|(1− 2d)−αc−α−1

0 ν −α
0 ×

×Mt−α(ν0−1)−`+ν0−1(1 + d)β =

= α(`− 2ν0 + 1)C2t
−`+2ν0−2, t ≥ T,

where C2 is the constant given by (2.11).
By virtue of (2.20) and (2.17), we find that

ψ3(u, v)(t) = p0(t)|ε(t)|x0(t)β+1y(t)−α+1u(t)β ≤
≤ κt−µ|ε(t)|(c0t

ν0)β+1Dc−α+1
0 ν −α+1

0 t(ν0−1)(−α+1)(1 + d)β =

= αC3t
2(ν0−1)|ε(t)|, t ≥ T,

where C3 is the constant given by (2.12). Therefore, by the above estimates
for ψ1(u, v)(t), ψ2(u, v)(t) and ψ3(u, v)(t), and by (2.23), we conclude that

|ϕ2(u, v)(t)| ≤ α(C1 +C2)(`− 2ν0 +1)t−`+2ν0−2 +αC3t
2(ν0−1)|ε(t)| (2.24)

for t ≥ T . Therefore, Φ2(u, v)(t) is well defined on X. Moreover, on account
of (2.16), we can conclude that

|Φ2(u, v)(t)| ≤
(

C1 + C2 + C3t
`−2ν0+1

∞∫

t

s2(ν0−1)|ε(s)| ds

)
t−`+2ν0−1 ≤

≤ Mt−`+2ν0−1, t ≥ T.

Thus, the operator Φ = (Φ1, Φ2) is well defined on X and maps X into
itself. This proves the claim (i).

(ii) The operator Φ = (Φ1,Φ2) is continuous on X.

Assume that (un, vn) ∈ X (n = 1, 2, 3, . . . ), (u∞, v∞) ∈ X, and that
(un, vn) → (u∞, v∞) as n → ∞ uniformly on any compact subinterval
[T, S] of [T,∞). The inequality (2.21) implies that, for every (un, vn) ∈ X,
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the function |ϕ1(un, vn)(t)| is bounded by the integrable function L`t−`−1

on [T,∞). Therefore, by the Lebesgue dominated convergence theorem,

Φ1(un, vn)(t) → Φ1(u∞, v∞)(t) as n →∞
uniformly on any compact subinterval [T, S] of [T,∞). Similarly, using
(2.24) and the Lebesgue dominated convergence theorem, we see that

Φ2(un, vn)(t) → Φ2(u∞, v∞)(t) as n →∞
uniformly on any compact subinterval [T, S] of [T,∞). This proves the
claim (ii).

(iii) Φ(X) is relatively compact.

To prove the relative compactness of Φ(X), it is enough to show that
Φ(X) is uniformly bounded and equicontinuous on any compact subinterval
[T, S] of [T,∞). The former follows from the fact that the inequalities
|Φ1(u, v)(t)| ≤ 1 + Lt−` (t ≥ T ), which is a consequence of (2.22), and
|Φ2(u, v)(t)| ≤ Mt−`+2ν0−1 (t ≥ T ) hold for all (u, v) ∈ X. The latter
follows from the fact that the inequalities (2.21) and (2.24) hold for all
(u, v) ∈ X.

In view of (i)–(iii), the Schauder–Tychonoff theorem shows that Φ has
a fixed point (u, v) in X. This fixed point (u, v) = (u(t), v(t)) (∈ X) is
a solution of (2.7) on [T,∞), and satisfies (2.5) and (2.6). Consequently,
(u(t), v(t)) (∈ X) is a solution of (2.4) which satisfies (2.3). Therefore, by
Lemma 2.1, x(t) = x0(t)u(t) is an eventually positive solution of (1.12). By
the previous arguments it is easy to see that

x(t)
x0(t)

= u(t) = 1 + O(t−`) as t →∞

and
x′(t)
x′0(t)

= u(t) +
1

x0(t)x′0(t)
v(t) =

= u(t) +
1

c 2
0 ν0

t−2ν0+1v(t) = 1 + O(t−`) as t →∞.

This completes the proof of Theorem 1.1. ¤

References
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Abstract. In a finite or infinite open interval, the linear differential
equations of second order with singularities at endpoints are considered.
By making use of principal solutions at endpoints of the interval, we obtain
sharper forms of the Strum comparison theorem.
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îâäæñéâ. ïŽïîñè Žê ñïŽïîñèë öñŽèâáöæ àŽêýæèñèæŽ éâëîâ îæ-
àæï ûîòæãæ áæòâîâêùæŽèñîæ àŽêðëèâĲâĲæ ïæêàñèŽîëĲâĲæå ïŽäôãîæå
ûâîðæèâĲöæ. Žôêæöêñèæ ûâîðæèâĲæï éæéŽîå éåŽãŽîæ ŽéëêŽýïêâĲæï àŽ-
éëõâêâĲæå áŽáàâêæèæŽ ŽîŽàŽñéþëĲâïâĲŽáæ öðñîéæï öâáŽîâĲæï åâë-
îâéŽ.
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1. Introduction

We consider two differential equations

(p(t)u′)′ + q(t)u = 0, (1.1)

(P (t)v′)′ + Q(t)v = 0 (1.2)

on the intervals (α, ω) with −∞ ≤ α < ω ≤ ∞ and [a, ω) with a ∈ (α, ω).
Throughout the paper we assume, in (1.1) and (1.2), that p(t), q(t), P (t),
and Q(t) are continuous functions on (α, ω), and satisfy

p(t) ≥ P (t) > 0 and Q(t) ≥ q(t) on (α, ω). (1.3)

We consider the Sturm comparison theorems in the case where the con-
tinuity of the coefficients of equations is assumed only on (α, ω). The possi-
bility that the interval is unbounded is not excluded. Concerning the Sturm
comparison theorems for such singular equations, several results are sum-
marized in Reid [13] and Swanson [14]. In this paper, motivated by the
recent works by Chuaqui et. al. [2] and Aharonov and Elias [1], we will
show sharper forms of the Strum’s comparison theorem by making use of
the principal solutions at endpoints of the interval.

Let us recall the definitions of principal and nonprincipal solutions to
(1.1). Assume that (1.1) is nonoscillatory at t = ω. It is well known [5,
Ch. XI, Theorem 6.4] that (1.1) has a unique (neglecting a constant factor)
solution u0(t) satisfying

ω∫
ds

p(s)u0(s)2
= ∞, (1.4)

and any solution u1(t), linearly independent of u0(t), satisfies
ω∫

ds

p(s)u1(s)2
< ∞ (1.5)

and u0(t)/u1(t) → 0 as t → ω. A solution u0(t) satisfying (1.4) is called
a principal solution at t = ω, and a solution u1(t) satisfying (1.5) is called
a nonprincipal solution at t = ω. The principal and nonprincipal solutions
of (1.1) at t = α are defined similarly. For further information about the
properties of principal and nonprincipal solutions, we refer to Hartman [5,
Ch. XI] and Elbert and Kusano [3].

First we consider (1.1) and (1.2) on a half-open interval [a, ω) with a ∈
(α, ω). The Sturm’s comparison theorem can be stated usually as follows:
(See, e.g., [5, Ch. XI, Theorem 3.1].)

Theorem A. Let u(t) 6≡ 0 be a solution of (1.1) on [a, ω), and let v(t)
be a solution of (1.2) on [a, ω). Assume that, for some n ∈ N = {1, 2, . . .},
the solution u(t) has exactly n zeros t = t1 < t2 < · · · < tn in (a, ω). If
either u(a) = 0 or

u(a) 6= 0, v(a) 6= 0, and
p(a)u′(a)

u(a)
≥ P (a)v′(a)

v(a)
,
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then v(t) has one of the following properties:

(i) v(t) has at least n zeros in (a, tn);

(ii) v(t) is a constant multiple of u(t) on [a, tn] and

p(t) ≡ P (t), q(t) ≡ Q(t) on [a, tn].

In the case where u(t) 6= 0 on (tn, ω) in Theorem A, it seems interesting
to put a question whether a solution v(t) of (1.2) has at least one zero in
(tn, ω). Our results are the following.

Theorem 1. Assume that (1.1) is nonoscillatory at t = ω. Let u0(t) be
a principal solution of (1.1) at t = ω, and let v(t) be a solution of (1.2) on
[a, ω). Assume that u0(t) > 0 on (a, ω). If either u0(a) = 0 or

u0(a) 6= 0, v(a) 6= 0, and
p(a)u′0(a)

u0(a)
≥ P (a)v′(a)

v(a)
, (1.6)

then v(t) has one of the following properties:

(i) v(t) has at least one zero in (a, ω);

(ii) v(t) is a constant multiple of u0(t) on [a, ω), and

p(t) ≡ P (t), q(t) ≡ Q(t) on [a, ω).

Combining Theorems A and 1, we obtain the following

Theorem 2. Assume that (1.1) is nonoscillatory at t = ω. Let u0(t) be
a principal solution of (1.1) at t = ω, and let v(t) be a solution of (1.2) on
[a, ω). Assume that u(t) has exactly n zeros in (a, ω) for some n ∈ N. If
either u0(a) = 0 or (1.6) holds, then v(t) has one of the following properties:

(i) v(t) has at least n + 1 zeros in (a, ω);

(ii) v(t) is a constant multiple of u0(t) on [a, ω) and p(t) ≡ P (t), q(t) ≡
Q(t) on [a, ω).

Next, motivated by [1,2,11,12], we consider (1.1) and (1.2) on the interval
(α, ω) with −∞ ≤ α < ω ≤ ∞.

Theorem 3. Assume that there exists a solution u0(t) of (1.1) such that
u0(t) has exactly n − 1 zeros in (α, ω) for some n ∈ N and is principal at
both points t = α and t = ω, that is,

∫

α

1
p(t)u0(t)2

dt = ∞ and

ω∫
1

p(t)u0(t)2
dt = ∞. (1.7)

If v(t) is a solution of (1.2) on (α, ω), then v(t) has one of the following
properties:

(i) v(t) has at least n zeros in (α, ω);

(ii) v(t) is a constant multiple of u0(t) on (α, ω), and p(t) ≡ P (t),
q(t) ≡ Q(t) on (α, ω).
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Let us consider some corollaries of Theorem 3. For the case where p(t) ≡
P (t) and q(t) ≡ Q(t) on (α, ω) in Theorem 3, we will obtain the uniqueness
of solution of (1.1) with prescribed numbers of zeros in (α, ω).

Corollary 1. Assume that there exists a solution u0(t) of (1.1) such that
u0(t) has exactly n − 1 zeros in (α, ω) for some n ∈ N and satisfies (1.7).
Then any solution, linearly independent of u0, has exactly n zeros in (α, ω),
that is, the solution of (1.1) with n − 1 zeros in (α, ω) is unique up to a
constant factor.

In the case where

p(t) 6≡ P (t) or q(t) 6≡ Q(t) on (α, ω), (1.8)

as a corollary of Theorem 3, we obtain the following

Corollary 2. Assume that (1.8) holds. If there exists a solution u0(t) of
(1.1) such that u0(t) has exactly n− 1 zeros in (α, ω) for some n ∈ N and
satisfies (1.7), then every solution v of (1.2) has at least n zeros in (α, ω).

Remark 1.

(i) In the case where u0(t) > 0 and p(t) ≡ P (t) ≡ 1 on (α, ω), the
result in Corollary 2 was shown in [1, Theorem 1 (i)] by a different
argument.

(ii) Let us consider the equation with a parameter λ > 0:

(p(t)u′)′ + λq(t)u = 0 (1.9)

on the interval (α, ω). In (1.9) we assume that q ≥ 0, q 6≡ 0 on
(α, ω). For each n ∈ N, let us denote by λn the parameter λ such
that (1.9) has a solution u0 which has exactly n− 1 zeros in (α, ω)
and satisfies (1.7). Corollary 2 implies that λn is unique for each
n ∈ N if it exists. The existence of a sequence {λn}∞n=1 was shown
by Kusano and M. Naito [7,8] for the equation (1.9) on (a,∞) under
suitable conditions on p and q. (See also [10].) The extension of the
results to the half-linear differential equations was done by [4, 9].

We will show that the condition (1.7) is likewise necessary for the unique-
ness of a solution with prescribed numbers of zeros.

Theorem 4. Assume that (1.1) has a solution u(t) which has exactly
n − 1 zeros in (α, ω) with some n ∈ N, and that any solution, linearly
independent of u, has n zeros in (α, ω). Then u(t) is principal at both
points t = α and t = ω, that is, (1.7) holds with u0 = u.

Finally, we consider comparison results on the existence of positive so-
lutions of (1.1) and (1.2). Note that, by Corollary 2, if (1.8) holds, and if
(1.1) has a positive solution u0 satisfying (1.7), then (1.2) has no positive
solution.



114 Yūki Naito

Theorem 5.

(i) Assume that (1.8) holds. If (1.2) has a positive solution on (α, ω),
then (1.1) has positive solutions u(t), u0(t), ũ0(t) on (α, ω) satisfy-
ing

∫

α

1
p(t)u(t)2

dt < ∞,

ω∫
1

p(t)u(t)2
dt < ∞, (1.10)

∫

α

1
p(t)u0(t)2

dt < ∞,

ω∫
1

p(t)u0(t)2
dt = ∞, (1.11)

and
∫

α

1
p(t)ũ0(t)2

dt = ∞,

ω∫
1

p(t)ũ0(t)2
dt < ∞, (1.12)

respectively.

(ii) Assume that (1.1) has a positive solution u(t) on (α, ω) satisfying
∫

α

1
p(t)u(t)2

dt < ∞ or

ω∫
1

p(t)u(t)2
dt < ∞. (1.13)

Then there exist continuous functions P (t) and Q(t) satisfying (1.3)
with (1.8) such that (1.2) has a positive solution on (α, ω).

Remark 2. Some concrete examples of Theorem 5 (ii) were constructed
by [1].

Theorem 1 is proved by employing Piconne’s identity [6] together with
some properties of principal solutions. We prove Theorem 3 by combining
comparison results for the half-open intervals (α, a] and [a, ω). Making use
of two principal solutions at t = α and t = ω, we obtain Theorems 4 and 5.

2. Proofs of Theorems

To prove Theorem 1, we need the following lemmas.

Lemma 1. Assume that q(t) ≤ 0 on [a, ω) in (1.1). Then (1.1) is
nonoscillatory at t = ω and a principal solution u0(t) of (1.1) satisfies
u0(t) > 0 and u′0(t) ≤ 0 on [a, ω).

Lemma 2. Assume that (1.1) is nonoscillatory at t = ω. Let u0(t) be
a principal solution of (1.1), and let v(t) be a solution of (1.2) satisfying
v(t) > 0 on [T, ω) with some T ≥ a. Then u0(t) > 0 on [T, ω) and

p(t)u′0(t)
u0(t)

≤ P (t)v′(t)
v(t)

on [T, ω).

Lemmas 1 and 2 are shown in [5, Ch. XI, Corollaries 6.4 and 6.5]. How-
ever, for reader’s convenience, we give slightly simpler proofs of them.
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Proof of Lemma 1. Let ui(t), i = 1, 2, be solutions of (1.1) determined by
ui(a) = 1 and u′i(a) = i. It is easy to see that (p(t)u′i(t))

′ ≥ 0 and ui(t) > 0
on [a, ω), i = 1, 2. Since u1(t) and u2(t) are linearly independent, either
u1(t) or u2(t) is a nonprincipal solution. Without loss of generality, we may
assume that u1(t) is a nonprincipal solution. By [5, Ch. XI, Corollary 6.3],

u0(t) = u1(t)

∞∫

t

ds

p(s)u1(s)2
for a ≤ t < ω,

is well defined and a principal solution of (1.1). Then we have u0(t) > 0 on
[a, ω). We obtain

p(t)u′0(t) = p(t)u′1(t)

∞∫

t

ds

p(s)u1(s)2
− 1

u1(t)
for a ≤ t < ω.

Since p(t)u′1(t) is nondecreasing, we have

p(t)u′0(t) ≤
∞∫

t

u′1(s)
u1(s)2

ds− 1
u1(t)

for a ≤ t < ω. (2.1)

Note here that
∞∫

t

u′1(s)
u1(s)2

ds− 1
u1(t)

=

= lim
τ→∞

( τ∫

t

u′1(s)
u1(s)2

ds− 1
u1(t)

)
= lim

τ→∞

(
− 1

u1(τ)

)
≤ 0.

Thus, from (2.1), we obtain u′0(t) ≤ 0 on [a, ω). ¤

Proof of Lemma 2. Let

w(t) = exp
( t∫

T

P (s)v′(s)
p(s)v(s)

ds

)
for T ≤ t < ω.

Then w(t) > 0 on [T, ω) and satisfies

p(t)w′(t) =
P (t)v′(t)w(t)

v(t)
for T ≤ t < ω. (2.2)

It follows that

(p(t)w′)′ = (P (t)v′)′
w

v
+ P (t)v′

(w

v

)′
.

From (2.2) we note that
(w

v

)′
=

vw′ − v′w
v2

=
w′

v
− v′w

v2
=

( 1
p(t)

− 1
P (t)

) P (t)v′w
v2

.



116 Yūki Naito

Thus, w satisfies

(p(t)w′)′ + Q0(t)w = 0 for T ≤ t < ω,

where

Q0(t) = Q(t) +
( 1

P (t)
− 1

p(t)

)(P (t)v′(t)
v(t)

)2

for T ≤ t < ω.

Let

z(t) =
u0(t)
w(t)

on [T, ω).

Since z(t) satisfies

p(t)w(t)2z′(t) = p(t)u′0(t)w(t)− p(t)u0(t)w′(t),

we see that

(p(t)w(t)2z′)′ + w(t)2(q(t)−Q0(t))z = 0 for T ≤ t < ω. (2.3)

Since u0(t) is a principal solution, by [5, Ch. XI, Lemma 2.1], we have
∞∫

ds

p(s)w(s)2z(s)2
=

∞∫
ds

p(s)u0(s)2
= ∞.

Thus z(t) is a principal solution of (2.3). Note here that Q0(t) ≥ Q(t) ≥ q(t)
on [T, ω). Then, by Lemma 1, we have z(t) > 0 and z′(t) ≤ 0 on [T, ω),
which implies u0(t) > 0 on [T, ω). Then it follows that

u′0(t)
u0(t)

=
w′(t)
w(t)

+
z′(t)
z(t)

≤ w′(t)
w(t)

for T ≤ t < ω.

From (2.2) we conclude that

p(t)u′0(t)
u0(t)

≤ p(t)w′(t)
w(t)

=
P (t)v′(t)

v(t)
for T ≤ t < ω. ¤

Proof of Theorem 1. Assume that v(t) > 0 on (a, ω). By Picone’s identity
[6], we have

d

dt

(u0

v
(pu′0v−Pu0v

′)
)

= (Q−q)u2
0 +(p−P )u′0

2 +
P (u′0v − u0v

′)2

v2
. (2.4)

Note that if u0(a) = v(a) = 0, we obtain lim
t→a

u0(t)2/v(t) = 0 by l’Hospital’s

rule. Then we have, if u0(a) = 0,

lim
t→a

u0(t)
v(t)

(
p(t)u′0(t)v(t)− P (t)u0(t)v′(t)

)
= 0.

If (1.6) holds, then

lim
t→a

u0(t)
v(t)

(
p(t)u′0(t)v(t)− P (t)u0(t)v(t)′

)
=

= u0(a)2
(p(a)u′0(a)

u0(a)
− P (a)v′(a)

v(a)

)
≥ 0.
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Therefore, integrating (2.4) over [τ, t] and letting τ → a, we have

u0(t)2
(p(t)u′0(t)

u0(t)
− P (t)v′(t)

v(t)

)
≥

≥
t∫

a

(
(Q− q)u2

0 + (p− P )u′0
2 +

P (u′0v − u0v
′)2

v2

)
ds

for a < t < ω. From Lemma 2, we have
t∫

a

(
(Q− q)u2

0 + (p− P )u′0
2 +

P (u′0v − u0v
′)2

v2

)
ds ≤ 0 for a < t < ω,

which implies that

q(t) ≡ Q(t), p(t) ≡ P (t), and u0(t)v′(t) ≡ u′0(t)v(t) on [a, ω).

Hence, v(t) is a constant multiple of u0(t) on [a, ω). This completes the
proof of Theorem 1. ¤

Proof of Theorem 2. Let t = t1 < t2 < · · · < tn be zeros of u0(t) in (a, ω).
We note that v(t) satisfies either (i) or (ii) in Theorem A on [a, tn].

By applying Theorem 1 on [tn, ω), we find that either v(t) has at least
one zero in (tn, ω) or v(t) is a multiple constant of u0(t) on [tn, ω) and
p(t) ≡ P (t) and q(t) ≡ Q(t) on [tn, ω). In the former case, v(t) has at
least n + 1 zeros in (a, ω). In the latter case, since v(tn) = 0, we have
either v(t) has at least n + 1 zeros in (a, ω) or v(t) is a multiple constant
of u0(t), p(t) ≡ P (t) and q(t) ≡ Q(t) on [a, ω). This completes the proof of
Theorem 2. ¤

In order to prove Theorem 3, we consider (1.1) and (1.2) on the half-open
interval of the form (α, a] with α ≥ −∞.

Lemma 3. Assume that (1.1) is nonoscillatory at t = α. Let u0(t) be
a principal solution of (1.1) at t = α, and let v(t) be a solution of (1.2) on
(α, a]. Assume that u0(t) > 0 on (α, a). If either u0(a) = 0 or

u0(a) 6= 0, v(a) 6= 0, and
p(a)u′0(a)

u0(a)
≤ P (a)v′(a)

v(a)
,

then v(t) has one of the following properties:

(i) v(t) has at least one zero in (α, a);

(ii) v(t) is a constant multiple of u0(t) on (α, a], and p(t) ≡ P (t), q(t) ≡
Q(t) on (α, a].

Proof. Put
ũ0(t) = u0(a− t) and ṽ(t) = v(a− t).

Then ũ0 and ṽ satisfy, respectively,
(
p̃(t)ũ0

′)′ + q̃(t)ũ0 = 0 and
(
P̃ (t)ṽ ′

)′ + Q̃(t)ṽ = 0 on [0, ω̃),
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where

p̃(t) = p(a− t), q̃(t) = q(a− t), P̃ (t) = P (a− t),

Q̃(t) = Q(a− t), and ω̃ = a− α.

Furthermore, we have
ω̃∫

1
p̃(t)ũ0(t)2

dt = ∞,
p̃(0)ũ0

′(0)
ũ0(0)

= −p(a)u′0(a)
u0(a)

, and

P̃ (0)ṽ ′(0)
ṽ(0)

= −P (a)v′(a)
v(a)

.

By applying Theorem 1 to ũ0 and ṽ on [0, ω̃), we obtain Lemma 3. ¤

Proof of Theorem 3. First we consider the case n = 1. We may assume that
u0(t) > 0 on (α, ω). We show that v(t) is a constant multiple of u0(t) on
(α, ω), if v(t) > 0 on (α, ω). Assume that v(t) > 0 on (α, ω). Take any
t0 ∈ (α, ω). First we will verify that

p(t0)u′0(t0)
u0(t0)

=
P (t0)v′(t0)

v(t0)
. (2.5)

Assume to the contrary that (2.5) does not hold. If

p(t0)u′0(t0)
u0(t0)

>
P (t0)v′(t0)

v(t0)
, (2.6)

then v(t) has at least one zero in (t0, ω) by applying Theorem 1 with a = t0.
This is a contradiction. On the other hand, if the opposite inequality holds
in (2.6), then v(t) has at least one zero in (α, t0) by Lemma 3. This is a
contradiction. Thus we obtain (2.5).

By applying Theorem 1 and Lemma 3 with a = t0 again, we conclude that
v(t) is a constant multiple of u0(t) on (α, ω), and p(t) ≡ P (t), q(t) ≡ Q(t)
on (α, ω).

Next, we consider the case n ≥ 2. Let t = t1 < t2 < · · · < tn−1 be zeros
of u0(t) in (α, ω). By applying Theorem 2 with a = t1, we have either v(t)
has at least n − 1 zeros in (t1, ω) or v(t) is a multiple constant of u0(t) on
[t1, ω). Thus, v(t) has at least n− 1 zeros in (α, ω). Therefore, it suffices to
show that if v(t) has exactly n− 1 zeros, then v(t) is a multiple constant of
u0(t) on (α, ω). Assume that v(t) has exactly n − 1 zeros. First we verify
that v(t1) = 0. (Recall that t = t1 is the first zero of u0(t).) Assume to
the contrary that v(t1) 6= 0. By applying Theorem 2 and Lemma 3 with
a = t1, we see that v(t) has at least n − 1 zeros in (t1, ω) and at least one
zero in (α, t1), respectively. Thus, v(t) has at least n zeros in (α, ω). This
is a contradiction. Thus we obtain v(t1) = 0.

By applying Theorem 2 and Lemma 3 with a = t1 again, we conclude that
v(t) is a constant multiple of u0(t) on (α, ω), and p(t) ≡ P (t), q(t) ≡ Q(t)
on (α, ω). ¤
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For the proof of Theorem 4, we need the following

Lemma 4. Assume that (1.1) has a solution u(t) which has exactly n−1
zeros in (α, ω). Let u0(t) and ũ0(t) be principal solutions of (1.1) at t = ω
and t = α, respectively. Then u0(t) and ũ0(t) have at most n − 1 zeros
in (α, ω).

Proof. First we consider the case where n = 1, that is, u(t) has no zero in
(α, ω). Assume to the contrary that u0(t) has at least one zero in (α, ω). Let
t0 ∈ (α, ω) be the largest zero of u0(t). We may assume that u0(t) > 0 on
(t0, ω). By applying Theorem 1 with a = t0, p(t) ≡ P (t), and q(t) ≡ Q(t),
we see that u(t) has at least one zero in [t0, ω). This is a contradiction.
Thus u0 has no zero on (α, ω). By the similar argument as above, we see
that ũ0 has no zero on (α, ω). Next, we consider the case where n ≥ 2,
that is u(t) has exactly n− 1 zeros in (α, ω). Assume to the contrary that
u0(t) has at least n zeros in (α, ω). Let tn−1 be the (n− 1)-th zero of u(t).
Note here that zeros of u(t) and u0(t) do not coincide, since u(t) and u0(t)
are linearly independent. By the Sturm separation theorem, u0(t) has a
zero t0 ∈ (tn−1, ω). By applying Theorem 1 with a = t0, p(t) ≡ P (t), and
q(t) ≡ Q(t), we see that u(t) has at least one zero in (tn−1, ω). This is a
contradiction. Thus u0 has at most n − 1 zeros in (α, ω). By the similar
argument as above, we see that ũ0 has at most n− 1 zeros in (α, ω). ¤

Proof of Theorem 4. Let u0 and ũ0 be principal solutions of (1.1) at t = ω
and t = α, respectively. We show that the solution u is a multiple constant
of u0 on (α, ω), and also of ũ0 on (α, ω). Assume to the contrary that
u(t) and u0(t) are linearly independent. Then u0(t) has n zeros in (α, ω).
This contradicts Lemma 4. Thus u is a multiple constant of u0 on (α, ω).
Similarly, we see that u is a multiple constant of ũ0 on (α, ω). Thus, the
solution u is principal at both points t = α and t = ω, and hence (1.7) holds
with u0 = u. ¤

To prove Theorem 5, we have the following

Lemma 5. Assume that there exists a positive solution v(t) of (1.2) on
(α, ω). (Then (1.1) is nonoscillatory at t = α and t = ω.) Let u0(t) and
ũ0(t) be principal solutions of (1.1) at t = ω and t = α, respectively. Then
u0(t) and ũ0(t) have no zero on (α, ω). Furthermore, if p(t) 6≡ P (t) or
q(t) 6≡ Q(t) on (α, ω), then u0(t) and ũ0(t) are linearly independent on
(α, ω).

Proof. Assume to the contrary that u0(t) has at least one zero in (α, ω).
Let t0 ∈ (α, ω) be the largest zero of u0(t). We may assume that u0(t) > 0
on (t0, ω). By applying Theorem 1 with a = t0, we find that any solution
of (1.2) has at least one zero in [t0, ω). This is a contradiction. Thus u0

has no zero on (α, ω). By the similar argument, we see that ũ0 has no zero
on (α, ω).
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Assume that p(t) 6≡ P (t) or q(t) 6≡ Q(t) on (α, ω). In this case, we will
show that u0(t) and ũ0(t) are linearly independent on (α, ω). Assume to the
contrary that u0(t) is a constant multiple of ũ0(t) on (α, ω). Then u0(t) is
also principal at t = α, and hence (1.7) holds. Theorem 3 implies that v(t) is
a constant multiple of u0(t) on (α, ω), and p(t) ≡ P (t), q(t) ≡ Q(t) on (α, ω).
This is a contradiction. Thus u0(t) and ũ0(t) are linearly independent on
(α, ω). ¤

Proof of Theorem 5. (i) Let u0 and ũ0 be principal solutions of (1.1) at
t = ω and t = α, respectively. Lemma 5 implies that u0(t) > 0 and ũ0(t) > 0
on (α, ω), and that u0(t) and ũ0(t) are linear independent on (α, ω). Since
a principal solution at t = α (t = ω) is unique up to a constant factor, u0(t)
and ũ0(t) are nonprincipal at t = α and t = ω, respectively. Thus we obtain
(1.11) and (1.12). Put u(t) = u0(t) + ũ0(t). Then u is a positive solution
of (1.1) on (α, ω), and nonprincipal at both points t = α and t = ω. Thus
(1.10) holds.

(ii) Let u0 and ũ0 be principal solutions of (1.1) at t = ω and t = α,
respectively. Applying Lemma 5 with P (t) ≡ p(t) and Q(t) ≡ q(t) on
(α, ω), we have u0(t) > 0 and ũ0(t) > 0 on (α, ω). We show that u0(t)
and ũ0(t) are linearly independent on (α, ω). Assume to the contrary that
u0(t) is a constant multiple of ũ0(t) on (α, ω). Then u0(t) is also principal
at t = α, and hence (1.7) holds. Corollary 1 with n = 1 implies that any
positive solution of (1.1) is a constant multiple of u0(t) on (α, ω). Since (1.1)
has a positive solution u satisfying (1.13), this is a contradiction. Thus u0(t)
and ũ0(t) are linearly independent on (α, ω).

We note here that for any t ∈ (α, ω),

p(t)u′0(t)
u0(t)

<
p(t)ũ0

′(t)
ũ0(t)

. (2.7)

In fact, if (2.7) does not hold for some t = t0 ∈ (α, ω), then ũ0 has at least
one zero in (t0, ω) by Theorem 1. This is a contradiction. Thus (2.7) holds
for any t ∈ (α, ω).

For λ ≥ 0, define Pλ(t) and Qλ(t) by

Pλ(t) =
p(t)

1 + λr(t)
and Qλ(t) = q(t) + λr(t) on (α, ω),

where r(t) is a continuous function on (α, ω) satisfying r(t) ≥ 0, r(t) 6≡ 0 on
(α, ω), and r(t) ≡ 0 on (α, t1] ∪ [t2, ω) with some t1 < t2. Let us consider
the differential equation

(Pλ(t)v′)′ + Qλ(t)v = 0 on (α, ω). (2.8)

Note that

Pλ(t) ≡ p(t) and Qλ(t) ≡ q(t) on (α, t1] ∪ [t2, ω) for all λ ≥ 0.
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Then the solutions u0(t) and ũ0(t) solve (2.8) on each interval (α, t1] and
[t2, ω). For λ ≥ 0, define u0(t;λ) and ũ0(t;λ) by solutions of (2.8) satisfying

u0(t; λ) ≡ u0(t) on [t2, ω) and ũ0(t; λ) ≡ ũ0(t) on (α, t1],

respectively. Then u0(t;λ) and u′0(t; λ) depend continuously on λ ≥ 0 uni-
formly on any compact subinterval of (α, ω). In, particularly, u0(t; λ) →
u0(t) and ũ0(t; λ) → ũ0(t) as λ → 0 uniformly on [t1, t2]. Since (2.7) holds
with t = t1, for λ > 0 sufficiently small, we have

p(t1)u′0(t1;λ)
u0(t1;λ)

<
p(t1)ũ0

′(t1; λ)
ũ0(t1; λ)

and u0(t; λ) > 0 on [t1, ω). (2.9)

For λ > 0 satisfying (2.9), we will show that ũ0(t; λ) > 0 on (t1, ω). Assume
to the contrary that ũ0(t; λ) has at least one zero t0 ∈ (t1, ω). Applying
Theorem A with a = t0, u(t) ≡ ũ0(t; λ) and v(t) ≡ u0(t;λ), we see that
u0(t;λ) has at least one zero in (t1, ω). This is a contradiction. Thus
ũ0(t;λ) > 0 on (t1, ω), and hence ũ0(t; λ) > 0 on (α, ω). Then (1.2) with
P (t) ≡ Pλ(t) and Q(t) ≡ Qλ(t) has a positive solution on (α, ω). ¤
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Abstract. The sharp sufficient conditions of the existence of general-
ized regularly varying solutions (in the sense of Karamata) of differential
equations of the type

(
p(t)ϕ(x′(t))

)′ ±
n∑

i=1

[
qi(t)ϕ

(
x(gi(t))

)
+ ri(t)ϕ

(
x(hi(t))

)]
= 0

are established. Here, p, qi, ri : [a,∞) → (0,∞) are continuous functions,
gi, hi : [a,+∞) → R are continuous and increasing functions such that
gi(t) < t, hi(t) > t for t ≥ a, lim

t→∞
gi(t) = ∞ and ϕ(ξ) ≡ |ξ|α sgn ξ, α > 0.

2010 Mathematics Subject Classification. 34C11, 26A12.
Key words and phrases. Second order nonlinear differential equation

with deviating arguments, generalized regularly varying solution, asymp-
totic behavior of a solution.

îâäæñéâ. áŽáàâêæèæŽ çŽîŽéŽðŽï àŽêäëàŽáëâĲñèæ Žäîæå îâàñ-
èŽîñèŽá ùãŽèâĲŽáæ ŽéëêŽýïêâĲæï ŽîïâĲëĲæï ŽîŽàŽñéþëĲâïâĲŽáæ ïŽç-
éŽîæïæ ìæîëĲâĲæ

(
p(t)ϕ(x′(t))

)′ ±
n∑

i=1

[
qi(t)ϕ

(
x(gi(t))

)
+ ri(t)ϕ

(
x(hi(t))

)]
= 0

ïŽýæï áæòâîâêùæŽèñîæ àŽêðëèâĲâĲæïŽåãæï, ïŽáŽù p, qi, ri : [a,∞) →
(0,∞) ñûõãâðæ òñêóùæâĲæŽ, gi, hi : [a, +∞) → R æïâåæ ñûõãâðæ ŽîŽ-
äîáŽáæ òñêóùæâĲæŽ, îëé gi(t) < t, hi(t) > t, îëùŽ t ≥ a, lim

t→∞ gi(t) =

∞, ýëèë ϕ(ξ) ≡ |ξ|α sgn ξ, α > 0.
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1. Introduction

The equation to be studied in this paper is

(
p(t)ϕ(x′(t))

)′ ±
n∑

i=1

[
qi(t)ϕ

(
x(gi(t))

)
+ ri(t)ϕ

(
x(hi(t))

)]
= 0 (A±)

(
ϕ(ξ) = |ξ|α sgn ξ, α > 0, ξ ∈ R )

,

where p, qi, ri : [a,∞) → (0,∞) are continuous functions, gi, hi are contin-
uous and increasing functions with gi(t) < t, hi(t) > t and lim

t→∞
gi(t) = ∞

for i = 1, 2, . . . , n. In what follows we always assume that the function p(t)
satisfies

∞∫

a

dt

p(t)
1
α

= ∞. (1.1)

It is shown in the monograph [8] that the class of regularly varying func-
tions in the sense of Karamata is a well-suited framework for the asymptotic
analysis of nonoscillatory solutions of the second order linear differential
equation of the form

x′′(t) = q(t)x(t), q(t) > 0.

The study of asymptotic analysis of nonoscillatory solutions of functional
differential equations with deviating arguments in the framework of regu-
larly varying functions (called Karamata functions) was first attempted by
Kusano and Marić [5], [6]. They established a sharp condition for the exis-
tence of a slowly varying solution of the second order functional differential
equation with retarded argument of the form

x′′(t) = q(t)x(g(t)), (1.2)

and the following functional differential equation of the form

x′′(t)± [
q(t)x(g(t)) + r(t)x(h(t))

]
= 0, (1.3)

where q, r : [a,∞) → (0,∞) are continuous functions, g, h are continuous
and increasing with g(t) < t, h(t) > t for t = a, lim

t→∞
g(t) = ∞.

It is well known that there is the qualitative similarity between linear dif-
ferential equations and half-linear differential equations (see the book Došlý
and Řehák [2]). Therefore, in our previous papers [4], [7] we proved how
useful the regularly varying functions were for the study of nonoscillation
and asymptotic analysis of the half-linear differential equation involving
nonlinear Sturm–Liouville type differential operator of the form

(
p(t)ϕ(x′(t))

)′ ± f(t)ϕ(x(t)) = 0, p(t) > 0, (B±)

and the half-linear functional differential equation with both retarded and
advanced arguments of the form

(
ϕ(x′(t))

)′ ±
[
q(t)ϕ

(
x(g(t))

)
+ r(t)ϕ

(
x(h(t))

)]
= 0, (1.4)
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where f : [a,∞) → (0,∞) is a continuous function, p, g, h are just as in
the above equations.

Theorem A (J. Jaroš, T. Kusano and T. Tanigawa [4]). Suppose
that (1.1) holds. The equations (B±) have a normalized slowly varying
solution with respect to P (t) and a normalized regularly varying solution of
index 1 with respect to P (t) if and only if

lim
t→∞

P (t)α

∞∫

t

f(s) ds = 0, (1.5)

where the function P (t) is defined by

P (t) =

t∫

a

ds

p(s)
1
α

. (1.6)

Theorem B (J. Manojlović and T. Tanigawa [7]). Suppose that

lim
t→∞

g(t)
t

= 1 and lim
t→∞

h(t)
t

= 1

hold. Then the equations (1.4) have a slowly varying solution and a regularly
varying solution of index 1 if and only if

lim
t→∞

tα
∞∫

t

q(s) ds = lim
t→∞

tα
∞∫

t

r(s) ds = 0.

The objective of this paper is to establish a sharp condition of the ex-
istence of a normalized slowly varying solution with respect to P (t) and a
normalized regularly varying solution of index 1 with respect to P (t) of the
equation (A±). Our main result is the following

Theorem 1.1. Suppose that

lim
t→∞

P (gi(t))
P (t)

= 1 for i = 1, 2, . . . , n (1.7)

and

lim
t→∞

P (hi(t))
P (t)

= 1 for i = 1, 2, . . . , n (1.8)

hold. The equation (A±) possesses a normalized slowly varying solution
with respect to P (t) and a normalized regularly varying solution of index 1
with respect to P (t) if and only if

lim
t→∞

P (t)α

∞∫

t

qi(s) ds= lim
t→∞

P (t)α

∞∫

t

ri(s) ds=0 for i=1, 2, . . . , n. (1.9)
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This paper is organized as follows. In Section 2 we briefly recall the defi-
nitions and properties of the slowly varying and regularly varying functions
of index ρ with respect to P (t) which are called the generalized regularly
varying functions introduced by Jaroš and Kusano [3]. Explicit expressions
for the normalized slowly varying solution with respect to P (t) and the
normalized regularly varying solution of index 1 with respect to P (t) of
the equations (B±) obtained in [4] do not meet our need for application
to the functional differential equations (A±), and thus we present a modi-
fied proof of Theorem A in Section 3. The proof of Theorem 1.1 which is
based on Theorems A and B will be presented in Section 4. Some examples
illustrating our result will also be presented in Section 5.

2. Definitions and Properties of the Generalized Regularly
Varying Functions

For the reader’s convenience we first state the definitions and some basic
properties of the regularly varying functions and then refer to the general-
ized regularly varying functions. The generalized regularly varying functions
are introduced for the first time by Jaroš and Kusano [3] in order to gain
useful information about an asymptotic behavior of nonoscillatory solutions
for the self-adjoint differential equations of the form

(
p(t)x′(t)

)′ + f(t)x(t) = 0.

The definitions and properties of regularly varying functions:

Definition 2.1. A measurable function f : [a,∞) → (0,∞) is said to be
a regularly varying of index ρ if it satisfies

lim
t→∞

f(λt)
f(t)

= λρ for any λ > 0, ρ ∈ R.

Proposition 2.1 (Representation Theorem). A measurable function f :
[a,∞) → (0,∞) is regularly varying of index ρ if and only if it can be written
in the form

f(t) = c(t) exp
{ t∫

t0

δ(s)
s

ds

}
, t = t0,

for some t0 > a, where c(t) and δ(t) are measurable functions such that

lim
t→∞

c(t) = c ∈ (0,∞) and lim
t→∞

δ(t) = ρ.

The totality of regularly varying functions of index ρ is denoted by RV(ρ).
The symbol SV is used to denote RV(0) and a member of SV = RV(0) is
referred to as a slowly varying function. If f(t) ∈ RV(ρ), then f(t) = tρL(t)
for some L(t) ∈ SV. Therefore, the class of slowly varying functions is of
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fundamental importance in the theory of regular variation. In addition to
the functions tending to positive constants as t →∞, the following functions

N∏

i=1

(logi t)mi (mi ∈ R), exp
{ N∏

i=1

(logi t)ni

}
(0 < ni < 1), exp

{ log t

log2 t

}
,

where log1 t = log t and logk t = log logk−1 t for k = 2, 3, . . . , N , also belong
to the set of slowly varying functions.

Proposition 2.2. Let L(t) be any slowly varying function. Then, for
any γ > 0,

lim
t→∞

tγL(t) = ∞ and lim
t→∞

t−γL(t) = 0.

Proposition 2.3 (Karamata’s integration theorem). Let L(t) ∈ SV.
Then

(i) if γ > −1,
t∫

a

sγL(s) ds ∼ tγ+1

γ + 1
L(t), as t →∞;

(ii) if γ < −1,
∞∫

t

sγL(s) ds ∼ − tγ+1

γ + 1
L(t), as t →∞.

Here and hereafter the notation ϕ(t) ∼ ψ(t) as t → ∞ is used to mean
the asymptotic equivalence of ϕ(t) and ψ(t): lim

t→∞
ψ(t)/ϕ(t) = 1.

For an excellent explanation of the theory of regularly varying functions
the reader is referred to the book [1].

The definitions and properties of generalized regularly varying
functions:

Definition 2.2. A measurable function f : [a,∞) → (0,∞) is said to be
slowly varying with respect to P (t) if the function f◦P (t)−1 is slowly varying
in the sense of Karamata, where the function P (t) is defined by (1.6) and
P (t)−1 denotes the inverse function of P (t). The totality of slowly varying
functions with respect to P (t) is denoted by SVP .

Definition 2.3. A measurable function g : [a,∞) → (0,∞) is said to
be regularly varying function of index ρ with respect to P (t) if the function
g ◦P (t)−1 is regularly varying of index ρ in the sense of Karamata. The set
of all regularly varying functions of index ρ with respect to P (t) is denoted
by RVP (ρ).

Of fundamental importance is the following representation theorem for
the generalized slowly and regularly varying functions, which is an immedi-
ate consequence of Proposition 2.1.
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Proposition 2.4.
(i) A function f(t) is slowly varying with respect to P (t) if and only if

it can be expressed in the form

f(t) = c(t) exp
{ t∫

t0

δ(s)
p(s)

1
α P (s)

ds

}
, t = t0 (2.1)

for some t0 > a, where c(t) and δ(t) are measurable functions such
that

lim
t→∞

c(t) = c ∈ (0,∞) and lim
t→∞

δ(t) = 0.

(ii) A function g(t) is regularly varying of index ρ with respect to P (t)
if and only if it has the representation

g(t) = c(t) exp
{ t∫

t0

δ(s)
p(s)

1
α P (s)

ds

}
, t = t0 (2.2)

for some t0 > a, where c(t) and δ(t) are measurable functions such
that

lim
t→∞

c(t) = c ∈ (0,∞) and lim
t→∞

δ(t) = ρ.

If the function c(t) in (2.1) (or (2.2)) is identically a constant on [t0,∞),
then the function f(t) (or g(t)) is called normalized slowly varying (or nor-
malized regularly varying of index ρ) with respect to P (t). The totality of
such functions is denoted by n-SVP (or n-RVP ).

It is easy to see that if g(t) ∈ RVP (ρ) (n-RVP (ρ)), then g(t) = P (t)ρf(t)
for some f(t) ∈ SVP (or n-SVP ).

Proposition 2.5. Let f(t) ∈ SVP . Then, for any γ > 0,

lim
t→∞

P (t)γf(t) = ∞ and lim
t→∞

P (t)−γf(t) = 0. (2.3)

The Karamata’s integration theorem is generalized in the following man-
ner.

Proposition 2.6 (The generalized Karamata’s integration theorem). Let
f(t) ∈ n-SVP . Then

(i) If γ > −1,
t∫

t0

P (s)γ

p(s)
1
α

f(s) ds ∼ P (t)γ+1

γ + 1
f(t) as t →∞; (2.4)

(ii) If γ < −1,
∞∫
t0

P (t)γf(t)/p(t)
1
α dt < ∞ and

∞∫

t

P (s)γ

p(s)
1
α

f(s) ds ∼ −P (t)γ+1

γ + 1
f(t) as t →∞. (2.5)
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3. The Existence of Generalized Regularly Varying Solution
of Self-Adjoint Differential Equation without Deviating

Arguments

Theorem 3.1. Put F (t) = P (t)α
∞∫
t

f(s) ds, F̂ (t) = sup
s=t

F (s),

F+(t, w) = |1 + F (t)− w|1+ 1
α +

(
1 +

1
α

)
w − 1, (3.1)

and

F−(t, w) = 1 +
(
1 +

1
α

)
w − |1 + F (t)− w|1+ 1

α . (3.2)

(i) The equation (B+) possesses a n-SVP solution x(t) having the ex-
pression

x(t) = exp
{ t∫

t0

(v(s) + F (s)
p(s)P (s)α

) 1
α

ds

}
, t = t0 (3.3)

for some t0 > a, in which v(t) satisfies

v(t) = αP (t)α

∞∫

t

(v(s) + F (s))1+
1
α

p(s)
1
α P (s)α+1

ds, t = t0 (3.4)

and
0 5 v(t) 5 F̂ (t0) for t = t0 (3.5)

if and only if (1.5) holds.
(ii) The equation (B+) possesses a n-RVP (1) solution x(t) having the

expression

x(t) = exp
{ t∫

t1

(1 + F (s)− w(s)
p(s)P (s)α

) 1
α

ds

}
, t = t1 (3.6)

for some t1 > a, in which w(t) satisfies

w(t) =
α

P (t)

∞∫

t

F+(s, w(s)) ds, t = t1 (3.7)

and

0 5 w(t) 5
√

F̂ (t1) for t = t1 (3.8)

if and only if (1.5) holds.
(iii) The equation (B−) possesses a n-SVP solution x(t) having the ex-

pression

x(t) = exp
{ t∫

t0

(v(s)− F (s)
p(s)P (s)α

) 1
α∗

ds

}
, t = t0 (3.9)
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for some t0 > a, in which v(t) satisfies

v(t) = αP (t)α

∞∫

t

|v(s)− F (s)|1+ 1
α

p(s)
1
α P (s)α+1

ds, t = t0 (3.10)

and (3.5) if and only if (1.5) holds. Here, the meaning of the as-
terisk notation is defined by ξγ∗ = |ξ|γ sgn ξ, γ > 0, ξ ∈ R.

(iv) The equation (B−) possesses a n-RVP (1) solution x(t) having the
expression

x(t) = exp
{ t∫

t1

(1− F (s) + w(s)
p(s)P (s)α

) 1
α

ds

}
, t = t1 (3.11)

for some t1 > a, in which w(t) satisfies

w(t) =
α

P (t)

∞∫

t

F−(s, w(s)) ds, t = t1 (3.12)

and (3.8) if and only if (1.5) holds.

Our purpose in this section is to give a proof of the above Theorem 3.1.
The following lemma will be needed for our purpose.

Lemma 3.1.

(i) If x(t), a nonoscillatory solution of (B±), is not zero on [a,∞),
then the function u(t) = p(t)ϕ(x′(t)/x(t)) satisfies the generalized
Riccati equation

u′(t) + α
|u(t)|1+ 1

α

p(t)
1
α

± f(t) = 0, t = a. (C±)

(ii) If u(t) is a solution of (C±), then the function

x(t) = exp
{ t∫

a

(u(s)
p(s)

) 1
α∗

ds

}

is a nonoscillatory solution of (B±) on [a,∞).

Proof of Theorem 3.1. Since the idea of the proof of Theorem 3.1 for the
equation (B−) is similar to the way of proving the equation (B+), we restrict
our attention to the proof for equation (B+).

(The “only if” part): Let x(t) be a positive solution of (B+) belonging
to n-SVP or n-RVP (1), respectively. Then, by the representation theorem,

x(t) = exp
{ t∫

t0

δ(s)
p(s)

1
α P (s)

ds

}
, t = t0,
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for some t0 > a, where lim
t→∞

δ(t) = 0 or 1 according as x(t) ∈ n-SVP or

x(t) ∈ n-RVP (1). Since the function

u(t) = p(t)ϕ
(x′(t)

x(t)

)
= ϕ

( δ(t)
P (t)

)

satisfies the generalized Riccati equation (C+) and u(t) → 0 as t →∞, we
obtain

u(t) = α

∞∫

t

|P (s)αu(s)|1+ 1
α

p(s)
1
α P (s)α+1

ds +

∞∫

t

f(s) ds

or

P (t)αu(t) = αP (t)α

∞∫

t

|P (s)αu(s)|1+ 1
α

p(s)
1
α P (s)α+1

ds+

+ P (t)α

∞∫

t

f(s) ds, t = t0. (3.13)

Letting t → ∞ in (3.13), we easily conclude that (1.5) holds in either case
of P (t)αu(t) → 0 or P (t)αu(t) → 1 as t →∞.

(The “if” part) Suppose that (1.5) holds.
(The existence of a n-SVP solution of (B+)): Choose t0 > max{a, 1} so

large that

φ = (2F̂ (t0))
1
α max

{
2, 1 +

1
α

}
< 1, (3.14)

and define the set of continuous functions V and the integral operators F
by

V =
{

v ∈ C0[t0,∞) : 0 5 v(t) 5 F̂ (t0), t = t0

}
(3.15)

and

Fv(t) = αP (t)α

∞∫

t

(v(s) + F (s))1+
1
α

p(s)
1
α P (s)α+1

ds, t = t0, (3.16)

where C0[t0,∞) denotes the Banach space consisting of all continuous func-
tions on [t0,∞) and tend to 0 as t → ∞ and equipped with the norm
‖v‖0 = sup

t=t0

|v(t)|. It can be verified that F is a contraction mapping on V .

In fact, using (3.14), we see that v ∈ V implies lim
t→∞

Fv(t) = 0 and

Fv(t) 5 α(2F̂ (t0))1+
1
α P (t)α

∞∫

t

ds

p(s)
1
α P (s)α+1

= (2F̂ (t0))1+
1
α 5 F̂ (t0),
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and that v1, v2 ∈ V implies
∣∣∣ |v1(t) + F (t)|1+ 1

α −
∣∣v2(t) + F (t)

∣∣1+ 1
α

∣∣∣ 5

5
(
1 +

1
α

)
(2F̂ (t0))

1
α |v1(t)− v2(t)| 5 φ|v1(t)− v2(t)|, t = t0,

which ensures that F is a contraction mapping. Therefore, there exists a
unique element v0 ∈ V such that v0 = Fv0, that is,

v0(t) = αP (t)α

∞∫

t

(v0(s) + F (s))1+
1
α

p(s)
1
α P (s)α+1

ds, t = t0.

Obviously, v0(t) satisfies the integral equation
( v0(t)

P (t)α

)′
+

(v(t) + F (t))1+
1
α

p(t)
1
α P (t)α+1

= 0, t = t0. (3.17)

By virtue of the function v0(t) we define the function

x0(t) = exp
{ t∫

t0

(v0(s) + F (s)
p(s)P (s)α

) 1
α

ds

}
, t = t0.

Since the function u(t) = v0(t)+F (t)/P (t)α satisfies the generalized Riccati
equation (C+) associated with (B+) which is easily seen to be equivalent to
(3.17), x0(t) is a solution of the differential equation (B+).

(The existence of a n-RVP (1) solution of (B+)): We will construct a
n-RVP (1) solution of (B+). Let us consider the function

x(t) = exp
{ t∫

t1

(1 + F (s)− w(s)
p(s)P (s)α

) 1
α∗

ds

}
, t = t1 (3.18)

for some t1 > a to be determined later. According to (ii) of Lemma 3.1, the
function x(t) is a solution of (B+) on [t1,∞) if w(t) is chosen in such way
that u(t) = 1 + F (t)−w(t)/P (t)α satisfies the generalized Riccati equation
(C+) on [t1,∞). Then the differential equation for w(t) is derived:

w′(t)− α

p(t)
1
α P (t)

w(t) +
α

p(t)
1
α P (t)

[
1− |1 + F (t)−w(t)|1+ 1

α

]
= 0. (3.19)

We rewrite (3.19) as

(P (t)w(t))′ − α

p(t)
1
α

F+(t, w(t)) = 0, (3.20)

where F+(t, w(t)) is defined with (3.1). It is convenient to express F+(t, w) as

F+(t, w) = G(t, w) + H(t, w) + k(t), (3.21)

with G(t, w), H(t, w) and k(t) defined, respectively, by

G(t, w) = |1+F (t)−w|1+ 1
α +

(
1+

1
α

)
(1+F (t))

1
α w−(1+F (t))1+

1
α , (3.22)
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H(t, w) =
(
1 +

1
α

){
1− (1 + F (t))

1
α

}
w, (3.23)

and

k(t) = (1 + F (t))1+
1
α − 1. (3.24)

Since F (t) → 0 as t →∞ by hypothesis, we can choose t1 > max{a, 1} such
that (

1 +
1
α

)
[K + L + α]

√
F̂ (t1) 5 1, (3.25)

where K and L are positive constants such that

K =
(4

3

)1− 1
α

and L = 1 if α > 1;

K =
(3

2

) 1
α−1

and L =
(5

4

) 1
α−1

if α 5 1.

(3.26)

Noting that since 1+1/α > 1 and K +L+α = 2, we have in view of (3.25)

that
√

F̂ (t1) 5 1/2 and F (t) 5 1/4 for all t = t1. It is easily shown that,
using the mean value theorem and L’Hospital rule, the following inequalities
hold for (3.22), (3.23) and (3.24):

∣∣∣∂G(t, w)
∂w

∣∣∣ 5 1
α

(
1 +

1
α

)
K|w|, (3.27)

∣∣∣∂H(t, w)
∂w

∣∣∣ 5 1
α

(
1 +

1
α

)
L F (t), (3.28)

|G(t, w)| 5 1
α

(
1 +

1
α

)
L w2, (3.29)

|H(t, w)| 5 1
α

(
1 +

1
α

)LF (t)|w|, (3.30)

and

|k(t)| 5
(
1 +

1
α

)
F (t) (3.31)

for t = t1 and for |w| 5 1/4.
Consider the set W ⊂ C0[t1,∞) defined by

W =
{

w ∈ C0[t1,∞) : |w(t)| 5
√

F̂ (t1) , t = t1

}
(3.32)

and define the integral operator G : W → C0[t1,∞) by

Gw(t) =
α

P (t)

t∫

t1

F+(s, w(s))
p(s)

1
α

ds, t = t1, (3.33)

where F+(t, w) is given by (3.1). Then, it can be shown that G is a con-
traction mapping on W . In fact, if w ∈ W , then, by means of (3.29)–(3.31)
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and (3.25), we can see that

|Gw(t)| 5 α

P (t)

t∫

t1

1
p(s)

1
α

[
|G(s, w)|+ |H(s, w)|+ |k(s)|

]
ds 5

5
(
1 +

1
α

) 1
P (t)

t∫

t1

1
p(s)

1
α

[
Lw(s)2 + LF (s)|w(s)|+ αF (s)

]
ds 5

5
(
1 +

1
α

)[
LF̂ (t1) + LF̂ (t1)

3
2 + αF̂ (t1)

]
=

=
(
1 +

1
α

)
F̂ (t1)

[
L + L

√
F̂ (t1) + α

]
5

5
√

F̂ (t1)
(
1 +

1
α

)
[K + L + α]

√
F̂ (t1) 5

√
F̂ (t1) , t = t1.

Since F+(t, w(t)) → 0 as t →∞, we obtain lim
t→∞

Gw(t) = 0. Thus, it follows
that Gw ∈ W , and hence G maps W into itself. Moreover, if w1, w2 ∈ W ,
then, using (3.27) and (3.28), we obtain

∣∣Gw1(t)− Gw2(t)
∣∣ 5 α

P (t)
×

×
t∫

t1

1
p(s)

1
α

[ ∣∣G(s, w1(s))−G(s, w2(s))
∣∣+∣∣H(s, w1(s))−H(s, w2(s))

∣∣
]
ds 5

5
(
1 +

1
α

)[
K

√
F̂ (t1) + L F̂ (t1)

]
‖w1 − w2‖0 5

5
(
1 +

1
α

)
[K + L]

√
F̂ (t1) ‖w1 − w2‖0,

which implies that

∥∥Gw1 − Gw2

∥∥
0

5
(
1 +

1
α

)
[K + L]

√
F̂ (t1) ‖w1 − w2‖0.

In view of (3.25) this shows that G is a contraction mapping on W . There-
fore, the contraction mapping principle ensures the existence of a unique
fixed element w1 ∈ W such that w1 = Gw1, which is equivalent to the
integral equation

w1(t) =
α

P (t)

t∫

t1

F+(s, w1(s))
p(s)

1
α

ds, t = t1. (3.34)

Differentiation of (3.34) shows that w1(t) satisfies the differential equation
(3.20), and substitution of this w1(t) into (3.6) gives rise to a solution x(t)
of the half-linear differential equation (B+) defined on [t1,∞). Further-
more, since lim

t→∞
w1(t) = 0, it follows from the representation theorem that
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x(t) ∈ n-RVP (1). This completes the proof of Theorem 3.1 for the equa-
tion (B+). ¤

Remark 3.1. Consider another half-linear differential equation
(
p(t)ϕ(x′(t))

)′ + f̃(t)ϕ(x(t)) = 0, (B̃+)

where f̃(t) is a positive continuous function such that

f̃(t) = f(t), t = a

and

lim
t→∞

P (t)α

∞∫

t

f̃(s) ds = 0.

We take t0 > max{a, 1} so large that

(2F̃ (t0))
1
α max

{
2, 1 +

1
α

}
< 1 where F̃ (t) = P (t)α

∞∫

t

f̃(s) ds.

Then, by means of Theorem 3.1, both x0(t) and x̃0(t) are given, respectively,
by (3.3) and

x̃0(t) = exp
{ t∫

t0

( ṽ0(s) + F̃ (s)
p(s)P (s)α

) 1
α

ds

}
, t = t0,

where ṽ0(t) is a solution of the integral equation

ṽ0(t) = α P (t)α

∞∫

t

(ṽ0(s) + F̃ (s))1+
1
α

p(s)
1
α P (s)α+1

ds, t = t0.

We here compare x0(t) with x̃0(t). From the proof of Theorem 3.1, v0(t)
and ṽ0(t) are the fixed points of the contraction mapping F and F̃ given,
respectively, by (3.16) and

F̃ ṽ(t) = α P (t)α

∞∫

t

(ṽ(s) + F̃ (s))1+
1
α

p(s)
1
α p(s)α+1

ds, t = t0.

Noting that v0(t) and ṽ0(t) are the limit points of uniform convergence on
[t0,∞) of the sequences defined by

vn+1(t) = Fvn(t), t = t0, n = 1, 2, . . . , v1(t) = 0

and

ṽn+1(t) = F̃ ṽn(t), t = t0, n = 1, 2, . . . , ṽ1(t) = 0.

We conclude that ṽ0(t) = v0(t), t = t0, which implies that x̃0(t) = x0(t) for
t = t0.
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4. The Existence of Generalized Regularly Varying Solution
of Self-Adjoint Functional Differential Equation with

Deviating Arguments

In this section we first present the proof of Theorem 1.1 for equation
(A+) and then give the proof for the equation (A−).

4.1. The proof of Theorem 1.1 for the equation (A+). (The “only
if” part) Suppose that there exists a positive solution x1(t) ∈ n-SVP or
x2(t) ∈ n-RVP (1) of (A+). The equation (A+) can be written as the half-
linear differential equation without retarded and advanced arguments

(
p(t)ϕ(x′(t))

)′ +
n∑

i=1

[
qx,gi

(t) + rx,hi
(t)

]
ϕ(x(t)) = 0, (4.1)

where

qx,gi(t) = qi(t)ϕ
(x(gi(t))

x(t)

)
and rx,hi(t) = ri(t)ϕ

(x(hi(t))
x(t)

)
, (4.2)

i = 1, 2, . . . , n.

Here, applying Theorem 3.1, we see that

lim
t→∞

P (t)α

∞∫

t

n∑

i=1

[
qx,gi(s) + rx,hi(s)

]
ds = 0

or

lim
t→∞

P (t)α

∞∫

t

n∑

i=1

qx,gi(s) ds = lim
t→∞

P (t)α

∞∫

t

n∑

i=1

rx,hi(s) ds = 0.

By the representation theorem, xj(t), j = 1, 2 can be expressed as

xj(t) = exp
{ t∫

t0

δj(s)
p(s)

1
α P (s)

ds

}
, j = 1, 2

for some t0 > a, where δj(t) satisfies

lim
t→∞

δj(t) =

{
0 (j = 1)
1 (j = 2).

The solutions xj(t), j = 1, 2 satisfy

xj(gi(t))
xj(t)

= exp
{
−

t∫

gi(t)

δj(s)
p(s)

1
α P (s)

ds

}
, t = t1,

and

xj(hi(t))
xj(t)

= exp
{ hi(t)∫

t

δj(s)
p(s)

1
α P (s)

ds

}
, t = t1,
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respectively, where t1 is such that gi(t1) = t0, i = 1, 2, . . . , n. Then, using
the properties of δj(t), (1.7) and (1.8), we see that

t∫

gi(t)

|δj(s)|
p(s)

1
α P (s)

ds 5 sup
s=gi(t)

|δj(s)| · log
P (t)

P (gi(t))
→ 0 as t →∞

and
hi(t)∫

t

|δj(s)|
p(s)

1
α P (s)

ds 5 sup
s=t

|δj(s)| · log
P (hi(t))

P (t)
→ 0 as t →∞.

Thus, it follows that

lim
t→∞

xj(gi(t))
xj(t)

= lim
t→∞

xj(hi(t))
xj(t)

= 1, i = 1, 2, . . . , n, j = 1, 2. (4.3)

Consequently, from (4.3) we find that (1.9) holds.
(The “if” part)
(The existence of a n-SVP solution of (A+)): Suppose that (1.9) is sat-

isfied. Choose t0 > a so large that t∗ = min
i=1,2,...,n

{
inf
t=t0

gi(t)
}

> max{a, 1},
{

2
n∑

i=1

[
Q̂i(t0) + 2αR̂i(t0)

]} 1
α

max
{

2, 1 +
1
α

}
< 1 (4.4)

and
(
2

n∑

i=1

[
Qi(t0) + 2αRi(t0)

]) 1
α

log
P (hi(t))

P (t)
5 log 2, t = t0, (4.5)

where Qi(t), Ri(t), Q̂i(t) and R̂i(t) for i = 1, 2 . . . , n are defined by

Qi(t) = P (t)α

∞∫

t

qi(s) ds, Q̂i(t) = sup
s=t

Qi(s) (4.6)

and

Ri(t) = P (t)α

∞∫

t

ri(s) ds, R̂i(t) = sup
s=t

Ri(s). (4.7)

Let Ξ denote the set of all positive continuous nondecreasing functions
ξ(t) on [t∗,∞) satisfying

ξ(t) = 1 for t∗ 5 t 5 t0; (4.8)

ξ(t) 5 exp

{ ∞∫

t0

(v0(s) +
n∑

i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
for t = t0; (4.9)

ξ(hi(t))
ξ(t)

5 2 for t = t0 (4.10)
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for i = 1, 2, . . . , n, where v0(t) satisfies the following integral equation:

v0(t) = αP (t)α

∞∫

t

(v0(s) +
n∑

i=1

[Qi(s) + 2αRi(s)])1+
1
α

p(s)
1
α P (s)α+1

ds, t = t0. (4.11)

We note that the function

X0(t) = exp

{ t∫

t0

(v0(s) +
n∑

i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
, t = t0 (4.12)

is a solution of the half-linear differential equation

(
p(t)ϕ(x′(t))

)′ +
n∑

i=1

[
qi(t) + 2αri(t)

]
ϕ(x(t)) = 0, (4.13)

since the function

u(t) =
v0(t) +

n∑
i=1

[Qi(t) + 2αRi(t)]

P (t)α
(4.14)

satisfies the generalized Riccati equation

u′(t) + α
|u(t)|1+ 1

α

p(t)
1
α

+
n∑

i=1

[
qi(t) + 2αri(t)

]
= 0. (4.15)

Since v0(t)+
n∑

i=1

[Qi(t)+2αRi(t)] → 0 as t →∞, X0(t) is a normalized slowly

varying function with respect to P (t) by the representation theorem. It is
obvious that Ξ is a nonvoid closed and convex subset of the locally convex
space C[t0,∞) of all continuous functions on [t0,∞) equipped with the
metric topology of uniform convergence on compact subintervals of [t0,∞).

For any ξ ∈ Ξ, we define qξ,gi(t) and rξ,hi(t) by

qξ,gi(t) = qi(t)ϕ
(ξ(gi(t))

ξ(t)

)
and rξ,hi(t) = ri(t)ϕ

(ξ(hi(t))
ξ(t)

)
, (4.16)

respectively. Taking into account (4.10), we have
n∑

i=1

qξ,gi(t) 5
n∑

i=1

qi(t),
n∑

i=1

rξ.hi(t) 5 2α
n∑

i=1

ri(t), (4.17)

and accordingly,
n∑

i=1

Qξ,gi(t) 5
n∑

i=1

Qi(t),
n∑

i=1

Rξ,hi(t) 5 2α
n∑

i=1

Ri(t) (4.18)

where Qξ,gi(t) and Rξ,hi(t) are defined by

Qξ,gi(t) = P (t)α

∞∫

t

qξ,gi(s) ds, Rξ,hi(t) = P (t)α

∞∫

t

rξ,hi(s) ds. (4.19)
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Consequently, it follows from (4.4) that
{

2
n∑

i=1

[
Q̂ξ,gi(t0) + 2αR̂ξ,hi

(t0)
]} 1

α

max
{

2, 1 +
1
α

}
< 1, (4.20)

where Q̂ξ,gi(t) = sup
s=t

Qξ,gi(t) and R̂ξ,hi(t) = sup
s=t

Rξ,hi(s). Thus, Theo-

rem 3.1 implies that for any ξ ∈ Ξ the half-linear differential equation

(
p(t)ϕ(x′(t))

)′ +
n∑

i=1

[
qx,gi

(t) + rx,hi
(t)

]
ϕ(x(t)) = 0 (4.21)

has a n-SVP solution

Xξ(t) = exp

{ t∫

t0

(vξ(s) +
n∑

i=1

[Qξ,gi(s) + Rξ,hi(s)]

p(s)P (s)α

) 1
α

ds

}
, t = t0, (4.22)

where vξ(t) is a solution of the integral equation

vξ(t) = αP (t)α

∞∫

t

(
vξ(s) +

n∑
i=1

[Qξ,gi(s) + Rξ,hi(s)]
)1+ 1

α

p(s)
1
α P (s)α+1

ds, t = t0, (4.23)

and satisfies

05vξ(t)5
n∑

i=1

[
Q̂ξ,gi(t0)+R̂ξ,hi(t0)

]
5

n∑

i=1

[
Q̂i(t0)+2αR̂i(t0)

]
for t= t0.

Let us now define the mapping Φ which assigns to each ξ ∈ Ξ the function
given by

Φξ(t) = 1 for t∗ 5 t 5 t0, Φξ(t) = Xξ(t) for t = t0. (4.24)

To apply the Schauder–Tychonoff fixed point theorem to Φ we will show
that Φ is a continuous mapping which sends Ξ into a relatively compact
subset of Ξ.

(i) Φ maps Ξ into itself. Let ξ ∈ Ξ. Then

Φξ(t) = Xξ(t) = exp

{ t∫

t0

(vξ(s) +
n∑

i=1

[Qξ,gi(s) + Rξ,hi(s)]

p(s)P (s)α

) 1
α

ds

}
5

5 exp

{ t∫

t0

(vξ(s) +
n∑

i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
5

5 exp

{ t∫

t0

(v0(s)+
n∑

i=1

[Qi(s)+2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
, t= t0,
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where we make use of the fact that vξ(t) 5 v0(t), t = t0 for all ξ ∈ Ξ (cf.

Remark 3.1). Furthermore, since vξ(t) 5
n∑

i=1

[Q̂i(t0)+2αR̂i(t0)], using (4.5),

we see that

Φ(ξ(hi(t)))
Φ(ξ(t))

= exp

{ hi(t)∫

t

(vξ(s) +
n∑

i=1

[Qξ,gi(s) + Rξ,hi(s)]

p(s)P (s)α

) 1
α

ds

}
5

5 exp

{(
2

n∑

i=1

[
Q̂i(t0) + 2αR̂i(t0)

]) 1
α

hi(t)∫

t

ds

p(s)
1
α P (s)

}
=

= exp

{(
2

n∑

i=1

[
Q̂i(t0)+2αR̂i(t0)

]) 1
α

log
P (hi(t))

P (t)

}
52, t= t0.

This shows that Φξ ∈ Ξ, that is, Φ is a self-map on Ξ.
(ii) Φ(Ξ) is relatively compact in C[t∗,∞). Since Φ maps Ξ into itself,

that is, Φ(Ξ) ⊂ Ξ, Φ(Ξ) is locally uniformly bounded on [t∗,∞), and since
ξ ∈ Ξ implies

0 5 d

dt
Φξ(t) =

d

dt
Xξ(t) =

= exp

{ t∫

t0

(vξ(s) +
n∑

i=1

[Qξ,gi(s) + Rξ,hi(s)]

p(s)P (s)α

) 1
α

ds

}
×

×
(vξ(t) +

n∑
i=1

[Qξ,gi(t) + Rξ,hi(t)]

p(t)P (t)α

) 1
α

5

5 exp

{( n∑

i=1

[Q̂i(t0) + 2αR̂i(t0)]
) 1

α

log
P (t)
P (t0)

}
×

×
(2

n∑
i=1

[Q̂i(t0) + 2αR̂i(t0)]

p(t)P (t)α

) 1
α

,

Φ(Ξ) is locally equi-continuous on [t∗,∞). From the Arzela–Ascoli lemma
it then follows that Φ(Ξ) is relatively compact in C[t∗,∞).

(iii) Φ is a continuous mapping. Let {ξm(t)} be a sequence of functions
in Ξ converging to δ(t) uniformly on the compact subintervals of [t∗,∞).
To prove the continuity of Φ, we have to prove that {Φξm(t)} converges
to Φδ(t) uniformly on compact subintervals in [t∗,∞). Applying the mean
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value theorem, for t = t∗ we obtain
∣∣Φξm(t)− Φδ(t)

∣∣ = |Xξm(t)−Xδ(t)| =

=

∣∣∣∣∣ exp

{ t∫

t0

(vξm(s) +
n∑

i=1

[Qξm,gi(s) + Rξm,hi(s)]

p(s)P (s)α

) 1
α

ds

}
−

− exp

{ t∫

t0

(vδ(s) +
n∑

i=1

[Qδ,gi
(s) + Rδ,hi

(s)]

p(s)P (s)α

) 1
α

ds

}∣∣∣∣∣

5 exp

{ t∫

t0

(v0(s) +
n∑

i=1

[Q̂i(s) + 2αR̂i(s)]

p(s)P (s)α

) 1
α

ds

}
×

×
t∫

t0

1
p(s)

1
α

∣∣∣∣∣
(vξm

(s) +
n∑

i=1

[Qξm,gi
(s) + Rξm,hi

(s)]

P (s)α

) 1
α

−

−
(vδ(s) +

n∑
i=1

[Qδ,gi(s) + Rδ,hi(s)]

P (s)α

) 1
α

∣∣∣∣∣ ds.

By means of the inequality |xλ−yλ| 5 |x−y|λ for x, y ∈ R+ and 0 < λ < 1,
we find that the integrand of the last integral in the previous inequality is
bounded from above by the function

∣∣∣∣∣
(vξm(t) +

n∑
i=1

[Qξm,gi(t) + Rξm,hi(t)]

P (t)α

) 1
α

−

−
(vδ(t) +

n∑
i=1

[Qδ,gi(t) + Rδ,hi(t)]

P (t)α

) 1
α

∣∣∣∣∣ 5

5
( |vξm(t)−vδ(t)|+

n∑
i=1

|Qξm,gi(t)−Qδ,gi(t)|+
n∑

i=1

|Rξm,hi(t)−Rδ,hi(t)|
P (t)α

) 1
α

if α > 1.

Similarity, using the mean value theorem, we find that

∣∣∣∣∣
(vξm(t) +

n∑
i=1

[Qξm,gi(t) + Rξm,hi(t)]

P (t)α

) 1
α

−

−
(vδ(t) +

n∑
i=1

[Qδ,gi(t) + Rδ,hi(t)]

P (t)α

) 1
α

∣∣∣∣∣ 5
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5 C1

|vξm(t)−vδ(t)|+
n∑

i=1

|Qξm,gi(t)−Qδ,gi(t)|+
n∑

i=1

|Rξm,hi(t)−Rδ,hi(t)|
P (t)α

if α 5 1,

where C1 is a constant depending only on α, Q̂i(t0) and R̂i(t0). Accordingly,
the continuity of Φ is guaranteed if we prove that the two sequences

|vξm
(t)−vδ(t)|
P (t)α

,

n∑
i=1

|Qξm,gi
(t)−Qδ,gi

(t)|+
n∑

i=1

|Rξm,hi
(t)−Rδ,hi

(t)|
P (t)α

(4.25)

converge to 0 on any compact subinterval of [t∗,∞). In fact, it can be shown
more strongly that they converge to 0 uniformly on [t∗,∞). The uniform
convergence of the second sequence in (4.25) follows from the Lebesgue
dominated convergence theorem applied to the inequality

n∑
i=1

|Qξm,gi
(t)−Qδ,gi

(t)|+
n∑

i=1

|Rξm,hi
(t)−Rδ,hi

(t)|
P (t)α

5

5
∞∫

t

[
n∑

i=1

qi(s)
∣∣∣∣ϕ

(ξm(gi(s))
ξm(s)

)
− ϕ

(δ(gi(s))
δ(s)

)∣∣∣∣+

+
n∑

i=1

ri(s)
∣∣∣∣ϕ

(ξm(hi(s))
ξm(s)

)
− ϕ

(δ(hi(s))
δ(s)

)∣∣∣∣
]

ds

for t = t0. To examine the first sequence in (4.25) we proceed as follows.
Using (4.23) and the mean value theorem, we obtain

|vξm(t)− vδ(t)|
P (t)α

5 α

∞∫

t

1
p(s)

1
α P (s)α+1

×

×
∣∣∣∣∣
(
vξm(s) +

n∑

i=1

[Qξm,gi(s) + Rξm,hi(s)]
)1+ 1

α−

−
(
vδ(s) +

n∑

i=1

[Qδ,gi(s) + Rδ,hi(s)]
)1+ 1

α

∣∣∣∣∣ ds.

Therefore, we have

|vξm(t)− vδ(t)|
P (t)α

5

5 ατ1

[ ∞∫

t

1
p(s)

1
α

|vξm(s)− vδ(s)|
P (s)α+1

ds +

∞∫

t

1
p(s)

1
α

Sm,n(s)
P (s)α+1

ds

]
, (4.26)



144 Tomoyuki Tanigawa

where τ1 is a positive constant defined by

τ1 =
(
1 +

1
α

){
2

n∑

i=1

[Q̂i(t0) + 2αR̂i(t0)]
} 1

α

(4.27)

and Sm,n(t) is defined by

Sm,n(t) =
n∑

i=1

[∣∣Qξm,gi
(t)−Qδ,gi

(t)
∣∣ +

∣∣Rξm,hi
(t)−Rδ,hi

(t)
∣∣
]
.

Note that τ1 < 1 by (4.27). Letting

Zm(t) =

∞∫

t

|vξm
(s)− vδ(s)|

p(s)
1
α P (s)α+1

ds, (4.28)

we derive from (4.26) the following differential inequality for zm(t):

(
P (t)ατ1Zm(t)

)′ = −ατ1
P (t)ατ1−1

p(t)
1
α

∞∫

t

Sm,n(s)
p(s)

1
α P (s)α+1

ds. (4.29)

Noting that P (t)ατ1Zm(t) → ∞ and that the right-hand side of (4.29) is
integrated over [t,∞), we obtain

Zm(t) 5 1
P (t)ατ1

∞∫

t

Sm,n(s)
p(s)

1
α P (s)1+α−ατ1

ds, t = t0. (4.30)

Combining (4.26) with (4.30), we have

|vξm(t)− vδ(t)|
P (t)α

5

5 ατ1

[
1

P (t)ατ1

∞∫

t

Sm,n(s)
p(s)

1
α P (s)1+α−ατ1

ds +

∞∫

t

Sm,n(s)
p(s)

1
α P (s)α+1

ds

]
5

5 ατ1

P (t)ατ1

∞∫

t

Sm,n(s)
p(s)

1
α P (s)1+α−ατ1

ds, t = t0.

This shows that |uξm(t)− vδ(t)|/P (t)α converges to 0 uniformly on [t∗,∞).
We therefore conclude that the mapping Φ defined by (4.24) is continuous
in the topology of C[t∗,∞). Thus, all the hypotheses of the Schauder–
Tychonoff fixed point theorem are fulfilled, and hence there exists ξ0(t) ∈ Ξ
satisfying the half-linear functional differential equation

(
p(t)ϕ(ξ′0(t))

)′ +
n∑

i=1

[
qξ0,gi(t) + rξ0,hi(t)

]
ϕ(ξ0(t)) = 0, t = t0,

which is rewritten as
(
p(t)ϕ(ξ′0(t))

)′ +
n∑

i=1

[
qi(t)ϕ

(
ξ0(gi(t))

)
+ ri(t)ϕ

(
ξ0(hi(t))

)]
= 0, t = t0.
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This implies that the equation (A+) has a n-SVP solution ξ0(t) existing on
[t0,∞).

(The existence of a n-RVP (1) solution of (A+)): Next, we will be con-
cerned with the construction of a n-RVP (1) solution of equation (A+) under
the condition (1.9). Choose t1 > a so large that t∗ = min

i=1,2,...,n

{
inf
t=t1

gi(t)
}

>

max{a, 1},
(
1 +

1
α

)
[K + L + α]

√√√√
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]
5 1, t = t1 (4.31)

and
(

3
2

+
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]) 1
α

log
P (hi(t))

P (t)
5 log 2, t = t1. (4.32)

LetH denote the set of all continuous nondecreasing functions η(t) on [t∗,∞)
satisfying

η(t) = 1 for t∗ 5 t 5 t1; (4.33)

1 5 η(t) 5 exp

{ t∫

t1

( 3
2 +

n∑
i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
for t = t1; (4.34)

η(hi(t))
η(t)

5 2 for t = t1, i = 1, 2, . . . , n. (4.35)

For any η ∈ H we consider the differential equation

(
p(t)ϕ(x′(t))

)′ +
n∑

i=1

[qη,gi(t) + rη,hi(t)]ϕ(x(t)) = 0, t = t1, (4.36)

where

qη,gi
(t)=qi(t)ϕ

(η(gi(t))
η(t)

)
and rη,hi

(t)=ri(t)ϕ
(η(hi(t))

η(t)

)
, i=1, 2, . . . , n.

Since η(gi(t))/η(t) 5 1 and η(hi(t))/η(t) 5 2, we have

qη,gi(t) 5 qi(t) and rη,hi(t) 5 2αri(t), t = t1 for i = 1, 2, . . . , n,

so that

Qη,gi(t) := P (t)α

∞∫

t

qη,gi(s) ds5P (t)α

∞∫

t

qi(s) ds=Qi(t), t= t1, (4.37)

Rη,hi(t) := P (t)α

∞∫

t

rη,hi(s) ds52αP (t)α

∞∫

t

ri(s) ds=2αRi(t), t= t1. (4.38)
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Accordingly, from (4.31) we have

(
1 +

1
α

)
[K + L + α]

√√√√
n∑

i=1

[
Q̂η,gi

(t1) + R̂η,hi
(t1)

]
5 1, (4.39)

where Q̂η,gi(t) = sup
s=t

Qη,gi(s) and R̂η,hi(t) = sup
s=t

Rη,hi(s). Moreover, we

notice that from K + L + α > 2 and 1 + 1
α > 1 follows

√√√√
n∑

i=1

[
Q̂η,gi(t1) + R̂η,hi(t1)

]
5 1

2
. (4.40)

This enables us to apply Theorem 3.1 and thus we conclude that half-linear
differential equation (4.36) has a n-RVP (1) solution of the form

Xη(t) = exp

{ t∫

t1

(1 +
n∑

i=1

[Qη,gi
(s) + Rη,hi

(s)]− wη(s)

p(s)P (s)α

) 1
α

ds

}
, t = t1,

(4.41)
where wη(t) is a solution of the integral equation

wη(t) =
α

P (t)

∞∫

t

Fη(s, wη(s))
p(s)

1
α

ds, t = t1, (4.42)

satisfying |wη(t)| 5
√

n∑
i=1

[Q̂η,gi(t1) + R̂η,hi(t1)] for t = t1. Furthermore, it

follows from (4.40) that |wη(t)| 5 1/2 for t = t1. Here Fη(t, wη(t)) is

Fη(t, wη)=
∣∣∣∣1+

n∑

i=1

[
Qη,gi(t)+Rη,hi(t)

]−wη

∣∣∣∣
1+ 1

α

+
(
1+

1
α

)
wη−1, t= t1.

Denote by Ψ the mapping which assigns to each η ∈ H the function Ψη(t)
defined by

Ψη(t) = 1 for t∗ 5 t 5 t1, Ψη(t) = Xη(t) for t = t1. (4.43)

(i) Ψ is a self-map on H. For any η ∈ H from (4.37) and (4.38), for t = t1
we find that

∣∣∣∣1 +
n∑

i=1

[
Qξ,gi(t) + Rξ,hi(t)

]− wη(t)
∣∣∣∣ 5

5 1 +
n∑

i=1

[
Qi(t) + 2αRi(t)

]
+ |wη(t)| 5

5 3
2

+
n∑

i=1

[
Qi(t) + 2αRi(t)

]
,
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or accordingly,

Xη(t) 5 exp

{ t∫

t1

( 3
2 +

n∑
i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
, t = t1.

Moreover, we have

Ψη(hi(t))
Ψη(t)

= exp

{ hi(t)∫

t

(1 +
n∑

i=1

[Qη,gi
(s) + Rη,hi

(s)]− wη(s))
1
α

p(s)
1
α P (s)

ds

}
5

5 exp

{ hi(t)∫

t

(
3
2 +

n∑
i=1

[Qi(s) + 2αRi(s)]
) 1

α

p(s)
1
α P (s)

ds

}
5

5 exp

{(
3
2

+
n∑

i=1

[
Q̂i(s) + 2αR̂i(s)

]) 1
α

hi(t)∫

t

ds

p(s)
1
α P (s)

}
5

5 exp

{(
3
2

+
n∑

i=1

[
Q̂i(s)+2αR̂i(s)

]) 1
α

log
P (hi(t))

P (t)

}
52, t= t1.

(ii) Ψ(H) is relatively compact in C[t∗,∞). This is a consequence of the
inclusion Ψ(H) ⊂ H and the following inequality holding for any η ∈ H:

0 5 d

dt
Ψη(t) =

d

dt
Xη(t) =

(1 +
n∑

i=1

[Qη,gi(t) + Rη,hi(t)]− wη(t)

p(t)P (t)α

) 1
α

Xη(t) 5

5
( 3

2 +
n∑

i=1

[Q̂i(t1) + 2αR̂i(t1)]

p(t)P (t)α

) 1
α

×

× exp

{(
3
2

+
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]) 1
α

log
P (t)
P (t1)

}
.

(iii) Ψ is continuous in the topology of C[t∗,∞). Let {ηn} be a sequence
in H converging to θ ∈ H, which amounts to supposing that the sequence
{ηn(t)} converges to θ(t) uniformly on the compact subintervals of [t∗,∞).
We will show that {Ψηn(t)} converges to Ψθ(t) uniformly on the compact
subintervals [t∗,∞). In order to simplify notation, for arbitrary η ∈ H we
denote

Vη(t) =
1 +

n∑
i=1

[Qη,gi(t) + Rη,hi(t)]− wη(t)

P (t)α
, t = t1. (4.44)
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In view of (4.41), we have

∣∣Ψηm(t)−Ψθ(t)
∣∣ =

∣∣Xηm
(t)−Xθ(t)

∣∣ =

=

∣∣∣∣∣ exp
{ t∫

t1

(Vηm(s)

p(s)

) 1
α

ds

}
− exp

{ t∫

t1

(Vθ(s)
p(s)

) 1
α

ds

}∣∣∣∣∣ 5

5 exp

{ t∫

t1

( 3
2 +

n∑
i=1

[Qi(s) + 2αRi(s)]

p(s)P (s)α

) 1
α

ds

}
×

×
t∫

t1

1
p(s)

1
α

∣∣∣(Vηm
(s))

1
α − (Vθ(s))

1
α

∣∣∣ ds.

As in the previous part of the proof, we can verify that the integrand of the
last integral is bounded from the above by

( n∑
i=1

|Qηm,gi(t)−Qθ,gi(t)|+
n∑

i=1

|Rηm,hi(t)−Rθ,hi(t)|+|wηm(t)−wθ(t)|
P (t)α

) 1
α

if α > 1,

C2

n∑
i=1

|Qηm,gi(t)−Qθ,gi(t)|+
n∑

i=1

|Rηm,hi(t)−Rθ,hi(t)|+|wηm(t)−wθ(t)|
P (t)α

if α 5 1,

where C2 is a constant depending only on α, Q̂i(t1) and R̂i(t1). Accordingly,
it suffices to prove the uniform convergence to 0 on the compact subintervals
of the two sequences

|wηm(t)− wθ(t)|
P (t)α

and
πm,n(t)
P (t)α

,

where

πm,n(t) =
n∑

i=1

∣∣Qηm,gi(t)−Qθ,gi(t)
∣∣ +

n∑

i=1

∣∣Rηm,hi(t)−Rθ,hi(t)
∣∣.

The uniform convergence of the sequence πm,n(t)/P (t)α is an immediate
consequence of the Lebesgue dominated convergence theorem. Therefore,
let us examine the sequence |wηm(t) − wθ(t)|/P (t)α. Applying the mean
value theorem to Fηm(t, wηm(t)) and Fθ(t, wθ(t)) in |wηm(t)−wθ(t)|/P (t)α,
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we obtain for t = t1

∣∣Fηm(t, wηm(t))− Fθ(t, wθ(t))
∣∣ 5

(
1 +

1
α

)
|wηm(t)− wθ(t)|+

+

∣∣∣∣∣
∣∣∣∣1 +

n∑

i=1

[
Qηm,gi(t) + Rηm,hi(t)

]− wηm(t)
∣∣∣∣
1+ 1

α

−

−
∣∣∣∣1 +

n∑

i=1

[
Qθ,gi(t) + Rθ,hi(t)

]− wθ(t)
∣∣∣∣
1+ 1

α

∣∣∣∣∣ 5

5
(
1 +

1
α

)
(1 + τ2)|wηm

(t)− wθ(t)|+
(
1 +

1
α

)
τ2πn,m(t),

where τ2 is a positive constant depending only on α, Q̂i(t1) and R̂i(t1).
Consequently, the sequence |wηm

(t)− wθ(t)|/P (t)α implies

|wηm
(t)− wθ(t)|
P (t)α

5 (α + 1)(1 + τ2)
P (t)α+1

t∫

t1

|wηm
(s)− wθ(s)|
P (s)α

ds+

+
(α + 1)τ2

P (t)α+1

t∫

t1

πm,n(s)
p(s)

1
α

ds, t = t1. (4.45)

Putting for simplicity

Wm(t) =

t∫

t1

|wηm(s)− wθ(s)|
P (s)α

ds, (4.46)

we transform (4.45) into

(
P (t)−(α+1)(1+τ2)Wm(t)

)′5 (α + 1)τ2

p(t)
1
α P (t)(α+1)(1+τ2)+1

t∫

t1

πm,n(s) ds, t= t1,

which, after integration over [t1, t], yields

Wm(t) 5 τ2

1 + τ2
P (t)(α+1)(1+τ2)

t∫

t1

πm,n(s)
P (s)(α+1)(1+τ2)

ds, t = t1. (4.47)

Combining (4.45) with (4.47), we have

|wηm(t)− wθ(t)|
P (t)α

5 (α + 1)τ2

P (t)−(α+1)τ2

t∫

t1

πm,n(s)
P (s)(α+1)(1+τ2)

ds+

+
(α + 1)τ2

P (t)α+1

t∫

t1

πm,n(s)
p(s)

1
α

ds, t = t1.
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This ensures the desired convergence of the sequence |wηm(t)−wθ(t)|/P (t)α,
whence the continuity of the mapping Ψ has been assured. Thus, all the
hypotheses of the Schauder–Tychonoff fixed point theorem are fulfilled, and
so there exists η0 ∈ H such that η0 = Ψη0. Since η0(t) = Xη0(t) for t = t1,
η0(t) satisfies the differential equation

(
p(t)ϕ(η′0(t))

)′ +
n∑

i=1

[
qη0,gi

(t) + rη0,hi
(t)

]
ϕ(η0(t)) = 0, t = t1

or
(
p(t)ϕ(η′0(t))

)′ +
n∑

i=1

[
qi(t)ϕ

(
η0(gi(t))

)
+ ri(t)ϕ

(
η0(hi(t))

)]
= 0, t = t1.

Therefore, η0(t) is a desired n-RVP (1) solution of the functional differential
equation (A+) on [t1,∞).

The proof of Theorem 1.1 for the equation (A−).
(The existence of a n-SVP solution of (A−)): Suppose that (1.9) holds.

Choose t0 > a so large that t∗ = min
i=1,2,...,n

{
inf
t=t0

gi(t)
}

> max{a, 1} and such

that
(
2

n∑

i=1

[
2αQ̂i(t0) + R̂i(t0)

]) 1
α

max
{

2, 1 +
1
α

}
< 1, (4.48)

(
2

n∑

i=1

[
2αQ̂i(t0) + R̂i(t0)

]) 1
α

log
P (t)

P (gi(t))
< log 2, (4.49)

are satisfied for all t = t0, where Q̂i(t) and R̂i(t) are defined by (4.6)
and (4.7).

Let M denote the set of all positive continuous nonincreasing functions
µ(t) on [t∗,∞) with the properties

µ(t) = 1 for t∗ 5 t 5 t0; (4.50)

µ(t) = exp

{
−

t∫

t0

(
2

n∑
i=1

[2αQ̂i(s) + R̂i(s)]
) 1

α

p(s)
1
α P (s)

ds

}
for t = t0; (4.51)

µ(gi(t))
µ(t)

5 2 for t = t0, i = 1, 2, . . . , n. (4.52)

We here consider the following differential equation:

(
p(t)ϕ(x′(t))

)′ =
n∑

i=1

[
qµ,gi(t) + rµ,hi(t)

]
ϕ(x(t)) (4.53)

where, for arbitrary µ ∈ M, the functions qµ,gi(t) and rµ,hi(t) are defined
by (4.2). In view of Theorem 3.1, for each µ ∈ M, the equation (4.53) has
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a n-SVP solution Xµ(t) having the representation

Xµ(t)=exp

{ t∫

t0

(rµ(s)−
n∑

i=1

[Qµ,gi
(s)+Rµ,hi

(s)]

p(s)P (s)α

) 1
α∗

ds

}
, t= t0, (4.54)

where rµ(t) is a solution of the integral equation

rµ(t) = αP (t)α

∞∫

t

|rµ(s)−
n∑

i=1

[Qµ,gi
(s) + Rµ,hi

(s)]|1+ 1
α

p(s)
1
α P (s)α+1

ds, t = t0, (4.55)

satisfying the inequality

0 5 rµ(t) 5
n∑

i=1

[
Q̂µ,gi

(t0) + R̂µ,hi
(t0)

]
5

5
n∑

i=1

[
2αQ̂i(t0) + R̂i(t0)

]
, t ≥ t0. (4.56)

Here Qµ,gi(t) and Rµ,hi(t) are defined by (4.19) and Q̂µ,gi(t) = sup
s=t

Qµ,gi(s)

and R̂µ,hi(t) = sup
s=t

Rµ,hi(s). Furthermore, using the decreasing nature of

µ(t), we have

qµ,gi(t) 5 2αqi(t) and rµ,hi(t) 5 ri(t), t = t0, i = 1, 2, . . . , n,

accordingly,
n∑

i=1

[
Qµ,gi(t) + Rµ,hi(t)

]
5

n∑

i=1

[
2αQi(t) + Ri(t)

]
5

5
n∑

i=1

[
2αQ̂i(t0) + R̂i(t0)

]
, t = t0. (4.57)

Let us now define H to be the mapping which assigns to each µ ∈ M the
function Hµ given by

Hµ(t) = 1 for t∗ 5 t 5 t0, Hµ(t) = Xµ(t) for t = t0. (4.58)

Proceeding as in the proof of the existence of n-SVP solution of (A+), it can
be proved that H maps M into a relatively compact subset of M with the
help of the Schauder–Tychonoff fixed point theorem, so that there exists a
µ0 ∈M such that

µ0(t) = Xµ0(t) =

= exp

{ t∫

t0

(rµ0(s)−
n∑

i=1

[Qµ0,gi(s) + Rµ0,hi(s)]

p(s)P (s)α

) 1
α∗

ds

}
, t = t0.
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This means that µ0(t) is a solution satisfying the functional differential
equation

(
p(t)ϕ(µ′0(t))

)′ =
n∑

i=1

[
qµ0,gi

(t) + rµ0,hi
(t)

]
ϕ(µ0(t)), t = t0

or consequently,

(
p(t)ϕ(µ′0(t))

)′ =
n∑

i=1

[
qi(t)ϕ

(
µ0(gi(t))

)
+ ri(t)ϕ

(
µ0(hi(t))

)]
, t = t0.

Therefore, we conclude that the equation (A−) has a n-SVP solution.

(The existence of a n-RVP (1) solution of (A−)): Suppose that (1.9) is
satisfied. Choose t1 > a so large that t∗ = min

i=1,2,...,n

{
inf
t=t1

gi(t)
}

> max{a, 1}

(
1 +

1
α

)
[K̃ + L̃ + α]

√√√√
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]
5 1 (4.59)

and
{

1 +

√√√√
n∑

i=1

[Q̂i(t1) + 2αRi(t1)]

} 1
α

log
P (hi(t))

P (t)
5 log 2, (4.60)

where the functions Qi(t), Ri(t), Q̂i(t) and R̂i(t) are defined by (4.6) and
(4.7), while

K̃ =





(4
3

)1− 1
α

if α > 1
(3

2

) 1
α−1

if α 5 1
and L̃ =





(4
3

)1− 1
α

if α > 1

1 if α 5 1
. (4.61)

Let K define the set of all positive continuous nondecreasing functions ν(t)
on [t∗,∞) satisfying

ν(t) = 1 for t∗ 5 t 5 t1; (4.62)

1 5 ν(t) 5 exp
{ t∫

t1

( 1 + ρ(s)
p(s)P (s)α

) 1
α

ds

}
for t = t1; (4.63)

ν(hi(t))
ν(t)

5 2 for t = t1, i = 1, 2, . . . , n, (4.64)

where ρ(t) is a solution of the integral equation

ρ(t) =
(
1 +

1
α

) n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

] 1
P (t)

t∫

t1

[L̃ρ(s) + L̃ + α]
p(s)

1
α

ds. (4.65)
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In order to verify that ρ(t) is a solution of (4.65), we now consider the
integral operator R defined by

Rρ(t) =
(
1 +

1
α

) n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]×

× 1
P (t)

t∫

t1

1
p(s)

1
α

[
L̃ρ(s) + L̃ + α

]
ds (4.66)

on the set

P =

{
ρ ∈ C0[t1,∞) : 0 5 ρ(t) 5

√√√√
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]
, t = t1

}
.

It is easy to see that R sends P into itself and satisfies

∥∥Rρ1 −Rρ2

∥∥ 5
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

](
1 +

1
α

)
L̃‖ρ1 − ρ2‖0, ρ1, ρ2 ∈ R.

Therefore, there exists a unique fixed point of R which solves the integral
equation (4.65).

Consider a family of half-linear differential equations

(
p(t)ϕ(x′(t))

)′ =
n∑

i=1

[
qν,gi(t) + rν,hi(t)

]
ϕ(x(t)), t = t1, (4.67)

where, for any ν ∈ K, the functions qν,gi(t) and rν,hi(t) are defined by

qν,gi(t) = qi(t)ϕ
(ν(gi(t))

ν(t)

)
and rν,hi(t) = ri(t)ϕ

(ν(hi(t))
ν(t)

)
.

Then, we define Qν,gi(t), Rν,hi(t) for every ν ∈ K by (4.19) and Q̂ν,gi(t) =
sup
s=t

Qν,gi(t), R̂ν,hi(t) = sup
s=t

Rν,hi(t). It follows from Theorem 3.1 that for

each ν ∈ K, the equation (4.67) has a n-RVP (1) solution Xν(t) expressed
in the form

Xν(t) = exp

{ t∫

t1

(1−
n∑

i=1

[Qν,gi(s) + Rν,hi(s)] + wν(s)

p(s)P (s)α

) 1
α

ds

}
, (4.68)

t = t1,

where wν(t) is a solution of the integral equation

wν(t) =
α

P (t)

t∫

t1

F̃ν(s, wν(s))
p(s)

1
α

ds, t = t1 (4.69)
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and

F̃ν(t, wν) = 1+
(
1+

1
α

)
wν−

∣∣∣1−
n∑

i=1

[
Qν,gi

(t)+Rν,hi
(t)

]
+wν

∣∣∣
1+ 1

α

. (4.70)

We notice that for some fixed ν ∈ K, wν(t) is a fixed point of the contraction
mapping Fν defined by

Fνwν(t) =
α

P (t)

t∫

t1

F̃ν(s, wν(s))
p(s)

1
α

ds, t = t1, (4.71)

which satisfies

|wν(t)| 5
√√√√

n∑

i=1

[
Q̂ν,gi

(t1) + R̂ν,hi
(t1)

]
, t = t1. (4.72)

Furthermore, using the increasing nature of ν(t), we obtain

qν,gi(t) 5 qi(t), rν,hi(t) 5 2αri(t) for t = t1, ν ∈ K,

or consequently,

n∑

i=1

[
Qν,gi(t) + Rν,hi(t)

]
5

5
n∑

i=1

[
Qi(t) + 2αRi(t)

]
5

n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]
, t = t1. (4.73)

We will show that for every ν ∈ K,

|wν(t)| 5 ρ(t), t = t1. (4.74)

To this end, it is convenient to express F̃ν(t, wν) as

F̃ν(t, wν) = G̃ν(t, wν) + H̃ν(t, wν) + k̃ν(t),

where G̃ν(t, wν), H̃ν(t, wν) and k̃ν(t) are defined, respectively, by

G̃ν(t, wν) =
(
1−

n∑

i=1

[
Qν,gi(t) + Rν,hi(t)

])1+ 1
α

+

+
(
1 +

1
α

)(
1−

n∑

i=1

[
Qν,gi(t) + Rν,hi(t)

])1+ 1
α

wν−

−
∣∣∣1−

n∑

i=1

[
Qν,gi(t) + Rν,hi(t)

]
+ wν

∣∣∣
1+ 1

α

,

H̃ν(t, wν) =
(
1 +

1
α

){
1−

(
1−

n∑

i=1

[
Qν,gi(t) + Rν,hi(t)

]) 1
α

}
wν ,
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and

k̃ν(t) = 1−
(
1−

n∑

i=1

[
Qν,gi

(t) + Rν,hi
(t)

])1+ 1
α

.

Using the mean value theorem, we find that for some θ ∈ (0, 1) the inequal-
ities hold:

∣∣H̃ν(t, wν(t))
∣∣ 5 1

α

(
1+

1
α

)∣∣∣∣1−(1−θ)
( n∑

i=1

[
Qν,gi

(t)+Rν,hi
(t)

])∣∣∣∣
1
α−1

×

×
n∑

i=1

[
Qν,gi

(t) + Rν,hi
(t)

]|wν(t)|

5 1
α

(
1 +

1
α

)
L̃

n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]|wν(t)| (4.75)

and ∣∣k̃ν(t)
∣∣ 5

5
(
1+

1
α

)∣∣∣∣1−(1−θ)
n∑

i=1

[
Qν,gi(t)+Rν,hi(t)

]∣∣∣∣
1
α

n∑

i=1

[
Qν,gi(t)+Rν,hi(t)

]
5

5
(
1 +

1
α

) n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]
, t = t1. (4.76)

Moreover, by means of the mean value theorem and L’Hospital rule, it
follows that

∣∣G̃ν(t, wν(t))
∣∣ 5 1

α

(
1 +

1
α

)
L̃w2

ν(t), t = t1. (4.77)

Let ν ∈ K be fixed. Recalling that ρ and wν are the fixed point of the
contraction mappings R and Fν defined by (4.66) and (4.71), we see that ρ
and wν are constructed, respectively, as the limits as n →∞ of the sequences
{ρn = Rρn−1, n = 1, 2, . . . , with ρ0 = 0} and {wn = Fνwn−1, n =
1, 2, . . . , n, with w0 = 0}. First we note that for t = t1,

|w1(t)| = Fνw0(t) =

=
α

P (t)

t∫

t1

1
p(s)

1
α

[
1−

∣∣∣1 +
n∑

i=1

[
Qν,gi(s) + Rν,hi(s)

]∣∣∣
1+ 1

α

]
ds 5

5 α + 1
P (t)

t∫

t1

1
p(s)

1
α

n∑

i=1

[
Qν,gi(s) + Rν,hi(s)

]
ds 5

5 (α + 1)
n∑

i=1

[
Q̂i(t1)(t) + 2αR̂i(t1)

]
5

5
[
Q̂i(t1)(t) + 2αR̂i(t1)

](
1 +

1
α

)
[L̃ + α] = ρ1(t), t = t1.
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Then, assuming that |wn(t)| 5 ρn(t), t = t1, for some n ∈ N and using
(4.75), (4.76) and (4.77), we have

|wn+1(t)| = Fνwn(t) =

=
α

P (t)

t∫

t1

1
p(s)

1
α

[ ∣∣G̃ν(s, wn(s))
∣∣ +

∣∣H̃ν(s, wn(s))
∣∣ +

∣∣k̃ν(s)
∣∣
]
ds 5

5 α + 1
P (t)

t∫

t1

1
p(s)

1
α

[
L̃

α
w2

ν(s) +
L̃

α

n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]|wn(s)|+

+
n∑

i=1

[
Q̂i(t1) + 2αR̂i(t1)

]]
ds 5

5
(
1+

1
α

) n∑

i=1

[
Q̂i(t1)+2αR̂i(t1)

] 1
P (t)

t∫

t1

[L̃ + L̃ρn(s) + α]
p(s)

1
α

ds = ρn+1(t).

Therefore, inductive arguments ensure the validity of (4.74).
We define by M the mapping which assigns to each ν ∈ K the function

Hν(t) defined by

Mν(t) = 1 for t∗ 5 t 5 t1, Mν(t) = Xν(t) for t = t1.

(i) M is a self-map on K, since it readily follows from (4.60) and 0 5 ρ(t) 5√
n∑

i=1

[Q̂i(t) + 2αR̂i(t1)] , t = t1 that

1 5 Xν(t) 5 exp
{ t∫

t1

( 1 + ρ(s)
p(s)P (s)α

) 1
α

}
, t = t1 for any ν ∈ K

and

Mν(hi(t))
Mν(t)

=

= exp

{ hi(t)∫

t

(1−
n∑

i=1

[Qν,gi(s) + Rν,hi(s)] + wν(s)

p(s)P (s)α

) 1
α∗

ds

}
5

5 exp

{ hi(t)∫

t

( 1 + ρ(s)
p(s)P (s)α

) 1
α

ds

}
5

5 exp

{(
1 +

√√√√
n∑

i=1

[Q̂i(t1) + 2αR̂i(t1)]
) 1

α

log
P (hi(t))

P (t)

}
5 2, t = t1.



Generalized Regularly Varying Solutions . . . 157

(ii) M(K) is relatively compact in C[t∗,∞). The inclusion M(K) ⊂ K
shows that M(K) is locally uniformly bounded on [t∗,∞). Since

0 5 d

dt
Mν(t) =

d

dt
Xν(t) =

=
(1−

n∑
i=1

[Qν,gi(t) + Rν,hi(t)] + wν(t)

p(t)P (t)α

) 1
α

Xν(t) 5

5

{
1 +

√
n∑

i=1

[Q̂i(t1) + 2αR̂i(t1)]
} 1

α

p(t)
1
α P (t)

×

× exp

{(
1 +

√√√√
n∑

i=1

[Q̂i(t1) + 2αR̂i(t1)]
) 1

α

log
P (t)
P (t1)

}
,

we conclude that M(K) is locally equi-continuous on [t∗,∞).
(iii) M is continuous in the topology of C[t∗,∞). Let {νm(t)} be a sequence
in K converging to δ(t) uniformly on compact subintervals of [t∗,∞). We
have to prove that {Mνm(t)} converges toMδ(t) uniformly on any compact
subintervals of [t∗,∞). In order to simplify the notation, for arbitrary ν ∈ K
we define

Zν(t) =
1−

n∑
i=1

[qν,gi(t) + Rν,hi(t)] + wν(t)

P (t)α
, t = t1. (4.78)

Then, using (4.68) and the mean value theorem, we get

∣∣Mνm(t)−Mδ(t)
∣∣ =

∣∣Xνm(t)−Xδ(t)
∣∣ =

=

∣∣∣∣∣ exp
{ t∫

t1

(Zνm(s)
p(s)

) 1
α

ds

}
− exp

{ t∫

t1

(Zδ(s)
p(s)

) 1
α

ds

}∣∣∣∣∣ 5

5 exp
{ t∫

t1

( 1 + ρ(s)
p(s)P (s)α

) 1
α

ds

} t∫

t1

|(Zνm(s))
1
α − (Zδ(s))

1
α |

p(s)
1
α

ds.

As in the proof of the existence of a n-RVP (1) solution of the equation (A+),
we can show that the integrand of the last integral is bounded from above
by the functions

(
n∑

i=1

|Qνm,gi(t)−Qδ,gi(t)|+
n∑

i=1

|Rνm,hi(t)−Rδ,hi(t)|+|wνm(t)−wδ(t)|
P (t)α

) 1
α

if α > 1,



158 Tomoyuki Tanigawa

C3

n∑
i=1

|Qνm,gi(t)−Qδ,gi(t)|+
n∑

i=1

|Rνm,hi(t)−Rδ,hi(t)|+ |wνm(t)−wδ(t)|
P (t)α

if α 5 1,

where C3 is a positive constant depending only on α and ρ(t1). Therefore, it
suffices to prove the uniform convergence to 0 on the compact subintervals
of the two sequences

|wνm
(t)− wδ(t)|
P (t)α

and

n∑
i=1

|Qνm,gi
(t)−Qδ,gi

(t)|+
n∑

i=1

|Rνm,hi
(t)−Rδ,hi

(t)|
P (t)α

=
S̃n,m(t)
P (t)α

.

(4.79)

The second sequence in (4.79) can be dealt with exactly as in the case of
n-RVP (1) solution of the equation (A+). In order to prove the uniform
convergence of the first sequence in (4.79), we consider F̃νm

(t, wνm
) and

F̃δ(t, wδ) defined by (4.70). Applying the mean value theorem, for t = t1
we get

∣∣F̃νm(t, wνm(t))− F̃δ(t, wδ(t))
∣∣ 5

(
1 +

1
α

)∣∣wνm(t)− wδ(t)
∣∣+

+
∣∣∣∣
∣∣∣1−

n∑

i=1

[
Qνm,gi(t) + Rνm,hi(t)

]
+ wνm(t)

∣∣∣
1+ 1

α−

−
∣∣∣1−

n∑

i=1

[
Qδ,gi(t) + Rδ,hi(t)] + wδ(t)

∣∣∣
1+ 1

α

∣∣∣∣ 5

5
(
1+

1
α

)∣∣wνm(t)−wδ(t)
∣∣+

(
1+

1
α

)
τ3

{
S̃m,n(t)+

∣∣wνm(t)−wδ(t)
∣∣
}

=

=
(
1 +

1
α

)
(1 + τ3)

∣∣wνm(t)− wδ(t)
∣∣ +

(
1 +

1
α

)
τ3S̃m,n(t),

where τ3 is a positive constant depending only on α, Q̂i(t1) and R̂i(t1).
Consequently, the first sequence in (4.79) implies that

|wνm(t)− wδ(t)|
P (t)α

5 (α + 1)(1 + τ3)
P (t)(α+1)

t∫

t1

|wνm(s)− wδ(s)|
p(s)

1
α

ds+

+
(α + 1)τ3

P (t)α+1

t∫

t1

S̃m,n(s)
p(s)

1
α

ds, t = t1. (4.80)

Putting for brevity

W̃m(t) =

t∫

t1

|wνm(s)− wδ(s)|
p(s)

1
α

ds,
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we derive the following differential inequality for W̃m(t):

(
P (t)−(α+1)(1+τ3)W̃m(t)

)′ 5

5 (α + 1)τ3

p(t)
1
α P (t)(α+1)(τ3+1)+1

t∫

t1

S̃m,n(s)
p(s)

1
α

ds, t = t1. (4.81)

Integrating (4.81) from t1 to t, we obtain

W̃m(t)5 τ3

τ3+1
1

P (t)(α+1)(τ3+1)

t∫

t1

S̃m,n(s)
p(s)

1
α P (s)(α+1)(τ3+1)

ds, t= t1. (4.82)

Using (4.80) and (4.82), we conclude that

|wνm
(t)− wδ(t)|
P (t)α

5 (α + 1)τ3

P (t)(α+1)(τ3+2)

t∫

t1

S̃m,n(s)
p(s)

1
α P (s)(α+1)(τ3+1)

ds+

+
(α + 1)τ3

P (t)α+1

t∫

t1

S̃m,n(s)
p(s)

1
α

ds, t = t1,

whence it follows that the sequence |wνm(t) − wδ(t)|/P (t)α converges to
0 uniformly on [t1,∞). Therefore, we have proved that the mapping M
is continuous in the topology of C[t∗,∞). Thus, applying the Schauder–
Tychonoff fixed point theorem, M has a fixed point ν0 in K. Since ν0 =
Xν0(t) for t = t1, ν0(t) satisfies the functional differential equation

(
p(t)ϕ(ν′0(t))

)′=
n∑

i=1

[
qi(t)ϕ

(
ν0(gi(t))

)
+ri(t)ϕ

(
ν0(hi(t))

)]
, t= t1. (4.83)

It is obvious that ν0(t) is a n-RVP (1) solution of the equation (A−). This
completes the proof of Theorem 1.1.

5. Examples

We here present four examples illustrating application of Theorem 1.1 to
the functional differential equations of the type (A+) and (A−), respectively.
We begin with two examples of the existence of n-SVP and n-RVP (1) solu-
tions of the type (A+) with the case i = 1.

Example 5.1. Consider the following functional differential equation
with both retarded and advanced arguments

(
e−αtϕ(x′(t))

)′ + q(t)ϕ
(
x
(
t− 1

log t

))
+ r(t)ϕ

(
x
(
t +

1
log t

))
= 0, (5.1)

t = e,
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where the functions q(t) and r(t) are given by

q(t) =
α

2eαt tα

(
1 +

λ

log t

)α−1
[
1− λ

t log t
+

λ(λ− 1)
t(log t)2

+
λ

log t

]
×

×
(
1− 1

t log t

)−α
{

1 +
log(1− 1

t log t )

log t

}−αλ

and

r(t) =
α

2eαttα

(
1 +

λ

log t

)α−1
[
1− λ

t log t
+

λ(λ− 1)
t(log t)2

+
λ

log t

]
×

×
(
1 +

1
t log t

)−α
{

1 +
log(1 + 1

t log t )

log t

}−αλ

for λ being a positive constant. The function p(t) = e−αt satisfies (1.1) and
the function P (t) given by (1.6) is P (t) ∼ et. Moreover, the functions

g(t) = t− 1
log t

and h(t) = t +
1

log t
(5.2)

satisfy the conditions (1.7) and (1.8). The condition (1.9) is satisfied for
this equation, since

∞∫

t

q(s) ds ∼ α

2tαeαt
and

∞∫

t

h(s) ds ∼ α

2tαeαt
as t →∞.

Therefore, equation (5.1) has a n-SVet solution x(t) by Theorem 1.1. One
such solution is x(t) = t(log t)λ.

Example 5.2. Consider the following functional differential equation:
(
tαϕ(x′(t))

)′ + q(t)ϕ
(
x(te−

1
t )

)
+ r(t)ϕ

(
x(te

1
t )

)
= 0, t = ee, (5.3)

where the functions q(t) and r(t) are given by

q(t) =
αµ

2t(log t)α+1 log2 t

(
1− µ

log2 t

)α−1(
1− µ + 1

log2 t

)
×

×
(
1− 1

t log t

)−α
{

1 +
log(1− 1

t log t )

log2 t

}αµ

and

r(t) =
αµ

2t(log t)α+1 log2 t

(
1− µ

log2 t

)α−1(
1− µ + 1

log2 t

)
×

×
(
1 +

1
t log t

)−α
{

1 +
log(1 + 1

t log t )

log2 t

}αµ

,

respectively, and µ is a positive constant. The function p(t) = tα satisfies
(1.1) and the function P (t) reduces to P (t) ∼ log t, while the functions
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g(t) = te−
1
t and h(t) = te

1
t satisfy the conditions (1.7) and (1.8). Moreover,

since
∞∫

t

q(s) ds ∼ αµ

2t(log t)α+1 log2 t
and

∞∫

t

h(s) ds ∼ αµ

2t(log t)α+1 log2 t

as t →∞,

the condition (1.9) is satisfied and thus, the equation (5.3) possesses a n-
RVlog t solution by Theorem 1.1. One such solution is log t/(log2 t)µ.

Next, two examples illustrating application of Theorem 1.1 to the func-
tional differential equation of the type (A−) with the case i = 1 will be
presented below.

Example 5.3. We consider the functional differential equation with both
retarded and advanced arguments
(
e−αtϕ(x′(t))

)′ = q(t)ϕ
(
x
(
t− 1

log t

))
+r(t)ϕ

(
x
(
t+

1
log t

))
, t = e, (5.4)

where the functions q(t) and r(t) are given by

q(t) =
α

2tαeαt

(
1− λ

log t

)α−1

×

×
[(

1 +
2
t

)(
1− λ

log t

)
+

λ

t log t

(
1− λ

log t

)
+

λ

t(log t)2

]
×

×
(
1− 1

t log t

)α
{

1 +
log(1− 1

t log t )

log t

}−αλ

,

r(t) =
α

2tαeαt

(
1− λ

log t

)α−1

×

×
[(

1 +
2
t

)(
1− λ

log t

)
+

λ

t log t

(
1− λ

log t

)
+

λ

t(log t)2

]
×

×
(
1 +

1
t log t

)α
{

1 +
log(1 + 1

t log t )

log t

}−αλ

for λ being a positive constant. As in Example 5.1, it could be shown
without difficulty that all conditions of Theorem 1.1 are satisfied, so that
the equation (5.4) has a n-SVet solution x(t) by Theorem 1.1. One such
solution is (log t)λ/t.

Example 5.4. Consider the following functional differential equation:
(
tαϕ(x′(t))

)′ = q(t)ϕ
(
x(te−

1
t )

)
+ r(t)ϕ

(
x(te

1
t )

)
, t = ee, (5.5)

where the functions q(t) and r(t) are given by

q(t) =
αµ

2t(log t)α+1 log2 t

(
1 +

µ

log2 t

)α−1(
1 +

µ− 1
log2 t

)
×
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×
(
1− 1

t log t

)−α
{

1 +
log(1− 1

t log t )

log2 t

}−αµ

and

r(t) =
αµ

2t(log t)α+1 log2 t

(
1 +

µ

log2 t

)α−1(
1 +

µ− 1
log2 t

)
×

×
(
1 +

1
t log t

)−α
{

1 +
log(1 + 1

t log t )

log2 t

}−αµ

,

respectively, and µ is a positive constant. As in Example 5.2, it can be
verified that all conditions of Theorem 1.1 are satisfied. Therefore, the
equation (5.5) possesses a n-RVlog t solution x(t). One such solution is
x(t) = log t(log2 t)µ.

Acknowledgement

This research was supported by Grant-in-Aid for Scientific Research (C)
(No. 23540218), the Ministry of Education, Culture, Sports, Science and
Technology, Japan.

References

1. N. H. Bingham, C. M. Goldie, and J. L. Teugels, Regular variation. Encyclopedia
of Mathematics and its Applications, 27. Cambridge University Press, Cambridge,
1987.
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îâäæñéâ. àŽêýæèñèæŽ çãŽäæûîòæã øãâñèâĲîæã áæòâîâêùæŽèñî àŽê-
ðëèâĲŽåŽ öâĲîñêâĲñè ŽéëùŽêâĲåŽê áŽçŽãöæîâĲñèæ ŽîŽûîòæãæ æêðâ-
àîŽèñîæ àŽêðëèâĲâĲæ. éæéáâãîëĲæåæ éæŽýèëâĲæï éâåëáæïŽ áŽ ûæ-
èŽáñîæ Žôîæùýãæï àŽéëõâêâĲæå áŽéðçæùâĲñèæŽ éŽåæ àèëĲŽèñîæ Žéë-
ýïêŽáëĲŽ.
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1. Introduction

In the present paper we will establish a global existence theorem of so-
lutions to integral equations of the form

T (p) = 2
( m

m + 1

)1/(m+1)
p∫

0

dv
( p∫

v

f(u) du
)1/(m+1)

, 0 ≤ p ≤ R, (1.1)

where m,R > 0 are constants, T (p) is a given positive function. We seek
for a solution f , that is of the class C[0, R] and f(u) > 0 on (0, R]. If we

set F (u) =
u∫
0

f(ξ)dξ, then (1.1) is rewritten as

T (p) = 2
( m

m + 1

)1/(m+1)
p∫

0

(
F (p)− F (v)

)−1/(m+1)
dv, 0 ≤ p ≤ R. (1.2)

Though equation (1.1) has a complicated appearance, it arises naturally
from the following inverse problem for quasilinear ordinary differential equa-
tions:

Problem 1.1. Let T (p) be a given positive function on [0, R]. Determine
a nonlinearity f(u) of an ordinary differential equation

(|u′|m−1u′
)′ + f(u) = 0 (1.3)

so that, for each p ∈ (0, R], the solution u(t) = u(t; p) of the equation with
the stationary (maximal) value p has a half-period T (p). (Note that when
f(0) = 0 and f(u) is extended to the interval [−R,R] as an odd function,
every solution of (1.3) oscillates and is periodic.)

In fact, we will explain how Problem 1.1 relates to equation (1.1). Let
p ∈ [0, R], and u = u(t; p) be the solution of (1.3) satisfying the constraints
in Problem 1.1, that is,

(|u′|m−1u′
)′ + f(u) = 0 on [0, T (p)],

u(0) = u(T (p)) = 0, and u(t) > 0 in (0, T (p)),

and

max
[0,T (p)]

u = u(T (p)/2) = p and u′(T (p)/2) = 0.

Here, the symmetry of u on [0, T (p)] has been employed. It is easy to see
that

T (p) = 2

p∫

0

(
u′(0)m+1 − m + 1

m
F (v)

)−1/(m+1)

dv.
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Since u′(0)m+1 = (m + 1)F (p)/m, we can get

T (p) = B0

p∫

0

(
F (p)− F (v)

)−1/(m+1)
dv, (1.4)

where

B0 = 2
( m

m + 1

)1/(m+1)

.

Accordingly, (1.2) has been obtained.
We transform equation (1.4) further to the form which is easy to analyze.

By the change of variables s = F (v), t = F (p), that is, p = p(t) = F−1(t),
this equation is transformed to

T (p(t)) = B0

t∫

0

p′(s)
(t− s)1/(m+1)

ds, 0 ≤ t ≤ F (R).

By using the Riemann–Liouville integral operator, which will be defined
later in the next section, this is rewritten as

T (p(t)) = B0Γ
( m

m + 1

)
Im/(m+1)p′(t).

Here, Γ denotes the Gamma function. Applying the Riemann–Liouville
integral operator I1/(m+1) to the both sides, we have

I1/(m+1)T (p)(t) = B0Γ
( m

m + 1

)
p(t),

that is,

p(t) =
1

B0Γ( m
m+1 )

I1/(m+1)T (p)(t), (1.5)

or equivalently,

p(t) =
sin ( π

m+1 )
πB0

t∫

0

T (p(s))
(t− s)1−1/(m+1)

ds. (1.6)

(Here we have employed the property (2.2) appearing in the next section.)
When m = 1 and T is Lipschitzian, it is shown conversely [1], [3] that a

solution p(t) of (1.5) (with m = 1) is necessarily differentiable and satisfies
(1.1) (with m = 1). Thus solving of equation (1.1) (as well as of Problem
1.1) is equivalent to finding a solution of (1.5) if m = 1.

In the paper we will show that such a result still holds for equation (1.5)
with m > 0. This is the main objective of the paper. In fact, we can establish
the following result:

Theorem 1.2. Let T (r) be a Lipschitz continuous positive function de-
fined on [0, R]. Then there exists a (unique) solution f of (1.1) that is
continuous on [0, R] and positive on (0, R].

When m = 1, this theorem reduces to [3, Theorem 1.2].
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The paper is organized as follows. In Section 2 we construct a solution of
equation (1.5) by the method of successive approximations as a preliminary
result. The proof of Theorem 1.2 is given in Section 3. Other related results
can be found in [2], [4], [6].

Though the arguments in the paper are based essentially on those in [3],
the fact that m 6= 1 causes some difficulties, in particular, in the proof of
Proposition 3.2.

2. Preliminary Results

As a first step, we must introduce the Riemann–Liouville integral oper-
ators. Let δ > 0 be a constant. We define the integral operator Iδ by

Iδφ(t) =
1

Γ(δ)

t∫

0

φ(s)
(t− s)1−δ

ds (2.1)

for φ ∈ C[0, R], where Γ is the Gamma function. We can show by inter-
change of the order of integration that

Iδ1Iδ2 = Iδ1+δ2 on C[0, R] (2.2)

for δ1, δ2 > 0. See, for example, [2], [5]. Note that this property has been
already used in the Introduction.

Let us construct a continuous solution of integral equation (1.5), namely
(1.6), by successive approximation.

Proposition 2.1. Suppose that T (r) is Lipschitz continuous on [0, R],
and T (r) > 0 there. Then there exists a positive number q and a continuous
function p(t) such that

(i) p(t) satisfies equation (1.5) on [0, q];

(ii) p(0) = 0 and p(q) = R;

(iii) 0 < p(t) < R for t ∈ (0, q).

Proof. Let L be a constant satisfying
∣∣T (r1)− T (r2)

∣∣ ≤ L|r1 − r2| (2.3)

for r1, r2 ∈ [0, R]. Put

T ∗ = max
[0,R]

T (r), T∗ = min
[0,R]

T (r), and R̃ = T ∗R/T∗.

We extend T (r) (defined on [0, R]) to the continuous function on [0, R̃ ] so
that T (r) ≡ T (R̃) on [R, R̃ ]. (In what follows, we may denote the extension
by the same symbol T for simplicity.) Then T still satisfies (2.3) for r1, r2 ∈
[0, R̃ ], and T∗ ≤ T (r) ≤ T ∗ on [0, R̃ ]. Furthermore, we set

A =
(m + 1) sin ( π

m+1 )
πB0

, t̃ =
( R

AT∗

)m+1

,
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and
p(t) = AT∗t1/(m+1), p(t) = AT ∗t1/(m+1) on [0, t̃ ].

Let us define the sequence {pn(t)}∞n=0 inductively by p0(t) = p(t) and

pn(t) =
1

B0Γ( m
m+1 )

I1/(m+1)T (pn−1)(t), n = 1, 2, . . . . (2.4)

We will show that pn(t), n = 1, 2, . . . , are well-defined, and

p(t) ≤ pn(t) ≤ p(t) on [0, t̃ ], (2.5)

for n = 0, 1, 2, . . . , and hence 0 ≤ pn(t) ≤ R̃.
For p0(t), inequalities (2.5) are obviously true. Let pn−1(t) satisfy them.

Since T (pn−1(t)) ≤ T ∗, we have

pn(t) ≤ T ∗

B0Γ( m
m+1 )

I1/(m+1)(1) =

=
T ∗

B0Γ( m
m+1 )Γ( 1

m+1 )

t∫

0

ds

(t− s)1−1/(m−1)
=

=
(m + 1)T ∗

B0
π

sin(π/(m+1))

t1/(m+1) = AT ∗t1/(m+1) =

= p(t) ≤ R̃.

Thus pn(t) is well-defined and satisfies pn(t) ≤ p(t). Similarly, we can show
that pn(t) ≥ p(t). We therefore find that (2.5) is true for all n = 0, 1, 2, . . . .

It follows from (2.4) that
∣∣pk+1(t)− pk(t)

∣∣ ≤ 1
B0Γ( m

m+1 )
I1/(m+1)

∣∣T (pk)− T (pk−1)
∣∣(t) ≤

≤ L

B0Γ( m
m+1 )

I1/(m+1)|pk − pk−1|(t) ≤

≤
( L

B0Γ( m
m+1 )

)2

I2/(m+1)|pk−1 − pk−2|(t)

for k = 2, 3, . . . . Repeating this procedure, we can get
∣∣pk+1(t)− pk(t)

∣∣ ≤
( L

B0Γ( m
m+1 )

)k

Ik/(m+1)|p1 − p0|(t).

Putting M = max
[0,t̃ ]

|p1 − p0|, we find that

max
[0,t̃ ]

|pk+1 − pk| ≤ (m + 1)M
kΓ( k

m+1 )

( L

B0Γ( m
m+1 )

)k

t̃k/(m+1) ≡ ck.

By the Stirling’s formula Γ(z) =
√

2π e−zzz−1/2(1 + O(1/z)), as |z| → ∞,
we find that ck+1/ck → 0 as k →∞.
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Consequently, the sequence {pn(t)} converges to a limit function p̃(t) ∈
C[0, t̃ ] uniformly on [0, t̃ ]. Moreover, by (2.5) we know that

p(t) ≤ p̃(t) ≤ p(t) on [0, t̃ ].

In particular, p̃(t̃) ≥ p(t̃) = R. So, there is a q ∈ (0, t̃) such that p̃(t) < R
on [0, q) and p̃(q) = R. We define a function p(t) by the restriction of p̃(t)
on [0, q] : p(t) = p̃

∣∣
[0,q]

(t). Then p(t) satisfies the desired properties (i)–(iii).
This completes the proof. ¤

3. Proof of Theorem 1.2

To see Theorem 1.2, we first prove that the solution p(t) constructed
in Proposition 2.1 is differentiable and p′(t) > 0 on (0, q]. The discussion
is based on the fractional calculus associated with the Riemann–Liouville
integral operators introduced in the Introduction by (2.1) and corresponding
differential operators Dδ defined by Dδ = (d/dt)I1−δ = DI1−δ, D = d/dt.

Below, we introduce the weighted Hölder spaces. Let 0 < b < ∞, 0 ≤
α ≤ 1, and η ∈ R. We put for φ ∈ C(0, b]

|φ|η = sup
t∈(0,b]

t−η|φ(t)|

and

|φ|α,η = sup
t,s∈(0,b], t 6=s

|tα−ηφ(t)− sα−ηφ(s)|
|t− s|α ,

and define the Banach space (Cα(0, b]η, ‖ · ‖α,η) by

Cα(0, b]η =
{

φ ∈ C(0, b]
∣∣ ‖φ‖α,η = |φ|η + |φ|α,η < ∞

}
.

It is easy to prove that Cα1 [0, b)η1 ⊃ Cα2 [0, b)η2 if α1 ≤ α2 and η1 ≤ η2.
Note that if η > 0, then φ ∈ Cα(0, b]η is a continuous function and φ(0) = 0.

Lemma 3.1. Let η > −1.

(i) Let 0 ≤ α < α + δ < 1. Then Iδ : Cα(0, b]η → Cα+δ(0, b]η+δ is a
bounded operator.

(ii) Let 0 < α < α + δ ≤ 1. Then Dδ : Cα+δ(0, b]η+δ → Cα(0, b]η is
a bounded operator. For φ ∈ Cα+δ(0, b]η+δ, the derivative Dδφ is
expressed as

Dδφ(t) =
1

Γ(1− δ)

(
φ(t)
tδ

+ δ

t∫

0

φ(t)− φ(s)
(t− s)δ+1

ds

)
.

The proof of this lemma can be found in [3]; and related results in [2].
Since equation (1.5) has somewhat complicated appearance, we will con-

sider equation (3.1) below instead of equation (1.5) without loss of genera-
lity.
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Proposition 3.2. Let τ be a Lipschitz continuous function defined on
an interval containing 0 and assume that τ(0) > 0. Suppose, furthermore,
that a continuous function x(t) defined on [0, b], 0 < b < ∞, satisfies x(t) =
I1/(m+1)(τ ◦ x)(t), 0 ≤ t ≤ b, that is,

x(t) =
1

Γ( 1
m+1 )

t∫

0

τ(x(s))
(t− s)1−1/(m+1)

ds, 0 ≤ t ≤ b. (3.1)

Then x(t) is differentiable and x′(t) > 0 on (0, b].

The following simple lemma is employed in proving Proposition 3.2:

Lemma 3.3. Let k, l > 0 be constants satisfying k + l ≤ 1. Then,

sk(tl − sl) ≤ (t− s)k+l, t ≥ s ≥ 0.

Proof of Proposition 3.2. In the sequel, we denote a Lipschitz constant of τ
by L. We may assume that m > 1, because the case where 0 < m ≤ 1 can
be treated similarly. The proof is divided into several steps.

Step 1. We show that

x ∈ Cβ+1/(m+1)(0, b]1/(m+1) for any β, 0 ≤ β < 1/(m + 1). (3.2)

To see this we first note that τ ◦ x ∈ C0(0, b]0. So the fact that x =
I1/(m+1)(τ ◦ x) and Lemma 3.1-(i) imply that x ∈ C1/(m+1)(0, b]1/(m+1).
Since the Lipschitz continuity implies that

∣∣τ(x(t))− τ(x(s))
∣∣ ≤ L|x(t)− x(s)| ≤
≤ L|x|1/(m+1),1/(m+1)|t− s|1/(m+1) ≤ C1|t− s|1/(m+1)

for some constant C1 > 0, it follows that
∣∣∣t1/(m+1)τ(x(t))− s1/(m+1)τ(x(s))

∣∣∣ ≤
≤ t1/(m+1)

∣∣τ(x(t))− τ(x(s))
∣∣ + |τ(x(s))| · ∣∣t1/(m+1) − s1/(m+1)

∣∣ ≤
≤ b1/(m+1)C1|t−s|1/(m+1)+

(
max
[0,b]

|τ ◦x|)|t−s|1/(m+1) ≤ C2|t−s|1/(m+1)

for some constant C2 > 0. Thus, τ ◦ x ∈ C1/(m+1)(0, b]0, and hence, τ ◦ x ∈
Cβ(0, b]0 for any β, 0 ≤ β < 1/(m + 1). Noting x(t) = I1/(m+1)(τ ◦ x)(t),
we can show (3.2) by Lemma 3.1-(i).

Step 2. We show that

τ(x(t))−τ(x(0))∈Cβ+1/(m+1)(0, b]1/(m+1) for any β, 0≤β<1/(m+1).

In fact, by Step 1, we know that for some C3 > 0,

|x(t)| ≤ C3t
1/(m+1), (3.3)

and ∣∣tβx(t)− sβx(s)
∣∣ ≤ C3|t− s|β+1/(m+1) (3.4)
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for any β, 0 ≤ β < 1/(m + 1). By the Lipschitz continuity of τ and (3.3),
we find that

∣∣τ(x(t))− τ(x(0))
∣∣ ≤ L|x(t)− x(0)| = L|x(t)| ≤ C4t

1/(m+1) (3.5)

for some C4 > 0. On the other hand, by the Lipschitz continuity of τ , (3.4),
and (3.5), we find that

∣∣∣tβ
{
τ(x(t))− τ(x(0))

}− sβ
{
τ(x(s))− τ(x(0))

}∣∣∣ =

=
∣∣∣tβ

{
τ(x(t))− τ(x(s))

}− (tβ − sβ)
{
τ(x(s))− τ(x(0))

}∣∣∣ ≤
≤ Ltβ |x(t)− x(s)|+ LC3s

1/(m+1)|tβ − sβ | =
= L

∣∣∣
{
tβx(t)− sβx(s)

}− (tβ − sβ)x(s)
∣∣ + LC3s

1/(m+1)|tβ − sβ | ≤

≤ L
(
C3|t− s|β+1/(m+1) + C3|t− s|βs1/(m+1)

)
+ LC3s

1/(m+1)|tβ − sβ | =
= 2LC3|t− s|β+1/(m+1) + LC3s

1/(m+1)|tβ − sβ |.
Employing Lemma 3.3, we can get
∣∣∣tβ

{
τ(x(t))− τ(x(0))

}− sβ
{
τ(x(s))− τ(x(0))

}∣∣∣ ≤ 3LC3|t− s|β+1/(m+1).

Step 3. We show that

x ∈ Cβ+1/(m+1)(0, b]1/(m+1) for any β, 0 ≤ β < 1− 1/(m + 1). (3.6)

Since the constant τ(x(0)) is of the class Cβ+1/(m+1)(0, b]0 and
Cβ+1/(m+1)(0, b]1/(m+1) ⊂ Cβ+1/(m+1)(0, b]0, we find by Step 2 that τ ◦x ∈
Cβ+1/(m+1)(0, b]0, 0 ≤ β < 1/(m + 1). Thus, by Lemma 3.1-(i) again,

x = I1/(m+1)(τ ◦ x) ∈ Cβ1+2/(m+1)(0, b]1/(m+1),

0 ≤ β1 < min
{m− 1

m + 1
,

1
m + 1

}
.

(3.7)

So, if 1 < m ≤ 2, then we have established (3.6).
Below, we suppose that m > 2. Then from (3.7), we get x ∈

Cβ2+1/(m+1)(0, b]1/(m+1), 0 ≤ β2 < 2/(m + 1). By the argument devel-
oped in Step 2, we find that τ(x(t)) − τ(x(0)) ∈ Cβ2+1/(m+1)(0, b]1/(m+1),
0 ≤ β2 < 2/(m + 1); and hence τ(x(t)) ∈ Cβ2+1/(m+1)(0, b]0, 0 ≤ β2 <
2/(m + 1). Again, applying Lemma 3-(i), we have

x = I1/(m+1)(τ ◦ x) ∈ Cβ2+2/(m+1)(0, b]1/(m+1),

0 ≤ β2 < min
{m− 1

m + 1
,

2
m + 1

}
.

So, if 2 < m ≤ 3, then we have established (3.6). If m > 3, then x ∈
Cβ3+1/(m+1)(0, b]1/(m+1), 0 ≤ β3 < 3/(m + 1).



172 Hiroyuki Usami and Takuro Yoshimi

Continuing this procedure, we finally reach to the relation

x ∈ C β̃+1/(m+1)(0, b]1/(m+1), 0 ≤ β̃ <
[m]

m + 1
,

that is,

x ∈ C β̃+1/(m+1)(0, b]1/(m+1), 0 ≤ β̃ <
m− 1
m + 1

,

where [m] denotes the largest integer, not exceeding m, as usual. Then, one
more application of the argument in Step 2 and Lemma 3.1-(i) show that
(3.6) is valid.

Step 4. We show that x(t) is differentiable on (0, b], and

tm/(m+1)x′(t) =
τ(0)

Γ( 1
m+1 )

+ O
(
tm/(m+1)

)
as t → +0. (3.8)

Therefore, x′(t) > 0 near +0.
To see this, we notice by Step 3 and the observation in Step 2 that

τ ◦x(t)− τ ◦x(0) ∈ Cβ+1/(m+1)(0, b]1/(m+1), 0 ≤ β < 1−1/(m+1), (3.9)

and accordingly, τ ◦ x ∈ Cβ+1/(m+1)(0, b]0. Then, by Lemma 3.1-(ii),
Dm/(m+1)(τ ◦ x) ≡ DI1−m/(m+1)(τ ◦ x) is well-defined; and so,
x′ = DI1/(m+1)(τ ◦ x) is well-defined, and

x′ = DI1−m/(m+1)(τ ◦ x) ≡
≡ Dm/(m+1)(τ ◦ x) ∈ Cβ−(m−1)/(m+1)(0, b]−m/(m+1).

Therefore, we obtain

Im/(m+1)x′ = τ ◦ x ∈ Cβ+1/(m+1)(0, b]0, (3.10)

and

x′(t) = Dm/(m+1)
(
(τ ◦ x)(t)− (τ ◦ x)(0)

)
+ Dm/(m+1)((τ ◦ x)(0)) =

= Dm/(m+1)
(
(τ ◦ x)(t)− (τ ◦ x)(0)

)
+

τ(0)
Γ( 1

m+1 )
t−m/(m+1),

by Lemma 3.1-(ii). Since

Dm/(m+1)
(
(τ ◦ x)(t)− (τ ◦ x)(0)

) ∈ Cβ−(m−1)/(m+1)(0, b]0

by (3.9), we have

Dm/(m+1)
(
(τ ◦ x)(t)− (τ ◦ x)(0)

)
= O(1) as t → +0.

This implies the validity of (3.8).

Step 5. Finally, we show that x′(t) > 0 on (0, b].
The proof of this step is essentially the same as that of [3, Step 2 of the

proof of Proposition 3.2]. To see this, let 0 < ε < 1/(m + 1) and choose
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β ∈ (0, 1 − 1/(m + 1)), so that 1 − 1/(m + 1) − β < ε. (For example,
β = 1− 1/(m + 1)− ε/2.) We get from (3.10) that

D1/(m+1)−εx′ = D1−ε(τ ◦ x). (3.11)

By Lemma 3.1-(ii), the left-hand side of (3.11) can be rewritten as

D1/(m+1)−εx′(t) =

=
1

Γ(1− 1
m+1 + ε)

(
x′(t)

t1/(m+1)−ε
+

( 1
m + 1

−ε
) t∫

0

x′(t)−x′(s)

(t−s)1/(m+1)+1−ε
ds

)
.

To see x′(t) > 0 on (0, b] by contradiction, we assume the contrary. Since
x′(t) > 0 near the origin, there is an a ∈ (0, b] such that x′(t) > 0 on (0, a)
and x′(a) = 0. Noting that

a∫

0

x′(s)
(a− s)1+1/(m+1)−ε

ds >

> a−1−1/(m+1)+ε

a∫

0

x′(s) ds = a−1−1/(m+1)aεx(a),

we can find a constant ρ > 0 independent of ε such that

D1/(m+1)−εx′(t)
∣∣
t=a

=

= − 1/(m + 1)− ε

Γ(1− 1
m+1 + ε)

a∫

0

x′(s)
(a− s)1+1/(m+1)−ε

ds ≤ −ρ. (3.12)

On the other hand, the right-hand side of (3.11) with t = a can be rewrit-
ten as

D1−ε(τ ◦ x)(a) =
1

Γ(ε)

{
τ(x(a))
a1−ε

+ (1− ε)

a∫

0

τ(x(a))− τ(x(s))
(a− s)2−ε

ds

}
≡

≡ 1
Γ(ε)

{
τ(x(a))
a1−ε

+ (1− ε)

a−ε∫

0

+(1− ε)

a∫

a−ε

}
.

We observe that

(1− ε)

a−ε∫

0

= (1− ε)τ(x(a))

a−ε∫

0

ds

(a− s)2−ε
− (1− ε)

a−ε∫

0

τ(x(s))
(a− s)2−ε

ds =

= τ(x(a))(εε−1 − aε−1)− (1− ε)

a−ε∫

0

τ(x(s))
(a− s)2−ε

ds,
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so we get

D1−ε(τ ◦ x)(a) =
εε−1τ(x(a))

Γ(ε)
− 1− ε

Γ(ε)

a−ε∫

0

τ(x(s))
(a− s)2−ε

ds+

+
1− ε

Γ(ε)

a∫

a−ε

τ(x(a))− τ(x(s))
(a− s)2−ε

ds ≡

≡ J1(ε)− J2(ε) + J3(ε),

where Ji(ε), i = 1, 2, 3, are defined naturally by the last equality. Below we
will estimate each Ji(ε) separately.

It is easy to see that

J1(ε) =
εε

Γ(ε + 1)
τ(x(a)) −→ τ(x(a)) as ε → +0.

By the change of variables, the term J2(ε) is expressed as

J2(ε) =
(1− ε)εε

Γ(ε + 1)

a/ε∫

1

τ(x(a− εv))
v2−ε

dv =
(1− ε)εε

Γ(ε + 1)

∞∫

1

hε(v) dv,

where

hε(v) =

{
τ(x(a− εv))/v2−ε if 1 ≤ v ≤ a/ε,

0 if v ≥ a/ε.

Since |hε(v)| ≤ Cv−2 on [1,∞) for some constant C > 0, and lim
ε→+0

hε(v) =

τ(x(a))/v2, the dominated convergence theorem implies that

J2(ε) −→
∞∫

1

τ(x(a))
v2

dv = τ(x(a)) as ε → +0.

Finally, let us examine J3(ε). Recall that x′∈Cβ−(m−1)/(m+1)(0, b]−m/(m+1)

for any β, 0 ≤ β < 1− 1/(m + 1). Hence

tm/(m+1)|x′(t)| ≤ C4

and
∣∣∣tβ+1/(m+1)x′(t)− sβ+1/(m+1)x′(s)

∣∣∣ ≤ C4|t− s|β−(m−1)/(m+1)

for some constant C4 > 0. Therefore, for t0 > 0, we have

|x′(t)− x′(s)| ≤ t−β−1/(m+1)
∣∣∣tβ+1/(m+1)x′(t)− sβ+1/(m+1)x′(s)

∣∣∣+
+ t−β−1/(m+1)|x′(s)| · |t− s|β+1/(m+1) ≤ C(t0)|t− s|β , t, s ∈ [t0, b],
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where C(t0) > 0 is a constant depending on t0. Thus for s ≤ a near a, we
have

∣∣τ(x(a))− τ(x(s))
∣∣ ≤ L|x(a)− x(s)| ≤

≤ L

a∫

s

|x′(v)− x′(a)| dv ≤ LC5

a∫

s

(a− v)β dv =
LC5

β + 1
(a− s)β+1

for some C5 > 0. Consequently,

|J3(ε)| ≤ (1− ε)LC5

(β + 1)Γ(ε)

a∫

a−ε

(a− s)β+ε−1 ds =

=
(1− ε)LC5

(β + 1)(β + ε)Γ(ε + 1)
εβ+1+ε −→ 0 as ε → +0.

Hence lim
ε→+0

D1−ε(τ ◦ x)(t)
∣∣
t=a

= 0. By (3.11) this contradicts (3.12). So,

x′(t) > 0 on (0, b].
The proof of Proposition 3.2 is complete. ¤

We are now in a position to prove Theorem 1.2.

Proof of Theorem 1.2. Let p(t) be the solution of equation (1.5) constructed
in Proposition 2.1. By Proposition 3.2 we know that p(t) is differentiable,
p′(t) > 0 on (0, q], p′ ∈ C(0, q], and p(t) satisfies the asymptotic formula

tm/(m+1)p′(t) = C0 + O(tm/(m+1)) as t → +0

for some constant C0 > 0. Applying Im/(m+1) to the both sides of (1.5), we
get

I1T (p)(t) = B0Γ
( m

m + 1

)
Im/(m+1)p(t) = B0

t∫

0

(t− s)−1/(m+1)p(s) ds.

By the integration by parts, we have

I1T (p)(t) =
(m + 1)B0

m

t∫

0

(t− s)m/(m+1)p′(s) ds

Differentiating this, we conclude that

T (p(t)) = B0

t∫

0

p′(s)
(t− s)1/(m+1)

ds, 0 ≤ t ≤ q (3.13)

holds. Since p′(t) > 0 on (0, q], p = p(t) has the inverse function defined on
[0, R], which we denote by t = F (p). Then F is differentiable on [0, R] and
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satisfies F ′(u) = 1/p′(F (u)). By putting t = F (p) and s = F (v) in (3.13),
we have

T (p) = B0

p∫

0

(F (p)− F (v))−1/(m+1)
dv, 0 ≤ p ≤ R.

This means that F satisfies (1.2). So, the function f given by f(u) =
1/p′(F (u)) on [0, R] gives the solution of integral equation (1.1). This com-
pletes the proof. ¤
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