
Memoirs on Differential Equations and Mathematical Physics
Volume 66, 2015, 1–6

Academician Boris Khvedelidze
(November 7, 1915 – March 27, 1993)

This year we mark the 100-th birthday anniversary of the outstanding
Georgian mathematician, distinguished scientist, Member of the Georgian
National Academy of Sciences, Professor Boris Khvedelidze.

Boris Khvedelidze was born on 7 November 1915 in Chiatura (West Geor-
gia). In 1918 his family resettled in Tbilisi. Father Vladimir Khvedelidze
and mother Olgha Berishvili-Khvedelidze were doctors.

In 1931 Boris Khvedelidze graduated from the pedagogical technicum
(formerly the 9-th labor school). During the school years Boris Khvedelidze
was highly interested in history, philosophy and less in mathematics. Af-
ter graduating from school he wanted to enroll in an engineering faculty,
following the strong advice of his father. But, since he was not from working-
class family, a necessary condition for this was a two years labor experience.
Therefore he worked as a librarian in 1931–1933. Since members of working-
class families had priority to be accepted for a course in engineering, Boris
Khvedelidze enrolled in the Faculty of Physics and Mathematics (with spe-
cialization in mathematics) of the State University, hoping to change later
to the engineering studies. During the first year at the university the profes-
sors Levan Gokieli and Archil Kharadze influenced him to give up the idea
of becoming an engineer and he made his final choice towards mathematic.
Later he decided to study intensively topics of complex analysis, differential
and integral equations, inspired by the lectures of Ilya Vekua.
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After graduating from the Tbilisi State University (TSU) in 1938 with
honor, Boris Khvedelidze enrolled in a PhD course at the Mathematical
Institute of the Georgian Branch of the Academy of Sciences of the Soviet
Union (later Andrea Razmadze Mathematical Institute of the Georgian Na-
tional Academy of Sciences). His mentor was the famous Georgian mathe-
matician Ilya Vekua. He was lucky to witness the emergence of the famous
seminars of Niko Muskhelishvili on Singular Integral Equations, where he
participated very actively during many years. Boris Khvedelidze received
his PhD degree in 1942 with a thesis entitled “The Poincare boundary value
problem for a linear second order elliptic differential equation”.

During the PhD studies, in 1938, Boris Khvedelidze started to teach
mathematics at the Georgian Agricultural Institute as an assistant. From
1939 on he was teaching mathematics at the Tbilisi State University (TSU).
After getting his PhD degree, Boris Khvedelidze was elected as a docent
(associated professor) of TSU until 1951. In 1943-1944 he was Vice Dean
of the Faculty of Physics and Mathematics of TSU.

From 1942 until 1953 he was working as a junior researcher and from
1943 as a senior researcher at the Mathematical Institute. In 1945–1948 he
was the Scientific Secretary of the Institute.

On 26 December 1951, Boris Khvedelidze and his family (spouse and son)
became victims of Stalin’s repression. The family was deported to South
Kazakhstan “for a rough violation of Soviet legality” (the reason behind was
his uncles decision, after participation in the World War II, to stay in France
and not to return to Soviet Union after the war!). All members of families
of close relatives of “traitors” became subject to deportation from Georgia.
Since Boris Khvedelidze was living with his mother in the apartment left
by his father, they fall under this “human” rule of Stalinlaws.

From September 1952 until February 1954 Boris Khvedelidze was teach-
ing mathematics in a zoo-veterinary professional school in a remote village
of South Kazachstan. On December 9, 1953, the Supreme Court of Soviet
Union in Moscow denounced the decision of deportation of the Khvedelidze
family and they were allowed to repatriate. On February 22, 1954, Boris
Khvedelidze returned to Tbilisi and was restored as a senior researcher at
the Mathematical Institute.

In his hand-written autobiography Boris Khvedelidze recalls one episode
of his deportation. The properties of all deported families were subject to
obligatory confiscation. To prevent the worst B. Khvedelidze donated his
father’s rich library to the TSU (the rector at that time was Niko Ketskhov-
eli). Boris Khvedelidze was very thankfulto TSU and, in particular, to Niko
Ketskhoveli that he got back his entire library after repatriation in 1954.

In 1956–1958 and from 1967 on until his last year Boris Khvedelidze was
a professor of TSU. In 1958–1967 he hold one of three chairs in mathematics
at the State Polytechnical Institute (now Technical University of Georgia).

In 1980–1993 Boris Khvedelidze held the Chair of Algebra and Geometry
of Abkhazian State University (Sukhumi).
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In 1957 Boris Khvedelidze defended his habilitation thesis “Linear discon-
tinuous boundary value problems of function theory, singular integral equa-
tions and some of their applications”, which was published in the same year
in the journal “Trudy Tbilisskogo Matematicheskogo Instituta” (Proceed-
ings of A. Razmadze Mathematical Institute), Vol. 23 (1956), pp. 3–158.

From 1954 until his last days Boris Khvedelidze worked at A. Razmadze
Mathematical Institute first as a senior researcher and was elected in 1957
as Head of the Department of Function Theory and Functional Analysis.

The most important part of the scientific heritage of Boris Khvedelidze is,
in our opinion, the theory of singular integral equations (SIEs) in Lebesgue
spaces with exponential weight, where he obtained results similar to those
in the theory of SIEs developed by Niko Muskhelishvili and his disciples in
Hoelder classes with and without weight. This work, which was the core
of his habilitation thesis in 1956, was one of the first, along with papers
of S. Mikhlin, Israel Gohberg and Harold Widon, where methods of func-
tional analysis were widely used in SIEs and its applications.The theorem on
the boundedness of the Cauchy Singular Integral Operator in the Lebesgue
spaces with exponential weight is until nowadays known as the “Khvedelidze
Theorem”.

In 1967 Boris Khvedelidze was elected a corresponding member of the
Georgian Academy of Sciences and in 1983 he became a full member of the
Academy. In the same year he got the distinction of “Honored Scientist”.

From 1962 on, when the Georgian Mathematical Union was refunded, he
became a vice-president of this institution for many years.

His disciples are Givi Khuskivadze (PhD in 1963), Vakhtang Paatashvili
(PhD in 1964), Stefan Toklikishvili (PhD in 1968), Eteri Gordadze (PhD in
1969), Zoia Denisova (PhD in 1973), Elizaveta Ischenko (PhD in 1989).

I consider myself as a disciple of Boris Khvedelidze as well. He was my
mentor during last years at the university, supervised my diploma work,
send me to my PhD mentor Israel Gohberg to Chisineu and after my PhD
in 1968 I worked in his department at A. Razmadze Mathematical Institute
until he passed away in March 1993.

In conclusion it is proper to mention that the present short biography is
based on the extended autobiography written by Boris Khvedelidze himself.

Roland Duduchava
Professor,
Head of the Department of Mathematical Physics of
A. Razmadze Mathematical Institute,
President of the Georgian Mathematical Union
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List of Publications of B. Khvedelidze

(i) Monographs and Memoirs
1. Linear discontinuous boundary problems in the theory of functions, singular integral

equations and some of their applications. (Russian) Akad. Nauk Gruzin. SSR. Trudy
Tbiliss. Mat. Inst. Razmadze 23 (1956), 3–158.

2. The method of Cauchy type integrals in discontinuous boundary value problems
of the theory of holomorphic functions of a complex variable. (Russian) Current
problems in mathematics, Vol. 7 (Russian), pp. 5–162 (errata insert). Akad. Nauk
SSSR Vsesojuz. Inst. Nauchn. i Tehn. Informacii, Moscow, 1975.

(ii) Papers

3. On the Poincare boundary value problem of the logarithmic potential theory. (Rus-
sian) Dokl. Akad. Nauk SSSR 30 (1941), No. 3.

4. On the Poincare boundary value problem of the logarithmic potential theory for
multi-connected domains. (Russian) Soobshch. Akad. Nauk Gzuz. SSR 2 (1941),
No. 7, 571–578.

5. On the Poincare boundary value problem of the logarithmic potential theory. Second
announcement. (Russian) Soobshch. Akad. Nauk Gzuz. SSR 2 (1941), No. 10.

6. Solution of one boundary value problem of the Newton potential theory by the
method of Acad. N. I. Muskhelishvili. (Russian) Trudy Tbiliss. Gos. Univ. 23 (1942),
65–177.

7. On one Riemann linear boundary value problem for a system of analytic functions.
(Russian) Soobshch. Akad. Nauk Gruz. SSR 4 (1943), No. 4, 289–296.

8. Poincare problem for the second order linear differential equation of elliptic type.
(Russian) Trudy Tbiliss. Gos. Univ. 12 (1943).

9. Some properties of improper integrals in the sense of the Cauchy–Lebesgue principal
value. (Russian) Soobshcheniya Akad. Nauk Gruzin. SSR 8 (1947), 283–290.

10. Singular integral equations in improper Cauchy–Lebesgue integrals. (Russian) Soob-
shch. Akad. Nauk Gruz. SSR 8 (1947), No. 7, 424–434.

11. On an inversion formula (with I. N. Kartsivadze). (Russian) Soobshch. Akad. Nauk
Gruz. SSR 10 (1949), 587–591.

12. On Riemann’s problem in the theory of analytic functions and singular integral
equations with kernels of Cauchy type. (Russian) Soobshch. Akad. Nauk Gruz. SSR
12 (1951), 69–76.

13. On the problem of linear conjunction in the theory of analytic functions. (Russian)
Dokl. Akad. Nauk SSSR (N.S.) 76 (1951), 177–180.

14. On linear singular integral equations with a singular kernel of Cauchy type. (Rus-
sian) Dokl. Akad. Nauk SSSR(N.S.) 76 (1951), 367–370.

15. On an integral of Cauchy type (with I. N. Kartsivadze). (Georgian) Akad. Nauk
Gruzin. SSR. Trudy Tbiliss. Mat. Inst. Razmadze 20 (1954), 211–244.

16. On a class of singular integral equations with kernels of Cauchy type. (Russian)
Soobshch. Akad. nauk Gruz. SSR 15 (1954), 401–405.

17. Some composition formulas for singular integrals and their applications to the in-
version of a Cauchy-type integral. (Russian) Soobshch. Akad. Nauk Gruz. SSR 16
(1956), 81–88.

18. On the Riemann–Privalov problem in the theory of analytic functions. (Russian)
Uspekhi Mat. Nauk (N.S.) 10 (1955), no. 3(65), 165–171.

19. On a discontinuous problem of Riemann–Privalov in the theory of analytic functions.
(Russian) Dokl. Akad. Nauk SSSR (N.S.) 102 (1955), 1081–1084.

20. On the discontinuous boundary problem of Riemann–Privalov with coefficients hav-
ing critical pointss. (Russian) Dokl. Akad. Nauk SSSR (N.S.) 111 (1956), 40–43.



Academician Boris Khvedelidze 5

21. Singular integral equations with Cauchy kernels in the class of functions that possess
weighted sums. (Russian) Dokl. Akad. Nauk SSSR (N.S.) 111 (1956), 304–307.

22. On the discontinuous problem of Riemann–Privalov for several unknown functions.
(Russian) Soobshch. Akad. Nauk Gruz. SSR 17 (1956), 865–872.

23. On singular integral equations with Cauchy type kernels in a class of summable with
weight functions. (Russian) Trudy 3-go Vsesojuzn. S’ezda I (1956).

24. On systems of singular integral equations with Cauchy kernels. (Russian) Soobshch.
Akad. Nauk Gruz. SSR 18 (1957), No. 2, 129–136.

25. A remark on my work “Linear discontinuous boundary problems in the theory of
functions, singular integral equations and some of their applications”. (Russian)
Soobshch. Akad. Nauk Gruz. SSR 21 (1958), 129–130.

26. On the Riemann–Privalov problem with continous coefficients (with G. F. Man-
javidze). (Russian) Dokl. Akad. Nauk SSSR 123(1958), 791–796 .

27. The discontinuous Riemann–Privalov problem with given displacement. (Russian)
Soobshch. Akad. Nauk Gruz. SSR 21 (1958), 3850–389.

28. Regularization problem in the theory of integral equations with Cauchy kernel.
(Russian) Dokl. Akad. Nauk SSSR 140 (1961), 66–68.

29. Some notes to the theory of singular equations with a Cauchy type kernel (with
D. F. Kharazov). (Russian) Soobshch. Akad. Nauk Gruz. SSR 28 (1962), 129–135.

30. The Riemann–Privalov boundary-value problem with a piecewise continuous coeffi-
cient. (Russian) Gruzin. Politehn. Inst. Trudy 1962 (1962), No. 1 (81), 11–29.

31. A problem for the linear conjugate and singular integral equations with Cauchy
kernel with continuous coefficients (with G. F. Manjavidze). (Russian) Akad. Nauk
Gruzin. SSR Trudy Tbiliss. Mat. Inst. Razmadze 28 (1962), 85–105.

32. Integrals of Cauchy type and boundary value problems of linear conjugacy. (Rus-
sian) Collection of articles dedicated to the memory of the Balkan mathematicians
Constantin Carathéodory, Josip Plemelj, Dimitrie Pompeiu and Gheorghe Ṭiṭeica
in connection with the first centenary of their birth (Proc. Internat. Conf. Integral,
Differential and Functional Equations (Bled, 1973) in connection with the first
centenary of the birth of Josip Plemelj) 3 (1973), 134–144.

33. A certain singular integral operator (with E. G. Gordadze). (Russian) Soobshch.
Akad. Nauk Gruz. SSR 71 (1973), No. 1, 33–36.

34. A Cauchyjevih integralih in o robnih nalogah linearnega kanjugiranja. (Yugoslavia)
Obzornik za Math. in fiz., Ljubljana 20 (1973), No. 5.

35. Singular integral operators, and the regularization problem (with E. G. Gordadze).
(Russian) Collection of articles on the theory of functions, Vol. 7. Sakharth. SSR
Mecn. Akad. Math. Inst. Šrom. 53 (1976), 15–37.

36. On singular integral operators (with E. G. Gordadze). Function theoretic methods
in differential equations, pp. 132–157. Res. Notes in Math., No. 8, Pitman, London,
1976.

37. The problem of linear conjugacy and of characteristic singular integral equations.
(Russian) Complex analysis and its applications (Russian), pp. 577–585, 671,
“Nauka”, Moscow, 1978.

38. A discontinuous problem of linear conjugation with a piecewise-continuous coeffi-
cient. (Russian) Soobshch. Akad. Nauk Gruz. SSR 97 (1980), No. 3, 529–532.

39. A discontinuous boundary value problem of linear conjugacy with piecewise-
continuous coefficient (with E. V. Ishchenko). (Russian) Trudy Tbiliss. Mat. Inst.
Razmadze Akad. Nauk Gruzin. SSR 69 (1982), 108–128.

Textbooks

40. Course of Mathematical analysis, I (with A. K. Kharadze, V. G. Chelidze and I. N.
Kartsivadze). (Georgian) Izd-vo Tbiliss. Univ., Tbilisi, 1963.
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41. Course of Mathematical analysis, II (with A. K. Kharadze, V. G. Chelidze and I.
N. Kartsivadze). (Georgian) Izd-vo Tbiliss. Univ., Tbilisi, 1968.

Other Publications
42. Boundary value problems of the theory of analytic functions of a complex vari-

able (with F. D. Gakhov). (Russian) in: Mathematics in the USSR over 40 years:
1917–1957, vol. I, 498–510; Fizmatgiz, Moscow, 1959.

43. Boundary properties and boundary value problems (with A. G. Jvarsheishvili). His-
tory of our mathematics 4 (1970), Book I, 211–253.

44. One-dimensional singular integral equations (with G. F. Manjavidze). History of
our mathematics 4 (1970), Book I, 774–785.

45. Some classes of integral equations (with G. F. Manjavidze). History of our mathe-
matics 4 (1970), Book I, 797–799.

46. David Fomich Kharazov (with G. Ja. Areshkin, V. P. Il’in, B. V.; Chogoshvili, G.
S. David Fomich Harazov). Uspekhi Mat. Nauk 30 (1975), No. 6(186), 153–157 (1
plate).

47. Fedor Dmitrievich Gakhov (on the occasion of his seventieth birthday) (with G. S.
Litvinchuk, L. G. Mihaílov, Ju. I. Cherskií). Unpekhi Mat. Nauk 31 (1976), No. 4,
289–297. (1 plate).

48. Nikolai Ivanovich Muskhelishvili (with A. V. Bitsadze). Ser. “Georgian Mathemati-
cians”, 1980.

49. Fedor Dmitrievich Gahov (with N. P. Vekua, G. S. Litvinchuk, S. M. Nikol’skiǐ, V.
S. Rogožin, S. G. Samko, I. B. Simonenko, Ju. I. Cherskií). (Russian) Uspekhi Mat.
Nauk 36 (1981), no. 1(217), 193–194.

50. Integral equations (with M. I. Imanaliev, T. G. Gegeliya, A. A. Babaev, A. I. Bo-
tashev). (Russian) Differentsial’nye Uravneniya 18 (1982), no. 12, 2050–2069.

51. Kalandia Apollon Iosifovich (with A. V. Bitsadze, N. P. Vekua, A. Yu. Ishlinskií, L.
I. Sedov). Uspekhi Mat. Nauk 37 (1982), No. 2, 175–178.

52. Il’ya Nestorovich Vekua (a brief survey of his scientific and social activity). (Russian)
Trudy Tbiliss. Univ. 232/233 (1982), 6–22.

53. A survey on I. N. Muskhelishvili’s scientific heritage (with G. F. Manjavidze). Acad.
Sciences of Georgian Republic, A. Razmadze Math. Inst., Tbilisi, 1991, 1–45.

Articles in Mathematical Encyclopaedia
(Izd-vo “Sovetskaja Ensiklopedia”)

54. Hilbert transforms. Vol. I, 1977.
55. Hilbert theory of integral equations. Vol. II, 1979.
56. Integral equation. Vol. II, 1979.
57. Integral equation with a singular kernel. Vol. II, 1979.
58. Integral equation of convolution type. Vol. II, 1979.
59. Integral operator. Vol. II, 1979.
60. Neumann series. Vol. III, 1982.
61. Nekrasova Integral equation. Vol. III, 1982.
62. Nonlinear integral equation. Vol. III, 1982.
63. Noetherian integral equation. Vol. III, 1982.
64. Non-Fredholm integral equation. Vol. III, 1982.
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Abstract. We present a detailed study of structural properties for cer-
tain algebraic operators generated by the Fourier transform and a reflec-
tion. First, we focus on the determination of the characteristic polynomials
of such algebraic operators, which, e.g., exhibit structural differences when
compared with those of the Fourier transform. Then, this leads us to the
conditions that allow one to identify the spectrum, eigenfunctions, and the
invertibility of this class of operators. A Parseval type identity is also ob-
tained, as well as the solvability of integral equations generated by those
operators. Moreover, new convolutions are generated and introduced for
the operators under consideration.

2010 Mathematics Subject Classification. 42B10, 43A3, 44A20,
47A05.

Key words and phrases. Characteristic polynomials, Fourier trans-
form, reflection, algebraic integral operators, invertibility, spectrum, integ-
ral equation, Parseval identity, convolution.

ÒÄÆÉÖÌÄ. ÜÅÄÍ ßÀÒÌÏÂÉÃÂÄÍÈ ×ÖÒÉÄÓ ÂÀÒÃÀØÌÍÉÈÀ ÃÀ ÀÒÄÊÅËÉÓ
ÏÐÄÒÀÔÏÒÄÁÉÈ ßÀÒÌÏØÍÉËÉ ÆÏÂÉÄÒÈÉ ÀËÂÄÁÒÖËÉ ÏÐÄÒÀÔÏÒÉÓ
ÓÔÒÖØÔÖÒÖËÉ ÈÅÉÓÄÁÄÁÉÓ ÃÄÔÀËÖÒ ÊÅËÄÅÀÓ. ÐÉÒÅÄË ÒÉÂÛÉ, ÚÖ-
ÒÀÃÙÄÁÀ ÂÀÌÀáÅÉËÄÁÖËÉÀ ÀÓÄÈÉ ÀËÂÄÁÒÖËÉ ÏÐÄÒÀÔÏÒÄÁÉÓÈÅÉÓ ÌÀ-
áÀÓÉÀÈÄÁÄËÉ ÐÏËÉÍÏÌÄÁÉÓ ÂÀÍÓÀÆÙÅÒÀÆÄ, ÒÏÌÄËÉÝ ÃÀÂÅÀÍÀáÄÁÓ
ÓÔÒÖØÔÖÒÖË ÂÀÍÓáÅÀÅÄÁÄÁÓ ×ÖÒÉÄÓ ÂÀÒÃÀØÌÍÀÓÈÀÍ ÛÄÃÀÒÄÁÉÈ.
ÀÌÀÓ ÌÉÅÚÀÅÀÒÈ ÐÉÒÏÁÄÁÈÀÍ, ÒÏÌËÄÁÉÝ ÓÀÛÖÀËÄÁÀÓ ÌÏÂÅÝÄÌÓ ÌÏÅÀá-
ÃÉÍÏÈ ÓÐÄØÔÒÉÓ, ÓÀÊÖÈÒÉÅÉ ×ÖÍÝÉÄÁÉÓÀ ÃÀ ÀÌ ÊËÀÓÛÉ ÛÄÁÒÖÍÄÁÀÃÉ
ÏÐÄÒÀÔÏÒÄÁÉÓ ÉÃÄÍÔÉ×ÉÝÉÒÄÁÀ. ÌÉÙÄÁÖËÉÀ ÐÀÒÓÄÅÀËÉÓ ÔÉÐÉÓ ÉÂÉ-
ÅÄÏÁÀ ÃÀ ÛÄÓßÀÅËÉËÉÀ ÀÌ ÏÐÄÒÀÔÏÒÄÁÉÈ ßÀÒÌÏØÌÍÉËÉ ÉÍÔÄÂÒÀËÖ-
ÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÀÌÏáÓÍÀÃÏÁÀ. ÂÀÍáÉËÖËÉ ÏÐÄÒÀÔÏÒÄÁÉÓÈÅÉÓ
ÛÄÌÏÔÀÍÉËÉÀ ÀáÀËÉ ÍÀáÅÄÅÉÓ ÏÐÄÒÀÔÏÒÉÓ ÝÍÄÁÀ.
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1. Introduction

In several types of mathematical applications it is useful to apply more
than once the Fourier transformation (or its inverse) to the same object, as
well as to use algebraic combinations of the Fourier transform. This is the
case e.g. in wave diffraction problems which – although being initially mod-
eled as boundary value problems – can be translated into single equations
by applying operator theoretical methods and convenient operators upon
the use of algebraic combinations of the Fourier transform (cf. [8–10]). Ad-
ditionally, in such processes it is also useful to construct relations between
convolution type operators [7], generated by the Fourier transform, and
some simpler operators like the reflection operator; cf. [5, 6, 11, 21]. Some
of the most known and studied classes of this type of operators are the
Wiener–Hopf plus Hankel and Toeplitz plus Hankel operators.

It is also well-known that several of the most important integral trans-
forms are involutions when considered in appropriate spaces. For instance,
the Hankel transform J , the Cauchy singular integral operator S on a
closed curve, and the Hartley transforms (typically denoted by H1 and H2,
see [2–4,17]) are involutions of order 2. Moreover, the Fourier transform F
and the Hilbert transform H are involutions of order 4 (i.e. H4 = I, in this
case simply because H is an anti-involution in the sense that H2 = −I).

Those involution operators possess several significant properties that are
useful for solving problems which are somehow characterized by those oper-
ators, as well as several kinds of integral equations, and ordinary and partial
differential equations with transformed argument (see [1, 15, 16, 18, 20, 22–
26]).

Let W : L2(Rn) → L2(Rn) be the reflection operator defined by
(Wφ)(x) := φ(−x),

and let now ⟨ · , · ⟩L2(Rn) denote the usual inner product in L2(Rn). More-
over, let F denote the Fourier integral operator given by

(Ff)(x) :=
1

(2π)
n
2

∫
Rn

e−i⟨x,y⟩f(y) dy.

In view of the above-mentioned interest, in the present work we propose
a detailed study of some of the fundamental properties of the following
operator, generated by the operators I (identity operator), F and W :

T := aI + bF + cW : L2(Rn) → L2(Rn), (1.1)
where a, b, c ∈ C. In very general terms, we can consider the operator T as
a Fourier integral operator with reflection which allows to consider similar
operators to the Cauchy integral operator with reflection (see [12–14, 19]
and the references therein). Anyway, it is also well-known that F 2 = W .
In this paper, the operator T , together with its properties, can be seen as a
starting point to further studies of the Fourier integral operators with more
general shifts that will be addressed in the forthcoming papers.
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The paper is organized as follows. In the next section, we will justify
that T is an algebraic operator and we will deduce their characteristic poly-
nomials for distinct cases of the parameters a, b and c. Then, the conditions
that allow to identify the spectrum, eigenfunctions, and the invertibility of
the operator are obtained. Moreover, Parseval type identities are derived,
and the solvability of integral equations generated by those operators is
described. In addition, new operations for the operators under considera-
tion are introduced such that they satisfy the corresponding property of the
classical convolution.

2. Characteristic Polynomials

In order to have some global view on corresponding linear operators, we
start by recalling the concept of algebraic operators.

An operator L defined on the linear space X is said to be algebraic if
there exists a non-zero polynomial P (t), with variable t and coefficients in
the complex field C, such that P (L) = 0. Moreover, the algebraic operator
L is said be of order N if P (L) = 0 for a polynomial P (t) of degree N , and
Q(L) ̸= 0 for any polynomial Q of degree less than N . In such a case, P
is said to be the characteristic polynomial of L (and its roots are called the
characteristic roots of L). As an example, for the operators J , S, H1, H2

and H, mentioned in the previous section, we may directly identify their
characteristic polynomials in the following corresponding way:

PJ (t) = t2 − 1; PS(t) = t2 − 1;

PH1(t) = t2 − 1; PH2(t) = t2 − 1; PH(t) = t2 + 1.

As above mentioned, it is well-known that the operator F is an involution
of order 4 (thus F 4 = I, where I is the identity operator in L2(Rn)). In other
words, F is an algebraic operator which has a characteristic polynomial
given by PF (t) = t4 − 1. Such polynomial has obviously the following four
characteristic roots: 1, −i, −1, i.

We will consider the following four projectors correspondingly generated
with the help of F :

P0 =
1

4
(I + F + F 2 + F 3),

P1 =
1

4
(I + iF − F 2 − iF 3),

P2 =
1

4
(I − F + F 2 − F 3),

P3 =
1

4
(I − iF − F 2 + iF 3),
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and that satisfy the identities
PjPk = δjkPk for j, k = 0, 1, 2, 3,

P0 + P1 + P2 + P3 = I,

F = P0 − iP1 − P2 + iP3,

(2.1)

where

δjk =

{
0, if j ̸= k,

1, if j = k.

Moreover, we have

F 2 = P0 − P1 + P2 − P3, (2.2)
F 4 = P0 + P1 + P2 + P3 = I. (2.3)

It is also clear that

αP0 + βP1 + γP2 + δP3 = 0

if and only if
α = β = γ = δ = 0.

Having in mind this property, in the sequel, for denoting the operator

A = αP0 + βP1 + γP2 + δP3,

we will use the notation (α;β; γ; δ) = A.
Obviously, An = (αn;βn; γn; δn), for every n ∈ N, where we admit that

A0 = I.

Theorem 2.1. Let us consider the operator

T = aI + bF + cW, a, b, c ∈ C. (2.4)

The characteristic polynomial of this T is:
(i)

PT (t) = t2 − 2at+ (a2 − c2) (2.5)
if and only if

b = 0 and c ̸= 0; (2.6)
(ii)

PT (t) = t3 −
[
(3a+ c) + ib

]
t2 +

[
3(a2 − c2) + 2a(c+ ib)

]
t

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
(2.7)

if and only if

bc ̸= 0 and
(
c =

b

2
(1− i) or c = − b

2
(1 + i)

)
; (2.8)
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(iii)

PT (t) = t3 +
[
− (3a+ c) + ib

]
t2 +

[
3(a2 − c2) + 2a(c− ib)

]
t

+
[
− a3 + ia2b− a2c− 3b2c+ 3ac2 − ibc2 + c3

]
(2.9)

if and only if

bc ̸= 0 and
(
c =

b

2
(1 + i) or c = − b

2
(1− i)

)
; (2.10)

(iv)

PT (t) = t4 − 4at3 + (6a2 − 2c2)t2 + (−4a3 − 4b2c+ 4ac2)t

+ (a2 − c2)2 + b2(4ac− b2) (2.11)

if and only if 

c ̸= b

2
(1− i),

c ̸= − b

2
(1 + i),

c ̸= b

2
(1 + i),

c ̸= − b

2
(1− i)

(2.12)

and b ̸= 0.

Proof. We can write the operator T in the following form:

T = a(P0 + P1 + P2 + P3) + b(P0 − iP1 − P2 + iP3)

+ c(P0 − P1 + P2 − P3)

= (a+ c+ b)P0 + (a− c− ib)P1

+ (a+ c− b)P2 + (a− c+ ib)P3

= (a+ c+ b; a− c− ib; a+ c− b; a− c+ ib). (2.13)

In order to determine the characteristic polynomial of the operator T , for
each one of the cases, we may begin by considering a polynomial of order
2, that is, PT (t) = t2 + mt + n. In fact, a polynomial of order 1 is the
characteristic polynomial of the operator T if and only if b = 0 and c = 0,
but in this case, we obtain the trivial operator T = aI. That PT (t) is the
characteristic polynomial of T if and only if PT (T ) = 0 and if there does
not exist any polynomial Q with deg(Q) < 2 such that Q(T ) = 0.

Moreover, the condition PT (T ) = 0 is equivalent to
(a+ c+ b)2 +m(a+ c+ b) + n = 0,

(a− c− ib)2 +m(a− c− ib) + n = 0,

(a+ c− b)2 +m(a+ c− b) + n = 0,

(a− c+ ib)2 +m(a− c+ ib) + n = 0.
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The solution of this system is b = 0 and c = 0 (but in this case, we obtain
the trivial operator T = aI) or that

b = 0,

c ̸= 0,

m = −2a,

n = a2 − c2.

So, if b = 0 and c ̸= 0, then PT (t) = t2 − 2at + a2 − c2. Indeed, by using
the operator T written in the above form (2.13), it is possible to verify that
PT (T ) = 0:

T 2 − 2aT + (a2 − c2)I

=
(
(a+ c)2; (a− c)2; (a+ c)2; (a− c)2

)
− 2a(a+ c; a− c; a+ c; a− c)

+ (a2 − c2)(1; 1; 1; 1) = (0; 0; 0; 0).

Now, we will prove that there does not exist any polynomial Q with
deg(Q) < 2 such that Q(T ) = 0.

Suppose that there exists a polynomial Q, defined by Q(t) = t+m, that
satisfies Q(T ) = 0. In this case, we would have the following system of
equations: {

(a+ c) +m = 0,

(a− c) +m = 0,

which is equivalent to c = 0, but this is not the case under the conditions
imposed before.

Conversely, assume that PT (t) = t2 − 2at+(a2 − c2) is the characteristic
polynomial of T . Thus, PT (T ) = 0, which is equivalent to

0 = T 2 − 2aT + (a2 − c2)I

=
(
(a+ c)2; (a− c)2; (a+ c)2; (a− c)2

)
− 2a(a+ c; a− c; a+ c; a− c) + (a2 − c2)(1; 1; 1; 1).

This implies that b = 0 and c = 0 (which is the case of the trivial
operator) or that b = 0. So, case (i) is proved.

To obtain the characteristic polynomial for the other cases, we have to
consider polynomials with degree greater than 2. So, let us consider a
polynomial PT (t) = t3+mt2+nt+p and repeat the same procedure. Thus,
PT (T ) = 0 is equivalent to

(a+ c+ b)3 +m(a+ c+ b)2 + n(a+ c+ b) + p = 0,

(a− c− ib)3 +m(a− c− ib)2 + n(a− c− ib) + p = 0,

(a+ c− b)3 +m(a+ c− b)2 + n(a+ c− b) + p = 0,

(a− c+ ib)3 +m(a− c+ ib)2 + n(a− c+ ib) + p = 0.
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This system has as solutions b = 0 and c = 0 (in this case, we obtain the
operator T = aI) or b = 0 and c ̸= 0 (but for this case, the characteristic
polynomial is of order 2 – case (i)) or

b ̸= 0,

c =
b

2
(1− i) or c = − b

2
(1 + i),

m = −
[
(3a+ c) + ib

]
,

n = 3(a2 − c2) + 2a(c+ ib),

p = −a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

or 

b ̸= 0,

c =
b

2
(1 + i) or c = − b

2
(1− i),

m =
[
− (3a+ c) + ib

]
,

n = 3(a2 − c2) + 2a(c− ib),

p = −a3 + ia2b− a2c− 3b2c+ 3ac2 − ibc2 + c3.

So,
• if c = b

2 (1− i) or c = − b
2 (1 + i), then

PT (t) = t3 −
[
(3a+ c) + ib

]
t2 +

[
3(a2 − c2) + 2a(c+ ib)

]
t

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
;

• If c = b
2 (1 + i) or c = − b

2 (1− i), then

PT (t) = t3
[
− (3a+ c) + ib

]
t2 +

[
3(a2 − c2) + 2a(c− ib)

]
t

+
[
− a3 + ia2b− a2c− 3b2c+ 3ac2 − ibc2 + c3

]
.

If we consider the case c = b
2 (1− i), by using the operator T written in

the above form (2.13), we can prove that PT (T ) = 0. Indeed,

T 3 −
[
(3a+ c) + ib

]
T 2 +

[
3(a2 − c2) + 2a(c+ ib)

]
T

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
I

=
(
[a+ c+ b]3; [a− c− ib]3; [a+ c− b]3; [a− c+ ib]3

)
−

[
(3a+ c) + ib

](
[a+ c+ b]2; [a− c− ib]2; [a+ c− b]2; [a− c+ ib]2

)
+

[
3(a2 − c2) + 2a(c+ ib)

]
(a+ c+ b; a− c− ib; a+ c− b; a− c+ ib)

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
(1; 1; 1; 1)

= (0; 0; 0; 0).

Now we will prove that there does not exist any polynomial G with
deg(G) < 3 such that G(T ) = 0.

Suppose that there exists a polynomial G, defined by G(t) = t2+mt+n,
that satisfies G(T ) = 0. In this case, we would have the following system of



On Integral Operators Generated by the Fourier Transform and a Reflection 15

equations: 
(a+ c+ b)2 +m(a+ c+ b) + n = 0,

(a− c− ib)2 +m(a− c− ib) + n = 0,

(a+ c− b)2 +m(a+ c− b) + n = 0,

(a− c+ ib)2 +m(a− c+ ib) + n = 0.

For c = b
2 (1−i), we find that the second and third equations are equivalent.

So, the last system is equivalent to
(a+ c+ b)2 +m(a+ c+ b) + n = 0,

(a− c− ib)2 +m(a− c− ib) + n = 0,

(a− c+ ib)2 +m(a− c+ ib) + n = 0,

which is equivalent to b = 0. This is a contradiction under the initial
conditions of the theorem. In this way, we can say that there does not exist
a polynomial G such that deg(G) < 3 and this fulfills G(T ) = 0.

So, we can conclude that under these conditions,

PT (t) = t3 −
[
(3a+ c) + ib

]
t2 +

[
3(a2 − c2) + 2a(c+ ib)

]
t

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
.

Conversely, suppose that PT (t) is the characteristic polynomial of T . In
this case, we have PT (T ) = 0, which is equivalent to

0 = T 3 −
[
(3a+ c) + ib

]
T 2 +

[
3(a2 − c2) + 2a(c+ ib)

]
T

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
=

(
[a+ c+ b]3; [a− c− ib]3; [a+ c− b]3; [a− c+ ib]3

)
−
[
(3a+ c)+ ib

](
[a+ c+ b]2; [a−c−ib]2; [a+ c− b]2; [a− c+ ib]2

)
+
[
3(a2−c2)+2a(c+ib)

]
(a+ c+ b; a− c− ib; a+ c− b; a− c+ ib)

+
[
− a3 − ia2b− a2c− 3b2c+ 3ac2 + ibc2 + c3

]
(1; 1; 1; 1).

This implies that b = 0 (which is the case (i)), c = b
2 (1−i) or c = − b

2 (1+i).
The remaining conditions in (2.8) and (2.10) can be proved in a similar

way.
If 

c ̸= b

2
(1− i),

c ̸= − b

2
(1 + i),

c ̸= b

2
(1 + i),

c ̸= − b

2
(1− i),

then (2.7) and (2.9) are not anymore characteristic polynomials of T .
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Additionally, if we consider a polynomial PT (t) = t4+mt3+nt2+pt+ q,
such that PT (T ) = 0, we obtain the following system of equations:

(a+ c+ b)4 +m(a+ c+ b)3 + n(a+ c+ b)2 + p(a+ c+ b) + q = 0,

(a− c− ib)4 +m(a− c− ib)3 + n(a− c− ib)2 + p(a+ c+ b) + q = 0,

(a+ c− b)4 +m(a+ c− b)3 + n(a+ c− b)2 + p(a+ c+ b) + q = 0,

(a− c+ ib)4 +m(a− c+ ib)3 + n(a− c+ ib)2 + p(a+ c+ b) + q = 0.

This is equivalent to b = c = 0 (which is the trivial case T = aI) or to
b = 0 and c ̸= 0 (which is the case (i)) or to the cases (ii) and (iii) or

b ̸= 0,

m = −4a,

n = 6a2 − 2c2,

p = −4a3 − 4b2c+ 4ac2,

q = (a2 − c2) + b2(4ac− b2).

In this case, we can say that if b ̸= 0 and if (2.12) holds, then

PT (t) = t4 − 4at3 + (6a2 − 2c2)t2 + (−4a3 − 4b2c+ 4ac2)t

+ (a2 − c2)2 + b2(4ac− b2).

On the other hand, with the use of operator T (written as in (2.13)), we
can directly prove that PT (T ) = 0. Indeed,

T 4 − 4aT 3 + (6a2 − 2c2)T 2 + (−4a3 − 4b2c+ 4ac2)T

+
[
(a2 − c2)2 + b2(4ac− b2)

]
I

=
(
[a+ c+ b]4; [a− c− ib]4; [a+ c− b]4; [a− c+ ib]4

)
− 4a

(
[a+ c+ b]3; [a− c− ib]3; [a+ c− b]3; [a− c+ ib]3

)
+ (6a2 − 2c2)

(
[a+ c+ b]2; [a− c− ib]2; [a+ c− b]2; [a− c+ ib]2

)
+ (−4a3 − 4b2c+ 4ac2)(a+ c+ b; a− c− ib; a+ c− b; a− c+ ib)

+
[
(a2 − c2)2 + b2(4ac− b2)

]
(1; 1; 1; 1) = (0; 0; 0; 0).

Now, we will prove that there does not exist any polynomial G with
deg(G) < 4 that satisfies G(T ) = 0 under these conditions. Towards this
end, suppose that there exists a polynomial G, defined by G(t) = t3+mt2+
nt + p, that satisfies G(T ) = 0. In this case, we would have the following
system of equations:

(a+ c+ b)3 +m(a+ c+ b)2 + n(a+ c+ b) + p = 0,

(a− c− ib)3 +m(a− c− ib)2 + n(a− c− ib) + p = 0,

(a+ c− b)3 +m(a+ c− b)2 + n(a+ c− b) + p = 0,

(a− c+ ib)3 +m(a− c+ ib)2 + n(a− c+ ib) + p = 0,
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which is equivalent to b = 0 or c = b
2 (1− i) or c = − b

2 (1+ i) or c = b
2 (1+ i)

or c = − b
2 (1− i).

This is a contradiction under the conditions of part (iii) of the Theorem.
In this way, we can say that there does not exist a polynomial G with
deg(G) < 4 that satisfies G(T ) = 0.

So, we can conclude that under these conditions

PT (t) = t4 − 4at3 + (6a2 − 2c2)t2 + (−4a3 − 4b2c+ 4ac2)t

+ (a2 − c2)2 + b2(4ac− b2).

Conversely, suppose that PT (t) is the characteristic polynomial of T .
Consequently, we have PT (T ) = 0, which is equivalent to

0 = T 4 − 4aT 3 + (6a2 − 2c2)T 2 + (−4a3 − 4b2c+ 4ac2)T

+ (a2 − c2)2 + b2(4ac− b2)

=
(
[a+ c+ b]4; [a− c− ib]4; [a+ c− b]4; [a− c+ ib]4

)
− 4a

(
[a+ c+ b]3; [a− c− ib]3; [a+ c− b]3; [a− c+ ib]3

)
+ (6a2 − 2c2)

(
[a+ c+ b]2; [a− c− ib]2; [a+ c− b]2; [a− c+ ib]2

)
+ (−4a3 − 4b2c+ 4ac2)(a+ c+ b; a− c− ib; a+ c− b; a− c+ ib)

+
[
(a2 − c2)2 + b2(4ac− b2)

]
(1; 1; 1; 1).

This condition is universal, and hence this case is proved. �

3. Invertibility, Spectrum and Integral Equations

We will now investigate the operator T in view of invertibility, spectrum,
convolutions and associated integral equations. This will be done in the
next subsections, by separating different cases of the parameters a, b and
c, due to their corresponding different nature. The case of b = 0 and c ̸= 0
is here omitted simply because this is the easiest case (in the sense that for
this case we even do not have an integral structure: T is just a combination
of the reflection and the identity operators).

3.1. Case b ̸= 0 and c = b
2 (1 − i). In this subsection we will concentrate

on the properties of the operator T = aI + bF + cW , a, b, c ∈ C, b, c ̸= 0, in
the special case of c = b

2 (1− i) (whose importance is justified by the results
of Section 2).

If we consider the following characteristic polynomial:

PT (t) = t3 −
[
(3a+ c) + ib

]
t2 +

[
3a2 + 2ib(a+ c) + 2ac− (b2 + c2)

]
t

+
[
− a3− ia2b+ ab2+ ib3− a2c−2iabc− b2c+ ac2− ibc2+ c3

]
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and if c := b
2 (1− i), we obtain that this polynomial is equivalent to

PT (t) = t3 −
[
3a+

b

2
(1 + i)

]
t2 +

[
3a2 + ab(1 + i) +

3

2
ib2

]
t

+
[
− a3 − 1

2
a2b(1 + i)− 3

2
iab2 − 5

4
b3(1− i)

]
.

3.1.1. Invertibility and spectrum. We will now present a characterization for
the invertibility and the spectrum of the present T .

Theorem 3.1. The operator T (with c = b
2 (1− i)) is an invertible operator

if and only if

a+
(3
2
− i

2

)
b ̸= 0, a−

(1
2
+

i

2

)
b ̸= 0 and a−

(1
2
− 3i

2

)
b ̸= 0. (3.1)

In this case, the inverse operator is defined by

T−1 =
1

a3 + 1
2 a

2b(1 + i) + 3
2 iab

2 + 5
4 b

3(1− i)

×
[
T 2 −

(
3a+

b

2
(1 + i)

)
T +

(
3a2 + ab(1 + i) +

3

2
ib2

)
I

]
. (3.2)

Proof. Suppose that the operator T is invertible. Choosing the Hermite
functions φk, we have:

• for |k| ≡ 0 (mod 4), (Tφk)(x) = (a+ 3
2 b−

i
2 b)φk(x), which implies

that a+ ( 32 − i
2 )b ̸= 0;

• for |k| ≡ 1, 2 (mod 4), (Tφk)(x) = (a− b
2 − i

2b)φk(x). So, a− ( 12 +
i
2 )b ̸= 0;

• for |k| ≡ 3 (mod 4), (Tφk)(x) = (a− b
2 + 3i

2 b)φk(x), which implies
that a− ( 12 − 3i

2 )b ̸= 0.
Summarizing, we have:

(
Tφk

)
(x) =



(
a+

(3
2
− i

2

)
b
)
φk(x) if |k| ≡ 0 (mod 4),(

a−
(1
2
+

i

2

)
b
)
φk(x) if |k| ≡ 1, 2 (mod 4),(

a−
(1
2
− 3i

2

)
b
)
φk(x) if |k| ≡ 3 (mod 4).

(3.3)

Conversely, suppose that we have (3.1). This implies that

a3 +
1

2
a2b(1 + i) +

3

2
iab2 +

5

4
b3(1− i) ̸= 0.

Hence, it is possible to consider the operator defined in (3.2) and, by a
straightforward computation, verify that this is, indeed, the inverse of T . �
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Remark 3.2.
(1) It is not difficult to see that

t1 := a+
(3
2
− i

2

)
b, t2 := a−

(1
2
+

i

2

)
b, t3 := a−

(1
2
− 3i

2

)
b

are the roots of the polynomial PT (t). Consequently, t1, t2, t3 are
the characteristic roots of PT (t).

(2) T is not a unitary operator, unless b = 0 and a = eiα, α ∈ R, which
is a somehow trivial case and is not under the conditions we have
here imposed to this operator.

Figure 1. The spectrum of the operator T for different
values of the parameters a and b.

Theorem 3.3. The spectrum of the operator T is given by

σ(T ) =

{
a+

(3
2
− i

2

)
b, a−

(1
2
+

i

2

)
b, a−

(1
2
− 3i

2

)
b

}
(see Figure 1).
Proof. For any λ ∈ C, we have

t3 −
[
3a+

b

2
(1 + i)

]
t2 +

[
3a2 + ab(1 + i) +

3

2
ib2

]
t

+
[
− a3 − 1

2
a2b(1 + i)− 3

2
iab2 − 5

4
b3(1− i)

]
= (t− λ)

[
t2 +

(
λ− 3a− b

2
(1 + i)

)
t

+
(
λ2 − 3aλ− b

2
(1 + i) + 3a2 + ab(1 + i) +

3

2
ib2

)]
+ PT (λ).
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Suppose that

λ ̸∈
{
a+

(3
2
− i

2

)
b, a−

(1
2
+

i

2

)
b, a−

(1
2
− 3i

2

)
b

}
.

This implies that

PT (λ) = λ3 −
[
3a+

b

2
(1 + i)

]
λ2 +

[
3a2 + ab(1 + i) +

3

2
ib2

]
λ

+
[
− a3 − 1

2
a2b(1 + i)− 3

2
iab2 − 5

4
b3(1− i)

]
̸= 0.

Then the operator T −λI is invertible, and its inverse operator is defined by

(T − λI)−1 =− 1

PT (λ)

[
T 2 +

(
λ− 3a− b

2
(1 + i)

)
T

+
(
λ2 − 3aλ− b

2
(1 + i) + 3a2 + ab(1 + i) +

3

2
ib2

)
I

]
.

So, we have proved that if T − λI is not invertible, then λ ∈ σ(T ).
Conversely, if we choose λ = t1, we obtain:[
T −

(
a+

(3
2
− i

2

)
b
)
I

][
T 2 + (−2a+ b(1− i))T

+
(
a2 − ab

2
(1− 3i) + 2b2 − b

2
(1 + i)

)
I

]
= −PT (λ)I.

As λ = a+( 32 −
i
2 )b, then PT (λ) = 0. So, if T − (a+( 32 −

i
2 )b)I is invertible,

then

T 2 +
(
− 2a+ b(1− i)

)
T +

(
a2 − ab

2
(1− 3i) + 2b2 − b

2
(1 + i)

)
I = 0,

which implies that b = 0 and this is a contradiction. So, T − (a+( 32 −
i
2 )b)I

is not invertible.
The same procedure can be repeated for λ = t2, t3, in which cases we

obtain the same desired conclusion. �

Thanks to the identity (3.3), we obtain three types of eigenfunctions of T ,
represented as follows:

ΦI(x) =

K∑
|k|=0 (mod 4)

αkφk(x), k ∈ C, (3.4)

ΦII(x) =

K∑
|k|=1,2 (mod 4)

αkφk(x), k ∈ C, (3.5)

ΦIII(x) =

K∑
|k|=3 (mod 4)

αkφk(x), k ∈ C. (3.6)
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3.1.2. Parseval type identity.

Theorem 3.4. A Parseval type identity for T is given by

⟨Tf, Tg⟩L2(Rn) =
[
|a|2 + 3

2
|b|2

]
⟨f, g⟩L2(Rn) + 2ℜ{ab}⟨f, Fg⟩L2(Rn)

+ ℜ
{
b(1− i)a

}
⟨f,Wg⟩L2(Rn) + |b|2⟨f, F−1g⟩L2(Rn), (3.7)

for any f, g ∈ L2(Rn).

Proof. For any f, g ∈ L2(Rn), it is straightforward to verify the following
identities:

⟨Wf,Wg⟩L2(Rn) = ⟨f, g⟩L2(Rn), (3.8)
⟨f,Wg⟩L2(Rn) = ⟨Wf, g⟩L2(Rn). (3.9)

If we have in mind (3.8)–(3.9) and as well that for any f, g ∈ L2(Rn):

⟨Wf,Fg⟩L2(Rn) = ⟨f, F−1g⟩L2(Rn),

⟨Ff,Wg⟩L2(Rn) = ⟨f, F−1g⟩L2(Rn),

⟨Ff, Fg⟩L2(Rn) = ⟨f, g⟩L2(Rn),

⟨Ff, g⟩L2(Rn) = ⟨f, Fg⟩L2(Rn),

(3.10)

then (3.7) directly appears by using (1.1). �

3.1.3. Integral equations generated by T . Now we will consider the operator
equation, generated by the operator T (on L2(Rn)), of the following form

mφ+ nTφ+ pT 2φ = f, (3.11)

where m,n, p ∈ C are given, |m|+ |n|+ |p| ̸= 0, and f is predetermined.
As we proved previously, the polynomial PT (t) has the single roots t1 =

a+( 32−
i
2 )b, t2 = a−( 12+

i
2 )b and t3 = a−( 12−

3i
2 )b. The projectors induced

by T , in the sense of the Lagrange interpolation formula, are given by

P1 =
(T − t2I)(T − t3I)

(t1 − t2)(t1 − t3)
=

T 2 − (t2 + t3)T + t2t3
(t1 − t2)(t1 − t3)

, (3.12)

P2 =
(T − t1I)(T − t3I)

(t2 − t1)(t2 − t3)
=

T 2 − (t1 + t3)T + t1t3
(t2 − t1)(t2 − t3)

, (3.13)

P3 =
(T − t1I)(T − t2I)

(t3 − t1)(t3 − t2)
=

T 2 − (t1 + t2)T + t1t2
(t3 − t1)(t3 − t2)

. (3.14)

Then we have

PjPk = δjkPk, T ℓ = tℓ1P1 + tℓ2P2 + tℓ3P3, (3.15)

for any j, k = 1, 2, 3, and ℓ = 0, 1, 2. The equation (3.11) is equivalent to
the equation

a1P1φ+ a2P2φ+ a3P3φ = f, (3.16)
where aj = m+ ntj + pt2j , j = 1, 2, 3.
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Theorem 3.5.
(i) The equation (3.11) has a unique solution for every f if and only if

a1a2a3 ̸= 0. In this case, the solution of (3.11) is given by

φ = a−1
1 P1f + a−1

2 P2f + a−1
3 P3f. (3.17)

(ii) If aj = 0, for some j = 1, 2, 3, then the equation (3.11) has a
solution if and only if Pjf = 0. If this condition is satisfied, then
the equation (3.11) has an infinite number of solutions given by

φ =
∑
j≤3
aj ̸=0

a−1
j Pjf + z, where z ∈ ker

( ∑
j≤3
aj ̸=0

Pj

)
. (3.18)

Proof. Suppose that the equation (3.11) has a solution φ ∈ L2(Rn). Ap-
plying Pj to both sides of the equation (3.16), we obtain a system of three
equations:

ajPjφ = Pjf, j = 1, 2, 3.

In this way, if a1a2a3 ̸= 0, then we have the following system of equations:
P1φ = a−1

1 P1f,

P2φ = a−1
2 P2f,

P3φ = a−1
3 P3f.

(3.19)

Using the identity
P1 + P2 + P3 = I,

we obtain (3.17). Conversely, we can verify that φ fulfills (3.16).
If a1a2a3 = 0, then aj = 0, for some j ∈ {1, 2, 3}. Therefore, it follows

that Pjf = 0. Then, we have∑
j≤3
aj ̸=0

Pjφ =
∑
j≤3
aj ̸=0

a−1
j Pjf.

Using the fact that PjPk = δjkPk, we get( ∑
j≤3
aj ̸=0

Pj

)
φ =

( ∑
j≤3
aj ̸=0

Pj

)[ ∑
j≤3
aj ̸=0

a−1
j Pjf

]

or, equivalently, ( ∑
j≤3
aj ̸=0

Pj

)[
φ−

∑
j≤3
aj ̸=0

a−1
j Pjf

]
= 0.

Therefore, we can obtain the solution (3.18).
Conversely, we can verify that φ fulfills (3.16). As the Hermite functions

are the eigenfunctions of T , we can say that the cardinality of all functions
φ in (3.18) is infinite. �
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3.1.4. Convolution. In this subsection we will focus on obtaining a new
convolution T∗ for the operator T . We will perform it for the case b ̸= 0 and
c = b

2 (1 − i), although the same procedure can be implemented for other
cases of the parameters.

This means that we are identifying the operations that have a correspon-
dent multiplication property for the operator T as the usual convolution has
for the Fourier transform (Tf)(Tg) = T (f

T∗ g).

Theorem 3.6. For the operator T = aI + bF + cW , with a, b, c ∈ C, b ̸= 0
and c = b

2 (1− i), and f, g ∈ L2(Rn), we have the following convolution:

f
T∗ g =C

[
A1fg +A2(Wf)(Wg) +A3(f Wg + gWf)

+A4(f Fg + g Ff) +A5

(
(Wf)(F−1g) + (F−1f)(Wg)

)
+A6

(
(Wf)(Fg) + (Ff)(Wg)

)
+A7(g F

−1f + f F−1g)

+A8((Ff)(Fg)) +A9

(
(F−1f)(F−1g)

)
+A10(F (fg))

+A11

(
F (f Wg) + F (gWf)

)
+A12(F

−1(fg))

+A13

(
F (f Fg) + F (g Ff)

)
+A14

(
F−1(f Fg) + F−1(g Ff)

)
+A15

(
F ((Ff)(Wg)) + F ((Wf)(Fg))

)
+A16

(
F−1((Ff)(Wg)) + F−1((Wf)(Fg))

)
+A17F ((Ff)(Fg)) +A18F

−1((Ff)(Fg))
]
, (3.20)

where

C =
1

a3 + 1
2 a

2b(1 + i) + 3
2 iab

2 + 5
4 b

3(1− i)
,

A1 = a4 +
a3b

2
(1 + i) + ia2b2 +

ab3

4
(1 + i) +

ib4

4
,

A2 = −a2b2

2
(1 + i)− ab3

2
(1− i) +

b4

2
− a3b

2
(1− i),

A3 =
a3b

2
(1 + i) +

a2b2

2
(1 + i) +

ab3

2
(1 + i)− ab3

4
(1− i),

A4 = a3b+
a2b2

2
(1 + i) + iab3, A5 = −a2b2

2
(1− i)− ab3

2
,

A6 =
a2b2

2
(1− i) +

ab3

2
+

b4

2
(1 + i), A7 = i

ab3

2
− b4

4
(1− i),

A8 = a2b2 +
ab3

2
(1 + i) + ib4, A9 = −ab3

2
(1− i)− b4

2
,

A10 = −a3b− a2b2

2
(1 + i)− b4

2
(1 + i),

A11 = −a2b2

2
(1− i)− ab3

2
− iab3,
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A12 = i
ab3

2
− b4

4
(1− i) + a2b2(1− i), A13 = −a2b2 − ab3

2
(1 + i),

A14 = ab3(1− i), A15 = −ab3

2
(1− i)− b4

2
,

A16 = −ib4, A17 = −ab3 − b4

2
(1 + i), A18 = b4(1− i).

Proof. Using the definition of T and a direct (but long) computation, we
obtain the equivalence between (3.20) and

f
T∗ g =

1

a3 + 1
2 a

2b(1 + i) + 3
2 iab

2 + 5
4 b

3(1− i)

×
[
T 2 −

(
3a+

b

2
(1 + i)

)
T +

(
3a2 + ab(1 + i) +

3

2
ib2

)
I

] [
(Tf)(Tg)

]
.

Thus, having in mind (3.2), we identify the last identity with

f
T∗ g = T−1

[
(Tf)(Tg)

]
,

which is equivalent to
(Tf)(Tg) = T

(
f

T∗ g
)
,

as desired. �
3.2. Case b ̸= 0 and c ̸= ± b

2 (1 ± i). In the case of the operator T :=

aI + bF + cW , a, b, c ∈ C, b ̸= 0 and c ̸= ± b
2 (1 ± i), whose characteristic

polynomial is
PT (t) = t4 − 4at3 + (6a2 − 2c2)t2 + (−4a3 − 4b2c+ 4ac2)t

+ (a2 − c2)2 + b2(4ac− b2),

we have the following properties.

3.2.1. Invertibility and spectrum.
Theorem 3.7. T is an invertible operator if and only if

a+ c+ b ̸= 0, a− c− ib ̸= 0, a+ c− b ̸= 0, a− c+ ib ̸= 0. (3.21)
In this case, the inverse operator is defined by the formula

T−1 = − 1

(a2 − c2)2 + b2(4ac− b2)

×
[
T 3 − 4aT 2 + (6a2 − 2c2)T − (−4a3 − 4b2c+ 4ac2)I

]
. (3.22)

Proof. Suppose that the operator T is invertible. Using the Hermite fun-
ctions φk, we have:

(Tφk)(x) =


(a+ c+ b)φk(x) if |k| ≡ 0 (mod 4),

(a− c− ib)φk(x) if |k| ≡ 1 (mod 4),

(a+ c− b)φk(x) if |k| ≡ 2 (mod 4),

(a− c+ ib)φk(x) if |k| ≡ 3 (mod 4).

(3.23)
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Therefore,
• for |k| ≡ 0 (mod 4), (Tφk)(x) = (a + b + c)φk(x), which implies

that a+ c+ b ̸= 0;
• for |k| ≡ 1 (mod 4), (Tφk)(x) = (a − ib − c)φk(x), which implies

that a− c− ib ̸= 0;
• for |k| ≡ 2 (mod 4), (Tφk)(x) = (a − b + c)φk(x), which implies

that a+ c− b ̸= 0;
• for |k| ≡ 3 (mod 4), (Tφk)(x) = (a + ib − c)φk(x), which implies

that a− c+ ib ̸= 0.
Conversely, suppose that (3.21) holds. So,

(a2 − c2)2 + b2(4ac− b2) ̸= 0.

Hence, it is easy to verify that the operator defined in (3.22) is the inverse
of the operator T . �
Remark 3.8.

(1) The characteristic roots of the polynomial PT (t) are
t1 = a+ c+ b, t2 = a− c− ib, t3 = a+ c− b, t4 = a− c+ ib.

(2) T is not a unitary operator, unless a = 0, b = eiβ , c = 0, β ∈ R,
(which is the operator T = bF , with b ∈ C \ {0}) or a = eiα, b = 0,
c = 0 or a = 0, b = 0, c = eiγ , α, φ ∈ R, which are not under the
conditions here considered for this operator.

Theorem 3.9. The spectrum of the operator T is defined by
σ(T ) =

{
a+ c+ b, a− c− ib, a+ c− b, a− c+ ib

}
.

Proof. For any λ ∈ C, we have

t4−4at3+(6a2−2c2)t2+
[
− 4a3−4b2c+4ac2

]
t+(a2−c2)2+b2(4ac−b2)

= (t− λ)
[
t3 + (λ− 4a)t2 + (λ2 − 4aλ+ 6a2 − 2c2)t

+
(
λ3 − 4aλ2 + (6a2 − 2c2)λ− 4a3 − 4b2c+ 4ac2

)]
+ PT (λ).

If λ ̸∈ {a+ c+ b, a− c− ib, a+ c− b, a− c+ ib}, then

PT (λ) = λ4 − 4aλ3 + (6a2 − 2c2)λ2

+ [−4a3 − 4b2c+ 4ac2]λ+ (a2 − c2)2 + b2(4ac− b2) ̸= 0.

In this way, the operator T − λI is invertible, and its inverse operator is
defined by the following formula:

(T − λI)−1 = − 1

PT (λ)

[
T 3 + (λ− 4a)T 2 + (λ2 − 4aλ+ 6a2 − 2c2)T

+
(
λ3 − 4aλ2 + (6a2 − 2c2)λ− 4a3 − 4b2c+ 4ac2

)
I
]
.
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In this way, we have proved that if T − λI is not invertible, then λ ∈ σ(T ).
Conversely, if we choose λ = t1, we obtain:(
T − (a+ c+ b)I

)[
T 3 + (−3a+ b+ c)T 2

+ (3a2 − 2ab+ b2 − 2ac+ 2bc− c2)T + (−a3 + a2b− ab2 + b3 + 4ac

+ a2c− 2abc− b2c− 3ac2 + bc2 − c3)I
]
= −PT (λ)I.

As λ = a+ c+ b, PT (λ) = 0. So, if T − (a+ c+ b)I is invertible, then

T 3 + (−3a+ b+ c)T 2 + (3a2 − 2ab+ b2 − 2ac+ 2bc− c2)T

+ (−a3 + a2b− ab2 + b3 +4ac+ a2c− 2abc− b2c− 3ac2 + bc2 − c3)I = 0,

which implies that a = 0 and b = 0 or that b = 0 and c = 0, which
is not under the conditions imposed for this operator. So, we reach to a
contradiction. Hence, T − (a− c− b(1 + i))I is not invertible.

Arguing in the same way for λ = t2, t3, t4, we obtain a very similar
conclusion. �

Thanks to the identity (3.23), we obtain four types of eigenfunctions of T ,
represented as follows:

ΦI(x) =
K∑

|k|≡0 (mod 4)

αkφk(x), k ∈ C, (3.24)

ΦII(x) =
K∑

|k|≡1 (mod 4)

αkφk(x), k ∈ C, (3.25)

ΦIII(x) =
K∑

|k|≡2 (mod 4)

αkφk(x), k ∈ C, (3.26)

ΦIV (x) =
K∑

|k|≡3 (mod 4)

αkφk(x), k ∈ C. (3.27)

3.2.2. Parseval type identity. In the present case, a Parseval type identity
takes the following form.

Theorem 3.10. In the present case, a Parseval type identity for T is
given by

⟨Tf, Tg⟩L2(Rn) =
[
|a|2 + |b|2 + |c|2

]
⟨f, g⟩L2(Rn) + 2ℜ{ab}⟨f, Fg⟩L2(Rn)

+ 2ℜ{ac}⟨f,Wg⟩L2(Rn) + 2ℜ{bc}⟨f, F−1g⟩L2(Rn) (3.28)

for any f, g ∈ L2(Rn).

Proof. The formula (3.28) is a direct consequence of (1.1), (3.8), (3.9) and
(3.10). �



On Integral Operators Generated by the Fourier Transform and a Reflection 27

3.2.3. Integral equations generated by T . As before, we will now consider in
the present case the following operator equation generated by the operator
T , on L2(Rn),

mφ+ nTφ+ pT 2φ = f, (3.29)

where m,n, p ∈ C are given, |m|+ |n|+ |p| ̸= 0, and f is predetermined.
The polynomial PT (t) has the single roots: t1 = a+ c+ b, t2 = a− c− ib,

t3 = a+ c− b, t4 = a− c+ ib. Using the Lagrange interpolation structure,
we construct the projectors induced by T :

P1 =
(T − t2I)(T − t3I)(T − t4I)

(t1 − t2)(t1 − t3)(t1 − t4)

=
T 3 − (t2 + t3 + t4)T

2 + (t2t3 + t2t4 + t3t4)T − t2t3t4I

(t1 − t2)(t1 − t3)(t1 − t4)
, (3.30)

P2 =
(T − t1I)(T − t3I)(T − t4I)

(t2 − t1)(t2 − t3)(t2 − t4)

=
T 3 − (t1 + t3 + t4)T

2 + (t1t3 + t1t4 + t3t4)T − t1t3t4I

(t2 − t1)(t2 − t3)(t1 − t4)
, (3.31)

P3 =
(T − t1I)(T − t2I)(T − t4I)

(t3 − t1)(t3 − t2)(t3 − t4)

=
T 3 − (t1 + t2 + t4)T

2 + (t1t2 + t1t4 + t2t4)T − t1t2t4I

(t3 − t1)(t3 − t2)(t3 − t4)
, (3.32)

P4 =
(T − t1I)(T − t2I)(T − t3I)

(t4 − t1)(t4 − t2)(t4 − t3)

=
T 3 − (t1 + t2 + t3)T

2 + (t1t2 + t1t3 + t2t3)T − t1t2t3I

(t4 − t1)(t4 − t2)(t4 − t3)
. (3.33)

Then, we have

PjPk = δjkPk; T ℓ = tℓ1P1 + tℓ2P2 + tℓ3P3 + tℓ4P4, (3.34)

for any j, k = 1, 2, 3, 4, and ℓ = 0, 1, 2. The equation (3.29) is equivalent to
the equation

a1P1φ+ a2P2φ+ a3P3φ+ a4P4φ = f, (3.35)

where aj = m+ ntj + pt2j , j = 1, 2, 3, 4.

Theorem 3.11.
(i) Equation (3.29) has a unique solution for every f if and only if

a1a2a3a4 ̸= 0. In this case, the solution is given by

φ = a−1
1 P1f + a−1

2 P2f + a−1
3 P3f + a−1

4 P4f. (3.36)

(ii) If aj = 0, for some j = 1, 2, 3, 4, then the equation (3.11) has a
solution if and only if Pjf = 0. If we have this, then the equation
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(3.11) has an infinite number of solutions given by

φ =
∑
j≤4
aj ̸=0

a−1
j Pjf + z, where z ∈ ker

( ∑
j≤4
aj ̸=0

Pj

)
. (3.37)

Proof. Suppose that the equation (3.29) has a solution φ ∈ L2(Rn). Ap-
plying Pj to both sides of the equation (3.35), we obtain the system of four
equations: ajPjφ = Pjf, j = 1, 2, 3, 4.

If a1a2a3a4 ̸= 0, then we have the following system of equations:
P1φ = a−1

1 P1f,

P2φ = a−1
2 P2f,

P3φ = a−1
3 P3f,

P4φ = a−1
4 P4f.

(3.38)

Using the identity
P1 + P2 + P3 + P4 = I,

we obtain (3.36). Conversely, we can verify that φ fulfills (3.35).
If a1a2a3a4 = 0, then aj = 0 for some j ∈ {1, 2, 3, 4}. It follows that

Pjf = 0. Then, we have ∑
j≤4
aj ̸=0

Pjφ =
∑
j≤4
aj ̸=0

a−1
j Pjf.

Using PjPk = δjkPk, we obtain( ∑
j≤4
aj ̸=0

Pj

)
φ =

( ∑
j≤4
aj ̸=0

Pj

)[ ∑
j≤4
aj ̸=0

a−1
j Pjf

]
.

Equivalently, ( ∑
j≤4
aj ̸=0

Pj

)[
φ−

∑
j≤4
aj ̸=0

a−1
j Pjf

]
= 0.

So, we obtain the solution (3.37).
Conversely, we can verify that φ fulfills (3.35). As the Hermite functions

are the eigenfunctions of T , we can say that the cardinality of all functions
φ in (3.37) is infinite. �

3.2.4. Convolution. In this subsection we will present a new convolution T∗
for the operator T . We will perform it for the case b ̸= 0 and c ̸= ± b

2 (1± i).
This means that we are identifying the operations that have a correspondent
multiplication property for the operator T as the usual convolution has for
the Fourier transform (Tf)(Tg) = T (f

T∗ g).
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Theorem 3.12. For the operator T = aI+bF +cW , with a, b, c ∈ C, b ̸= 0
and c ̸= ± b

2 (1± i), and f, g ∈ L2(Rn), we have the following convolution:

f
T∗ g =C

[
A1fg +A2(Wf)(Wg) +A3(f Wg + gWf)

+A4(f Fg + g Ff) +A5

(
(Wf)(F−1g) + (F−1f)(Wg)

)
+A6

(
(Wf)(Fg) + (Ff)(Wg)

)
+A7(g F

−1f + f F−1g)

+A8((Ff)(Fg)) +A9

(
(F−1f)(F−1g)

)
+A10(F (fg)) +A11

(
F (f Wg) + F (gWf)

)
+A12(F

−1(fg))

+A13

(
F (f Fg) + F (g Ff)

)
+A14

(
F−1(f Fg) + F−1(g Ff)

)
+A15

(
F
(
(Ff)(Wg)

)
+ F

(
(Wf)(Fg)

))
+A16

(
F−1

(
(Ff)(Wg)

)
+ F−1

(
(Wf)(Fg)

))
+A17F

(
(Ff)(Fg)

)
+A18F

−1
(
(Ff)(Fg)

)]
, (3.39)

where

C = − 1

(a2 − c2)2 + b2(4ac− b2)
,

A1 = 7a5 − 7a3c2 + 7a2b2c− ab2c2 + a2c3 − c5,

A2 = 7a3c2 − 7ac4 + 7b2c3 − a3b2 + a4c− a2c3,

A3 = 7a4c− 7a2c3 + 7ab2c2 − a2b2c+ a3c2 − ac4,

A4 = 7a4b− 7a2bc2 + 7ab3c, A5 = −a2b3 + a3bc− abc3,

A6 = 7a3bc− 7abc3 + 7b3c2, A7 = −ab3c+ a2bc2 − bc4,

A8 = 7a3b2 − 7ab2c2 + 7b4c, A9 = −ab4 + a2b2c− b2c3,

A10 = a4b+ a2bc2 + b3c− 2abc3,

A11 = a3bc+ abc3 + ab3c− 2a2bc2,

A12 = a2bc2 + bc4 + a2b3 − 2a3bc, A13 = a3b2 + ab2c2,

A14 = ab4 − 2a2b2c, A15 = a2b2c+ b2c3,

A16 = b4c− 2ab2c2, A17 = a2b3 + b3c2, A18 = b5 − 2ab3c.

Proof. Using the definition of T , by computation we obtain the equivalence
between (3.39) and

f
T∗ g = − 1

(a2 − c2)2 + b2(4ac− b2)

×
[
T 3 − 4aT 2 + (6a2 − 2c2)T − (−4a3 − 4b2c+ 4ac2)I

] [
(Tf)(Tg)

]
.

Consequently, having in mind (3.22), we identify the last identity with

f
T∗ g = T−1

[
(Tf)(Tg)

]
,
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which is equivalent to
(Tf)(Tg) = T

(
f

T∗ g
)
,

as desired. �
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Abstract. We investigate the Dirichlet type boundary value problems
for anisotropic pseudo-Maxwell’s equations in screen type problems. It is
shown that the problems with tangent Dirichlet traces are well-posed in
tangent Sobolev spaces and they can equivalently be reduced to the Dirich-
let boundary value problems in usual Sobolev spaces. Using the potential
method and theory if pseudeodifferential equations the uniqieness and ex-
istence theorems are proved. Asymptotic expansions of solutions near the
screen edge are derived and used to establish the best Hölder smoothness
for solutions.
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ÒÄÆÉÖÌÄ. ÂÀÌÏÊÅËÄÖËÉÀ ÄÊÒÀÍÉÓ ÔÉÐÉÓ ÃÉÒÉáËÄÓ ÓÀÓÀÆÙÅÒÏ
ÀÌÏÝÀÍÄÁÉ ÀÍÉÆÏÔÒÏÐÖËÉ ×ÓÄÅÃÏ-ÌÀØÓÅÄËÉÓ ÂÀÍÔÏËÄÁÄÁÉÓÀÈÅÉÓ.
ÍÀÜÅÄÍÄÁÉÀ, ÒÏÌ ÀÌÏÝÀÍÄÁÉ ÃÉÒÉáËÄÓ ÌáÄÁÉ ÊÅÀËÄÁÉÈ ÊÏÒÄØÔÖËÀÃ
ÀÒÉÀÍ ÃÀÓÌÖËÉ ÌáÄÁ ÓÏÁÏËÄÅÉÓ ÓÉÅÒÝÄÄÁÛÉ ÃÀ ÉÓÉÍÉ ÄÊÅÉÅÀËÄÍÔÖ-
ÒÀÃ ÃÀÉÚÅÀÍÄÁÀ ÓÏÁÏËÄÅÉÓ ÓÉÅÒÝÄÄÁÛÉ ÃÀÓÌÖË ÃÉÒÉáËÄÓ ÀÌÏÝÀ-
ÍÄÁÆÄ. ÐÏÔÄÍÝÉÀËÈÀ ÌÄÈÏÃÉÓÀ ÃÀ ×ÓÄÅÃÏ-ÃÉ×ÄÒÄÍÝÉÀËÖÒ ÂÀÍÔÏ-
ËÄÁÀÈÀ ÌÄÈÏÃÉÓ ÂÀÌÏÚÄÍÄÁÉÈ ÃÀÌÔÊÉÝÄÁÖËÉÀ ÀÒÓÄÁÏÁÉÓÀ ÃÀ ÄÒ-
ÈÀÃÄÒÈÏÁÉÓ ÈÄÏÒÄÌÄÁÉ. ÌÉÙÄÁÖËÉÀ ÀÌÏÍÀáÓÍÉÓ ÀÓÉÌÐÔÏÔÖÒÉ ÃÀÛ-
ËÀ ÄÊÒÀÍÉÓ ÓÀÆÙÅÒÉÓ ÌÀáËÏÁËÏÁÀÛÉ, ÒÏÌËÉÓ ÂÀÌÏÚÄÍÄÁÉÈ ÃÀÃÂÄ-
ÍÉËÉÀ ÀÌÏÍÀáÓÍÉÓ äÄËÃÄÒÖËÉ ÖßÚÅÄÔÏÁÉÓ ÓÀÖÊÄÈÄÓÏ ÌÀÜÅÄÍÄÁÄËÉ.
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1. Introduction

The study of boundary value problems in electromagnetism naturally
leads us to the pseudo-Maxwell’s equations with inherited tangent boundary
conditions, which are in some sense non-standard for the system of elliptic
equations, cf. the works of Buffa, Costabel, Christiansen, Dauge, Hazard,
Lenoir, Mitrea, Nicaise and others. Due to the presence of tangent boundary
conditions the usage of the potential methods for the investigation is com-
plicated and the case of tangent Dirichlet type boundary condition is mostly
studied by variational methods. Our goal is to investigate well-posedness
of the screen type Dirichlet boundary value problems for pseudo-Maxwell’s
equations
A(D)U := curl µ−1 curl U−sε grad div(εU)−ω2εU = 0 in R3\C (1.1)

with the help of the potential method and tools of pseudodifferential equa-
tions; here, C ⊂ R3 denotes a screen which is a compact, orientable and
non self-intersecting surface with the boundary.

The present investigation covers the anisotropic case when the coefficients
in (1.1) are real-valued and constant matrices

ε = [εjk]3×3, µ = [µjk]3×3, (1.2)
which are symmetric and positive definite,

⟨εξ, ξ⟩ ≥ c|ξ|2, ⟨µξ, ξ⟩ ≥ d|ξ|2, ∀ ξ ∈ R3 ,

for some positive constants c > 0, d > 0, where

⟨η, ξ⟩ :=
3∑

j=1

ηjξj , η, ξ ∈ C3,

s in (1.2) is a positive real number and the frequency parameter ω is assumed
to be non-zero and complex valued, i.e., Imω ̸= 0.

2. Formulation of the Problems

From now on throughout the paper, unless stated otherwise, Ω denotes
either a bounded Ω+ ⊂ R3 or an unbounded Ω− := R3 \ Ω+ domain with
the smooth, non-self-intersecting boundary S := ∂Ω+ and ν is the outer
unit normal vector field to S . Whenever necessary, we will specify the case.

By C we denote a subsurface of S (a screen) with a boundary ∂C ,
which has two faces C− and C+ and inherits the orientation from S : C+

borders the inner domain Ω+ and C− borders the outer domain Ω−. The
unbounded domain with a screen configuration is denoted by

R3
C := R3 \ C .

The space H̃r(C ) comprises those functions φ ∈ Hr(S ) which are sup-
ported in C (functions with the “vanishing traces on the boundary”). For
the detailed definitions and properties of these spaces we refer, e.g., to
[13,14,16,17]).
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It is well-known that Hr−1/2(S ) is a trace space for Hr(Ω), provided
that r > 1/2 and the corresponding trace operator is denoted by γS . For
the detailed definitions and properties of these spaces we refer, e.g., to [17].

Let us note that since S is smooth, the Dirichlet trace γSU , the tan-
gential (Dirichlet) traces γτU = γS (ν ×U) and γπU = γC [(ν ×U) × ν],
the normal (Dirichlet) traces γnU = ⟨ν, γSU⟩ (i.e., γnU = ν · γSU) are
well defined for the elements of H1(Ω) and γτU , γπU belong to the Sobolev
space

H
1
2
t (S ) :=

{
U ∈ (H

1
2 (Γ))3 : ν ·U = 0 on S

}
of tangential vector fields of order 1/2 on the surface S , while γnU ∈
H

1
2 (S ) and γSU ∈ H 1

2 (S ).
First, for the smooth functions, using the Gauß formula (integration by

parts), we obtain the following Green’s formulae:
(A(D)U ,V )Ω+ = (ν × µ−1 curlU ,V π)S − (sdiv(εU), εν · V )S

+ aε,µ(U ,V )Ω+ − ω2(εU ,V )Ω+ , (2.1)
where aε,µ is the natural bilinear differential form associated with Green’s
formulae (2.1)

aε,µ(U ,V )Ω := (µ−1 curl U , curl V )Ω + s ( div(εU),div(εV ))Ω. (2.2)
and V π := V − ⟨ν,V ⟩ν.

Note that Green’s formula (2.1) allows us to define the Neumann’s trace
T (D,ν)U := s div(εU)εν − ν × µ−1 curl U , (2.3)

for an arbitrary vector U ∈ H1(Ω+) provided that A(D)U ∈ L2(Ω
+) by

the duality as follows
(T (D,ν)U ,V )S = aε,µ(U ,V )Ω+−(A(D)U ,V )Ω+−ω2(εU ,V )Ω+ , (2.4)

for all V ∈ H1(Ω+).

Theorem 2.1 (cf. [6]). In (1.1), the operator
A(D)U := curl µ−1 curl U − s ε grad div(εU)− ω2εU

is elliptic, has a positive definite principal symbol and is self-adjoint.

Now we are ready to formulate the screen type Dirichlet boundary value
problems (BVPs) for anisotropic pseudo-Maxwell’s equations:

The Dirichlet boundary value problem D:
Find U ∈ H1(R3

C ) such that{
A(D)U = 0 in R3

C ,

γ±(U) = g± on C ,
(2.5)

where the given data g± satisfy the conditions

g± ∈ H1/2(C ), g+ − g− ∈ rC H̃1/2(C ). (2.6)
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The Dirichlet boundary value problem Dτ :
Find U ∈ H1

εν,0(R3
C ) :=

{
U ∈ H1(R3

C ) : ⟨εν, γC±U⟩ = 0 on C
}

such
that {

A(D)U = 0 in R3
C ,

γ±
τ (U) = f± on C ,

(2.7)

where the given data f± satisfy the conditions

f± ∈ H1/2
t (C ), f+ − f− ∈ rC H̃1/2

t (C ). (2.8)

The Dirichlet boundary value problem Dπ:
Find U ∈ H1

εν,0(R3
C ) such that{

A(D)U = 0 in R3
C ,

γ±
π (U) = f± on C ,

(2.9)

where the given data f± satisfy the conditions

f± ∈ H1/2
t (C ), f+ − f− ∈ rC H̃1/2

t (C ). (2.10)

Before we proceed it is worth to note that tangent boundary conditions
in Problems Dτ and Dπ are motivated by tight connections between bound-
ary value problems for pseudo-Maxwell’s equation and Maxwell’s equation,
where the boundary operators γτ and γπ are natural, cf. [1–3,7] and others.
However, since we consider smooth screens there is a connection between
the traces γτ and γπ established by the geometric operation ν × · which is
in fact a rotation operator and therefore from the uniqueness, existence and
regularity results for the Problem Dτ we get the same results for the Prob-
lem Dπ, and vice versa. Moreover, the uniqueness, existence and regularity
results for these problems are an easy consequence of the results obtained
for the Problem D below due to the following formula:

g = (ν × g)× ν +
⟨εν,g⟩ − ⟨εν, (ν × g)× ν⟩

⟨εν,ν⟩
ν, (2.11)

which holds true for the smooth vector field ν and any g ∈ H 1
2 (S ). Indeed,

first, from the decomposition

g = ν × (g × ν) + ⟨ν,g⟩ν (2.12)

we have
⟨εν,g⟩ = ⟨εν,ν × (g × ν)⟩+ ⟨ν,g⟩⟨εν,ν⟩. (2.13)

Now, by expressing ⟨ν,g⟩ from (2.13) and inserting it into (2.12), we get
(2.11). Further, if U is a unique solution of the Problem D with the bound-
ary data

g± = f± × ν − ⟨εν, f± × ν⟩
⟨εν,ν⟩

ν,
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where f± satisfy the conditions (2.8) (therefore g± satisfy the conditions
(2.6)), we need to show that U ∈ H1

εν,0(R3
C ) and γ±

τ (U) = f±. Clearly, we
have

⟨εν, γC±U⟩ = ⟨εν,g±⟩ = ⟨εν, f± × ν⟩ − ⟨εν, f± × ν⟩
⟨εν,ν⟩

⟨εν,ν⟩ = 0

and

γ±
τ (U) = ν × (f± × ν)− ⟨εν, f± × ν⟩

⟨εν,ν⟩
(ν × ν) = ν × (f± × ν) = f±,

since f± ∈ H1/2
t (C ). Thus it is sufficient to study the Problem D.

3. Vector Potentials

The elliptic operator A(D) in (1.1) has the fundamental solution (cf. [13])

FA(x) := F−1
ξ→x

[
A −1(ξ)

]
= F−1

ξ′→x′

[
± 1

2π

∫
L

e−iτx3A −1(ξ′, τ) dτ

]
,

ξ′ = (ξ1, ξ2)
⊤ ∈ R2, x = (x′, x3) ∈ R3,

where F−1 denotes the inverse Fourier transform and A (ξ) is the full sym-
bol of the operator A(D):

A (ξ) := σcurl(ξ)µ
−1σcurl(ξ) + s ε

[
ξjξk]3×3ε− ω2ε, ξ = (ξ1, ξ2, ξ3)

⊤ ∈ R3,

where

σcurl(ξ) :=

 0 iξ3 −iξ2
−iξ3 0 iξ1
iξ2 −iξ1 0

 .

If x3 < 0 (if, respectively, x3 > 0), we fix the sign “+” (the sign “−”) and
a contour L in the upper (in the lower) complex half-plane, which encloses
all roots of the polynomial equation det A (ξ) = 0 in the corresponding
half-planes.

Let us consider, respectively, the single-layer and double-layer potential
operators

VU(x) :=

∮
S

FA(x− τ)U(τ) dS, (3.1)

WU(x) :=

∮
S

[(
T (D,ν(τ))FA

)
(x− τ)

]⊤
U(τ) dS, x ∈ Ω, (3.2)

related to pseudo-Maxwell’s equations in (1.1). Obviously,

A(D)VU(x) = A(D)WU(x) = 0, ∀U ∈ L1(S ), ∀x ∈ Ω. (3.3)

For the next Propositions 3.1–3.4 and for their proofs we refer, e.g.,
to [9, 11,15].
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Proposition 3.1. Let Ω ⊂ R3 be a domain with the smooth boundary
S = ∂Ω.

The potential operators above map continuously the spaces

V : Hr(S ) → Hr+3/2(Ω),

W : Hr(S ) → Hr+1/2(Ω), ∀ r ∈ R.
(3.4)

The direct values V−1, W0 and V+1 of the potential operators V, W
and T (D,ν)W are pseudodifferential operators of order −1, 0 and 1, re-
spectively, and map continuously the spaces

V−1 : Hr(S ) → Hr+1(S ),

W0 : Hr(S ) → Hr(S ),

V+1 : Hr(S ) → Hr−1(S ), ∀ r ∈ R.
(3.5)

Proposition 3.2. The potential operators on an open, compact, smooth
surface C ⊂ R3 have the following mapping properties:

V : H̃r(C ) → Hr+3/2(R3
C ),

W : H̃r(C ) → Hr+1/2(R3
C ), ∀ r ∈ R.

(3.6)

The direct values V−1, W0 and V+1 of the potential operators V, W
and T (D,ν)W are pseudodifferential operators of order −1, 0 and 1, re-
spectively, and have the following mapping properties:

V−1 : H̃r(C ) → Hr+1(C ),

W0 : H̃r(C ) → Hr(C ),

V+1 : H̃r(C ) → Hr−1(C ), ∀ r ∈ R.

(3.7)

Proposition 3.3. For the traces of potential operators we have the following
Plemelji formulae:

(γS −VU)(x) = (γS +VU)(x) = V−1U(x), (3.8)

(γS ±T (D,ν)VU)(x) = ∓1

2
U(x) + (W0)

∗(x,D)U(x), (3.9)

(γS ±WU)(x) = ±1

2
U(x) + W0(x,D)U(x), (3.10)

(γS −T (D,ν)WU)(x) = (γS +T (D,ν)WU)(x) = V+1U(x), (3.11)
x ∈ S , U ∈ Hs

p(S ),

where (W0)
∗(x,D) is the adjoint to the pseudodifferential operator W0(x,D),

the direct value of the potential operator T (D,ν)V on the boundary S .

Proposition 3.4. Let the boundary S = ∂Ω± be a compact smooth surface.
Solutions to pseudo-Maxwell’s equations with anisotropic coefficients ε and
µ are represented as

U(x) = ±W(γS ±U)(x)∓ V(γS ±T (D,ν)U)(x), x ∈ Ω±, (3.12)
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where γS ±T (D,ν)Ψ is Neumann’s trace operator (see (2.3)) and γS ±Ψ is
Dirichlet’s trace operator.

If C ⊂ R3 is an open compact smooth surface, then a solution to pseudo-
Maxwell’s equations with anisotropic coefficients ε and µ is represented as

U(x) = W([U ])(x)− V([T (D,ν)U ])(x), x ∈ R3
C ,

[U ] := γC+U − γC−U ,
[
T (D,ν)U

]
:= γC+T (D,ν)U − γC−T (D,ν)U .

As a consequence of the representation formula (3.12) we derive the fol-
lowing

Corollary 3.5. For a complex valued frequency, a solution to the screen type
boundary value problems for pseudo-Maxwell’s equations decays at infinity
exponentially, i.e.,

U(x) = O
(
e−α|x|) as |x| → ∞ provided that Imω ̸= 0 (3.13)

for some α > 0.

Theorem 3.6. The Problem D has at most one solution.

Proof. The proof is standard and uses Green’s formula (cf. (2.1)–(2.4)).
Let R be a sufficiently large positive number and B(R) be the ball centered
at the origin with radius R. Set ΩR := R3

C ∩ B(R). Note that the domain
ΩR has a piecewise smooth boundary SR including both sides of C .

Let U be a solution of the homogeneous problem. Then applying Green’s
formula for V = U in ΩR and passing to the limit R → ∞, taking into
account the estimate

U(x) = O
(
e−α|x|) as |x| → ∞ for α > 0,

we get
aε,µ(U ,U)R3 − ω2(εU ,U)R3 = 0.

Since ε and µ−1 are positive definite constant matrices, s > 0, and Imω ̸= 0,
it follows that

(εU ,U)R3 = 0,

and therefore U ≡ 0 in R3. �

4. The Screen Type Dirichlet Problem

Let ℓf+ ∈ H−1/2(S ) be a fixed extension of the function f+ ∈ H−1/2(C )

up to the entire closed surface S and let ℓ0(f+ − f−) ∈ H−1/2
εν,0 (S ) be an

extension by zero of the function f+ − f− ∈ rC H̃−1/2(C ), cf. (2.6). Then
any extension of the function f+ ∈ H−1/2(C ) onto S is given as

ℓ+f+ = ℓf+ + �,

where � is an arbitrary element of the space H̃1/2(C c), C c := S \C . There-
fore, any extension of the function f− ∈ H1/2(C ) onto S is defined as
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ℓ−f− := ℓ+f+ − ℓ0(f+ − f−) ∈ H1/2(S ) and we have

rC ℓ−f− = f+ − (f+ − f−) = f−,
rC cℓ+f+ = rC cℓ−f−.

(4.1)

We look for a solution of the screen type Dirichlet problem (2.5)-(2.6) in
the form of single-layer potentials:

U(x) =

{
V(V−1)

−1ℓ+f+(x), x ∈ Ω+,

V(V−1)
−1ℓ−f−(x), x ∈ Ω−.

(4.2)

Then U satisfies the basic differential equation (1.1) in the domains Ω±,
as well as the boundary conditions on C . From the ellipticity of the differ-
ential operator A(D) it follows that a generalized solution of the equation
A(D)U = 0 is analytic in R3

C and following continuity conditions{
rC cγS +U − rC cγS −U = 0,

rC cγS +(T (D,ν)U)− rC cγS −(T (D,ν)U) = 0
(4.3)

hold across the complementary surface C c. It is clear that by our construc-
tion the first equation in (4.3) is satisfied, cf. (3.8) and (4.1). From the
second equation, by applying (3.9) and (4.1) we derive the equation

rC c

(
− 1

2
I +(W0)

∗
)
(V−1)

−1ℓ+f+ −rC c

(1
2

I +(W0)
∗
)
(V−1)

−1ℓ−f−=0,

which is a strongly elliptic pseudo-differential equation on the surface C

−rC c(V−1)
−1� = F, (4.4)

with the known right-hand side

F := rC c(V−1)
−1ℓf+ − rC c

(1
2

I + (W0)
∗
)
(V−1)

−1ℓ0(f+ − f−) ∈ H
1
2 (C c).

The principal homogeneous symbol σ−(V−1)−1(x, ξ) of the operator
−(V−1)

−1 is even with respect to ξ for all x ∈ C . This implies that the
matrix(

σ−(V−1)−1(x′, 0, 0,−1)
)−1

σ−(V−1)−1(x′, 0, 0,+1) = I, x′ ∈ ∂C , (4.5)

has trivial eigenvalues. Using the equality (4.5) analogously to Lemma 3.12
from [6] we can prove the following theorem.

Theorem 4.1. The operator

−rC c(V−1)
−1 : H̃s(C c) → Hs−1(C c)

is invertible for all 0 < s < 1.

From Theorem 4.1 the following existence result follows immediately.
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Theorem 4.2. The Problem D possesses a unique solution U ∈ H1(R3
C )

which can be represented by single- layer potentials

U =

{
V(V−1)

−1(ℓf+ + �) in Ω+,

V(V−1)
−1

(
ℓf+ + � − ℓ0(f+ − f−)

)
in Ω−,

where � is a solution of the uniquely solvable pseudo-differential equation
(4.4).

Moreover, if the conditions
f± ∈ H

1
2+s(C ), f+ − f− ∈ rC H̃

1
2+s(C ).

for the data in (2.6) hold, a solution U of the screen type Dirichlet problem
belongs to the space H1+s(R3

C ) for all s ∈ [0, 1/2).

Finally, we characterize the asymptotic behaviour of solutions of the
problem D-I near the screen edge ∂C .

Let x′ ∈ ∂C and Πx′ be the plane passing through the point x′ and
orthogonal to the curve ∂C . We introduce the polar coordinates (r, α),
z ≥ 0, −π ≤ α ≤ π, on the plane Πx′ , with pole at the point x′, such that
the points (r,±π) describe the faces of the screen C in the vicinity of the
boundary ∂C . We assume that the boundary data f± are infinitely smooth.
Applying the results obtained in [4,5,8,12], near the screen edge we obtain
the following asymptotic expansion:

U(x′, r, α) = d0(x
′, α)r

1
2 +

M∑
k=1

dk(x
′, α)r

1
2+k +UM+1(x

′, r, α), (4.6)

where dk ∈ (C∞(∂C × [−π, π]))3, k = 0, . . . ,M , UM+1 ∈ CM+1(Ω±).
Note that from asymptotic expansion (4.6) it follows that U has C

1
2 -

smoothness in the tubular neighbourhood of the screen edge ∂C .
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Abstract. The purpose of the present research is to investigate the
Fredholm criteria for the Prandtl-type integro-differential equation with
piecewise-continuous coefficients in the Bessel potential spaces Hs

p(R).
We reduce the integro-differential equations to an equivalent system of

Mellin type convolution equation. Applying the recent results to Mellin
convolution equations with meromorphic kernels in Bessel potential spaces
obtained by V. Didenko & R. Duduchava [3] and R. Duduchava [9], the
Fredholm criteria (and in some cases, the unique solvability criteria) of the
above-mentioned integro-differential equations are obtained.
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ÒÄÆÉÖÌÄ. ßÉÍÀÌÃÄÁÀÒÄ ÓÔÀÔÉÉÓ ÌÉÆÀÍÉÀ ÂÀÌÏÉÊÅËÉÏÓ ×ÒÄÃäÏË-
ÌÖÒÏÁÉÓ ÊÒÉÔÄÒÉÖÌÉ ÐÒÀÍÃÔËÉÓ ÔÉÐÉÓ ÉÍÔÄÂÒÏ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ
ÂÀÍÔÏËÄÁÉÓÀÈÅÉÓ ÖÁÀÍ-ÖÁÀÍ ÖßÚÅÄÔÉ ÊÏÄ×ÉÝÉÄÍÔÄÁÉÈ ÁÄÓÄËÉÓ ÐÏ-
ÔÄÍÝÉÀËÈÀ ÓÉÅÒÝÄÛÉ Hs

p(R). ÂÀÌÏÓÀÊÅËÄÅÉ ÉÍÔÄÂÒÏ-ÃÉ×ÄÒÄÍÝÉÀ-
ËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÓÉÓÔÄÌÀ ÃÀÉÚÅÀÍÄÁÀ ÄØÅÉÅÀËÄÍÔÖÒ ÌÄËÉÍÉÓ
ÊÏÍÅÏËÖÝÉÉÓ ÔÉÐÉÓ ÓÉÓÔÄÌÀÆÄ, ÒÏÌËÉÓÈÅÉÓÀÝ ÂÀÌÏÚÄÍÄÁÀ Å. ÃÉ-
ÃÄÍÊÏÓ, Ò. ÃÖÃÖÜÀÅÀÓ [3] ÃÀ Ò. ÃÖÃÖÜÀÅÀÓ [9] ÌÉÄÒ ÁÏËÏ ÃÒÏÓ
ÌÉÙÄÁÖËÉ ÛÄÃÄÂÄÁÉ ÌÄËÉÍÉÓ ÊÏÍÅÏËÖÝÉÉÓ ÔÉÐÉÓ ÂÀÍÔÏËÄÁÄÁÉÓÀ-
ÈÅÉÓ ÌÄÒÏÌÏÒ×ÖËÉ ÁÉÒÈÅÄÁÉÈ ÁÄÓÄËÉÓ ÐÏÔÄÍÝÉÀÈÀ ÓÉÅÒÝÄÄÁÛÉ,
ÓÀÃÀÝ ÃÀÃÂÄÍÉËÉÀ ×ÒÄÃäÏËÌÖÒÏÁÉÓ (ÃÀ, ÒÉÂ ÛÄÌÈáÅÄÅÄÁÛÉ, ÄÒ-
ÈÀÃÄÒÈÉ ÀÌÏáÓÍÀÃÏÁÉÓ) ÊÒÉÔÄÒÉÖÌÄÁÉ ÆÄÌÏÈ áÓÄÍÄÁÖËÉ ÉÍÔÄÂÒÏ-
ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÀÈÅÉÓ.
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Introduction and the Formulation of the Main Theorem

We study the following integro-differential equation in the Bessel poten-
tial space setting

φ(t)− a(t)

π

∫
R

φ′(τ)

τ − t
dτ = f(t), (1)

φ ∈ Hs
p(R), φ(0) = 0, f ∈ Hs−1

p (R),
1

p
< s < 1 +

1

p
, 1 < p <∞,

where a(t) is a piecewise-constant coefficient: a(t) = a− for t < 0 and
a(t) = a+ for t > 0. Such boundary integral equations occur as an equiva-
lent reformulation of many problems in the classical two-dimensional elas-
ticity (stringers attached to plates, rigid inclusions in elastic plates, stamps
applied to elastic plates etc., see [16]) in aerodynamics (airfoil equation)
and in many other problems. In Section 1 we expose an example from Sec-
tion 6, [18], where the model initial stringer problem was considered and
solved in a spaceless setting by a somewhat different method, namely by the
method of complex analysis. We endow the example with the non-classical
setting when the displacement vector u + iv is sought in the Bessel poten-
tial space Hs+1/p

p and the stresses σx, σy, τxy belong to the Bessel potential
space Hs+1/p−1

p .
Based on the investigations from [3,9], in Section 4 is defined the symbol

As
p(ω) of the equation (1), which is a continuous 2 × 2 matrix-function on

the infinite rectangle R. For an elliptic symbol inf
ω∈R

|detAs
p(ω)| ≠ 0, the

increment of the argument 1
2π arg detAs

p(ω) is an integer and called the
index ind detAs

p. The following theorem is the main result for the equation
(1) in the present paper.

Theorem 0.1. Let, 1 < p <∞, −1 6 s 6 1, a± ∈ C.
The equation (1) is Fredholm if and only if the following two conditions

hold:
(i) The coefficients a± are not negative reals: a± ∈ C \ R−, R− :=

(−∞, 0];
(ii) The parameters p and s are not the solutions to the following tran-

scendental equation:

cos2 π
p

sin2 π

(
1

p
+ s

)
− sin2 π

p
= 0. (2)

If the conditions i and ii hold and 1 < p < 4, then the equation (1) has
a unique solution for all 1 < p < 4 and arbitrary −1 6 s 6 1.

If the conditions i and ii hold and 4 6 p < ∞, then the transcendental
equation (2) has two pairs of solutions {p, sp} and {p, sp−1}, where sp > 0,
sp − 1 < 0. Then the equation (1) has

(i) a unique solution for all sp − 1 < s < sp;
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(ii) a unique solution for all right-hand sides which are orthogonal to
the solution of the dual homogeneous equation for all sp < s 6 1
(the equation has index −1);

(iii) a non-unique solution for all right-hand sides provided −1 6 s <
sp − 1; the homogeneous equation has one linearly independent so-
lution (the equation has index 1).

The same method which we use in the present paper, applies also to the
equations with complex conjugated unknown functions

a1(x)φ(x) + a2(x)φ
′(x) + a3(x)φ(x) + a4(x)φ′(x)

+
a5(x)

πi

∫
Γ

φ(t)

t− x
dt+

a6(x)

π

∫
Γ

φ′(t)

t− x
dt+

a7(x)

πi

∫
Γ

φ(t)

t− x
dt

+
a8(x)

π

∫
Γ

φ′(t)

t− x
dt+

a9(x)

πi

∫
Γ

φ(t)

t− x
dt

+
a10(x)

π

∫
Γ

φ′(t)

t− x
dt = f(x), x ∈ Γ, (3)

φ ∈ H1
p(Γ), f ∈ Lp(Γ), aj ∈ PC(Γ), j = 1, . . . , 10,

where Γ is a union of smooth curves, open or closed, including infinite
beams (e.g. R). Such equations occur in many problems of elasticity (see
e.g. [6–8,17]).

For the investigation of equation (1) on R we first convert it into a system
of Mellin convolution equations with constant coefficients on the semi-axes
R+. Then the results on Mellin convolution equations in the Bessel potential
spaces (see [3,9]) are applied and provide the criteria for the initial equation
to have the Fredholm property and write formula for the index.

For the investigation of equation (3) first a quasi-localization is applied,
which assigns to it at each point t ∈ Γ the same equation, but either on
the axes R with piecewise constant coefficients, which have jumps only at 0,
or on the beam R+ with constant coefficients (“freezing coefficients” at the
localization points; see details in [1, 2, 4, 15]). The obtained equations are
investigated just as in the case of equation (1). It is proved that equation
(3) is Fredholm one, if and only if all local equations are Fredholm (the local
and global Fredholmness for the localized equations coincide).

The details of this investigation will be available in a forthcoming publi-
cation.

The present paper is organized as follows: in Section 1 we describe the
stringer problem which leads to the integro-differential equation (1) we are
going to investigate. In Section 2 we observe Fourier convolution operators
in the Bessel potential spaces. The key result on commutants of the Mellin
convolution operators and Bessel potentials is represented in Section 3. In
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the Section 4 we investigate integro-differential equation (1) in the Bessel
potential space Bs

p(R) and prove the key results, including Theorem 0.1.

1. The Integro-Differential Equation of the Stringer Problem

In the present section we expose some details how the Prandtl-type equa-
tion (1) is derived as an equivalent boundary integral equation for a model
stringer problem. The procedure is very well described in the literature and
we only expose some details to show in which space is it correct to look for
a solution of a boundary integral equation. In foregoing papers the space
where solution belongs was either ignored (see e.g. [16, 18]), or a solution
was sought in the Lebesgue space Lp (see e.g. [6–8]). It should be noted here
that the Fredholm property of equation (1) might be essentially different in
Lebesgue and Bessel potential spaces (see [3, 9] and Section 3 below).

Suppose a piecewise homogenous thin elastic plate, consisting of two
semi-infinite parts occupy the upper Im z > 0 and the lower Im z < 0
complex half-planes of the variable z = x + iy. It is reinforced along the
junction line y = 0. A piecewise homogenous infinite elastic stringer consists
of two semi-infinite bars x > 0 and x < 0, joined to one another and
having elastic moduli E− and E+ and small cross sections S− and S+,
respectively. The plates have thicknesses h−, h+, Poisson’s ratios ν−, ν+
and share moduli µ−, µ+. Here and below the subscript + corresponds
to the plate occupying the upper half-plane Im z > 0 and the subscript
− corresponds to the plate occupying the lower half-plane Im z < 0. The
plates are joined so that their middle surfaces are identical. The stringer is
attached ideally rigidly to the plates and symmetrically both with respect
to the junction line of the plates and with respect to their middle surfaces.
Problem S: Find complex potentials that describe the stress state of the
plates and the contact stresses under the stringer.

To write the corresponding boundary integral equation we follow [18] and
apply the complex potentials.

First, we write the equilibrium equations in the interval [x, x+∆x] :

N(x+∆x)−N(x) +
[
h−τ

+
xy(x)− h− + τ−xy(x)

]
∆x = 0, (4)[

h−σ
+
xy(x)− h− + σ−

xy(x)
]
∆x = 0.

After dividing both sides by ∆x and taking the limit as ∆x→ 0, we obtain
N ′(x) + h−τ

+
xy(x)− h− + τ−xy(x) = 0, h−σ

+
y (x)− h− + σ−

y (x) = 0, (5)
where N is the normal stress in the stringer calculated for the entire thick-
ness of the stringer, τ−xy and σ+

xy are the share and normal stresses in the
plates calculated per unit thickness of the plates. N(x) = E−S−ε(x) at
x > 0 and N(x) = E+S+ε(x) at x < 0. The stringer is rigidly attached
to the plates. Within the model adopted, this is taken into account by
equating the displacement vector u + iv of points in the stringer and the
displacement vectors (u+ iv)+ and (u+ iv)− of the corresponding points in
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the upper and lower plates on the line y = 0. Thus, we obtain the following
system of boundary conditions:

A(x)u′′(x)+h−τ
+
xy(x)−h−+τ−xy(x)=0, h−σ

+
y (x)−h−+σ−

y (x)=0,

(u+ iv)(x) = (u+ iv)−(x) = (u+ iv)+(x), x ∈ R \ {0},
(6)

where A(x) = E−S− for x < 0 and A(x) = E+S+ for x > 0. Conditions (6)
must be supplemented with the equilibrium condition of the stringer

∞∫
−∞

[
h−τ

+
xy(x)− h− + τ−xy(x)

]
dx+ P∞ = 0.

It is natural to look for a weak solution. Namely, in the classical setting
the displacement vector u + iv belongs to the Sobolev (energy) space H1

and the stresses σx, σy, τxy, which are compiled of the partial derivatives
of the displacement vector u+ iv in the plates with respect to the variable
x in the Hilbert space L2:

u+ iv ∈ H1(C− ∪ C+), σx, σy, τx,y ∈ L2(C), (7)

where C− denotes the lower and C+ the upper complex half-planes.
The displacement vector u+ iv and the stresses σx, σy, τxy are found by

means of the Kolosov–Muskhelishvili’s formulae
σx(z) + σy(z) = 4ReΦ±(z),

σy(z)− iτxy(z) = Φ±(z)− Φ±(z) + (z − z)Φ±(z),

2µ±
d

dx

[
u(z) + iv(z)

]
= Φ±(z)− Φ±(z) + (z − z)Φ±(z), ± Im z>0,

Φ±(z) =

{
Φ+

±(z), Im z > 0,

Φ−
±(z), Im z < 0,

µ± =
3− ν±
1 + ν±

,

(8)

where Φ±(z) are piecewise holomorphic functions (complex potentials) with
a line of discontinuity along the real axis and they vanish at infinity. Based
on the representation of the potentials as the Cauchy integrals,

Φ+
−(z)=

1

2π(1+δκ−)

∞∫
−∞

g(t)

t− z
dt, Φ−

−(z)=
κ+

2π(κ++δ)

∞∫
−∞

g(t)

t− z
dt, (9)

for the unknown density we derive the following equation from (8):

g(x)− a(x)

π

d

dx

∞∫
−∞

g(t)

t− x
dt = g(x)− a(x)

π

∞∫
−∞

g′(t)

t− x
dt = 0, (10)

g ∈ H− 1
2 (R), x ∈ R
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(see [18, Section 6] for details), where

δ =
h+µ+

h−µ−
, g(x) =

A(x)

2h−µ−

d

dx
Re

[
κ−Φ

+
−(x) + Φ−

−(x)
]
,

a(x)=a± for ± x>0, a± :=
E±S±

4h+µ+

κ+(κ−+δ)+κ−(1+κ+δ)

(κ++δ)(1+κ+δ)
>0.

(11)

Equation (10) coincides with (1) and in the classical setting (7) due to
the Kolosov–Muskhelishvili’s formulae (8), we have Φ± ∈ L2(C±). Then,
due to the representation formulae (9), the unknown function g in equation
(11) has to be found in the trace space

g ∈ H−1/2(R). (12)
In the non-classical setting,

u+ iv ∈ Hs
p(C− ∪ C+), σx, σy, τx,y ∈ Hs−1

p (C), 1 < p <∞, s >
1

p
(13)

(we should impose the constraint s > 1/p to ensure the existence of the trace
(u + iv)+ on the boundary), the integral equation (11) has to be solved in
the trace space

g ∈ Hs−1/p−1
p (R). (14)

2. Fourier Convolution Operators in the Bessel Potential
Spaces Hs

p(R+)

To formulate the next theorem we need to introduce the Fourier convo-
lution and Bessel potential operators.

Let a ∈ L∞,loc(R) be a locally bounded m × m matrix function. The
Fourier convolution operator (FCO) with the symbol a is defined by

W 0
a := F−1aF . (15)

Here
Fu(ξ) :=

∫
Rn

eiξxu(x) dx, ξ ∈ Rn. (16)

is the Fourier transformation and

F−1v(ξ) :=
1

(2π)n

∫
Rn

e−iξxv(ξ) dξ, x ∈ Rn. (17)

is its inverse transformation. If the operator
W 0

a : Hs
p(R) −→ Hs−r

p (R) (18)
is bounded, we say that a is an Lp-multiplier of order r and use “Lp-mul-
tiplier” if the order is 0. The set of all Lp-multipliers of order r (of order 0)
is denoted by Mr

p(R) (by Mp(R), respectively). Let

M̃r
p(R) :=

∩
p−ε<q<p+ε

Mr
q(R), M̃p(R) :=

∩
p−ε<q<p+ε

Mq(R).
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For an Lp-multiplier of order r, a ∈ Mr
p(R), the Fourier convolution

operator (FCO) on the semi-axis R+ is defined by the equality

Wa = r+W
0
a : H̃s

p(R+) −→ Hs−r
p (R+), (19)

where r+ := rR+ : Hs
p(R) −→ Hs

p(R+) is the restriction operator to the
semi-axes R+.

We did not use in the definition of the class of multipliers Mr
p(R) the

parameter s ∈ R. This is due to the fact that Mr
p(R) is independent of s:

if the operator Wa in (19) is bounded for some s ∈ R, it is bounded for all
other values of s.

Another definition of the multiplier class Mr
p(R) is written as follows: a ∈

Mr
p(R) if and only if λ−ra ∈ Mp(R) = M0

p(R), where λr(ξ) := (1+ |ξ|2)r/2.
This assertion is one of the consequences of Theorem 2.1 below.

The Bessel potential operators are defined as follows:

Λr
γ =W 0

λr
γ
: H̃s

p(R+) −→ H̃s−r
p (R+),

Λr
−γ = r+W

0
λr
−γ
ℓ : Hs

p(R+) −→ Hs−r
p (R+),

λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0,

(20)

and they arrange isomorphisms of the corresponding spaces (see [6,9]). Here,
ℓ : Hs

p(R+) −→ Hs
p(R) is some extension operator and the final result is

independent of the choice of an extension ℓ (we did not needed the extension
operator in (19), since the space H̃s

p(R+) is automatically embedded in
Hs

p(R) by extending the functions with 0).

Theorem 2.1. Let 1 < p <∞. Then
1. For any r, s ∈ R, γ ∈ C, Im γ > 0 the convolution operators

Λr
γ =Wλr

γ
: H̃s

p(R+) −→ H̃s−r
p (R+),

Λr
−γ = r+W

0
λr
−γ
ℓ : Hs

p(R+) −→ Hs−r
p (R+),

λr±γ(ξ) := (ξ ± γ)r, ξ ∈ R, Im γ > 0,

(21)

arrange isomorphisms of the corresponding spaces (see [6,14]). Here,
ℓ : Hs

p(R+) −→ Hs
p(R) is some extension operator and the final result

is independent of the choice of an extension ℓ. r+ is the restriction
from the axes R to the semi-axes R+.

2. For any operator A : H̃s
p(R+) −→ Hs−r

p (R+) of order r, the follo-
wing diagram is commutative

H̃s
p(R+)

A //

Λ−s
γ

��

Hs−r
p (R+)

Ls−r
−γ

��
Lp(R+)

Λs−r
−γ AΛ−s

γ

// Lp(R+)

. (22)



Integro-Differential Equations of Prandtl Type in the Bessel Potential Spaces 53

Diagram (22) provides an equivalent lifting of the operator A of
order r to the operator Λs−r

−γ AΛ−s
γ : Lp(R+) −→ Lp(R+) of order 0.

3. For any bounded convolution operator Wa : Hs
p(R+) −→ Hs−r

p (R+)
of order r and for any pair of complex numbers γ1, γ2 such that
Im γj > 0, j = 1, 2, the lifted operator

Λµ
−γ1

WaΛ
ν
γ2

=Waµ,ν : Hs+ν
p (R+) −→ Hs−r−µ

p (R+),

aµ,ν(ξ) := (ξ − γ1)
µa(ξ)(ξ + γ2)

ν (23)

is again a Fourier convolution.
In particular, the lifted operator Was−r,−s = Λs−r

−γ WaΛ
−s
γ :

Lp(R+) −→ Lp(R+) has the symbol

as−r,−s(ξ) = λs−r
−γ (ξ)a(ξ)λ−s

γ (ξ) =
(ξ − γ

ξ + γ

)s−r a(ξ)

(ξ + i)r
.

Remark 2.2. For any pair of multipliers a ∈ Mr
p(R), b ∈ Ms

p(R) the corre-
sponding convolution operators on the axes W 0

a and W 0
b have the property

W 0
aW

0
b =W 0

bW
0
a =W 0

ab.
For the corresponding Wiener–Hopf operators on the half-axes a similar

equality
WaWb =Wab (24)

holds if and only if either the function a(ξ) has an analytic extension in the
lower half-plane, or the function b(ξ) has an analytic extension in the upper
half-plane (see [6]).

Note that actually (23) is a consequence of (24).

Let
•
R := R∪{∞} denote the one point compactification of the real axes

R and R := R∪{±∞} denote the two point compactification of R. By C(
•
R)

(by C(R), respectively) we denote the space of continuous functions g(x)
on R which have the equal limits at the infinity g(−∞) = g(+∞) (limits at
the infinity may be different g(−∞) ̸= g(+∞). By PC(

•
R) is denoted the

space of piecewise-continuous functions on
•
R, having the limits a (t± 0) at

all points t ∈
•
R, including the infinity.

Proposition 2.3 ([6, Lemma 7.1] and [10, Proposition 1.2]). Let 1<p<∞,
a ∈ C(

•
R+), b ∈ C(

•
R) ∩ M̃p(

•
R) and a(∞) = b(∞) = 0. Then the operators

aWb,Wb aI : Lp(R+) −→ Lp(R+) are compact.
Moreover, these operators are bounded in all Bessel potential space, and,

due to Krasnoselskij interpolation theorem for compact operators, are com-
pact in these spaces.
Proposition 2.4 ([6, Lemma 7.4] and [10, Lemma 1.2]). Let 1 < p < ∞
and let a and b satisfy at least one of the conditions

(i) a ∈ C(R+), b ∈ M̃p(R) ∩ PC(R);
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(ii) a ∈ PC(R+), b ∈ CM̃p(R).
Then the commutants [aI,Wb] and [aI,M0

b ], where M0
b is a Mellin convo-

lution operator (see the next Section 3), are compact operators in the space
Lp(R+).

Moreover, these operators are compact in all Bessel potential and Besov
spaces, where they are bounded, due to Krasnoselskij interpolation theorem
for compact operators.

The differentiation is a Fourier convolution operator with the symbol
−iξ:

r+∂tψ = r+∂tF−1Fψ = r+F−1(−iξ)Fψ =W−iξψ, ψ ∈ C∞
0 (R+). (25)

Using (25) and (20), we get

r+(∂tΛ
−1
±γ − I) = r+(Λ

−1
±γ∂t − I) =Wg, g(ξ) :=

ξ

ξ ± γ
− 1, ξ ∈ R.

The symbol g(ξ) is infinitely smooth and vanishes at infinity: g(±∞) = 0.
Then, due to Proposition 2.3, the operators

v0
[
r+(∂tΛ

−1
±γ − I)

]
,

[
r+(∂tΛ

−1
±γ − I)

]
v0I (26)

are compact for all v0 ∈ C∞
0 (R+) (and even for all sufficiently smooth

v0 ∈ Cm(R+)) which vanish at infinity v0(∞) = 0. The compactness of the
operators in (26) imply the local invertibility of ∂t (with the local inverse
Λ−1

±γ) even at all finite points t ∈ R+.

3. Mellin Convolution Operators in the Bessel Potential
Spaces Hs

p(R+)

In the present section we expose auxiliary results from [9] (also see
[3, 6, 10]), which are essential for the investigation of boundary integral
equation (1).

Consider a Mellin convolution operator M0
a in the Bessel potential spaces

M0
a := M−1

β aMβ : H̃s
p(R+) −→ Hs

p(R+), (27)

where

Mβv(ξ) :=

∞∫
0

τβ−iξv(τ)
dτ

τ
, ξ ∈ R,

M−1
β u(t) :=

1

2π

∞∫
−∞

tiξ−βu(ξ) dξ, t ∈ R+.

are the Mellin transformation and the inverse to it.
The symbol a(ξ) of this operator is an n×n matrix function a ∈ CM0

p(R)
continuous on the real axis R with the only possible jump at infinity.
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The most important example of a Mellin convolution operator is an in-
tegral operator of the form

M0
au(t) := c0u(t) + c1

πi

∞∫
0

u(τ)
τ − t

dt+

∞∫
0

K
( t
τ

)
u(τ) dτ

τ
(28)

with n × n matrix coefficients and n × n matrix kernel. M0
a is a bounded

operator in the weighted Lebesgue space of vector-functions
M0

a : Lp(t
γ ,R+) −→ Lp(t

γ , R+), 1 < p <∞, −1 < γ < p− 1, (29)
endowed with the norm∥∥u | Lp(t

γ ,R+)
∥∥ :=

[ ∞∫
0

tγ |u(t)|p dt
]1/p

under the following constraint on the kernel (on each entry of the matrix
kernel)

∞∫
0

tβ−1K(t) dt <∞, β :=
1 + γ

p
, 0 < β < 1 (30)

(cf. [6]). The symbol of the operator (28) is the Mellin transform of the
kernel

a(ξ) := c0 + c1 coth π(iβ + ξ) +MβK(ξ)

:= c0 + c1 coth π(iβ + ξ) +

∞∫
0

tβ−iξK(t)
dt

t
, ξ ∈ R, (31)

and the symbol is responsible for the Fredholm properties of the operator.
Obviously,

M0
aM

0
bφ = M0

abφ = M0
bM

0
aφ, φ ∈ C∞

0 (R+),

for arbitrary a ∈ Mr
p(R) and b ∈ Ms

p(R).

Theorem 3.1. Let 1 < p <∞ and −1 < γ < p−1 (or 1 6 p 6 ∞ provided
c1 = 0 in (28)). The operator M0

a in (28)–(29) with a symbol a ∈ CM0
p(R),

is a Fredholm operator if and only if its symbol is invertible (is elliptic)
inf
ξ∈R

| det a(ξ)| > 0. (32)

If the symbol is elliptic, the operator is invertible and M0
a−1 is the inverse.

Things are different in the Bessel potential spaces. Let us recall some
results from [9, Section 2].

Consider the kernels which are meromorphic functions on the complex
plane C, vanishing at infinity,

K(t) :=
N∑
j=0

dj
(t− cj)mj

, (33)



56 R. Duduchava and T. Tsutsunava

having poles at c0, c1, . . . , cN ∈ C \ {0} and complex coefficients dj ∈ C.

Definition 3.2 (see [9]). We call a kernel K(t) in (33) admissible if for
those poles c0, . . . , cℓ which belong to the positive semi-axes arg c0 = · · · =
arg cℓ = 0, the corresponding multiplicities is one m0 = · · · = mℓ = 1.

For example: The Mellin convolution operator

Km
c v(t) :=

1

π

∞∫
0

τm−1v(τ)

(t− cτ)m
dτ, −π < arg c < π, v ∈ Lp(R+) (34)

has an admissible kernel for arbitrary m = 1, 2, . . . if the following constraint
holds: for a real arg c = 0 and positive c > 0 necessarily m = 1.

Proposition 3.3 (see [9, Corollary 2.3, Theorem 2.4]). Let 1 < p <∞ and
−1 < γ < p− 1 (or 1 6 p 6 ∞ provided c1 = 0 in (28)), s ∈ R and K(t) in
(33) be an admissible kernel. Then the Mellin convolution operator

M0
au(t) := c0u(t) +

∞∫
0

K
( t
τ

)
u(τ)dτ

τ

is bounded in the Lebesgue space Lp(R+, tγ) and, also, in the Bessel potential
space in the following setting:

M0
a : rH̃s

p(R+) −→ Hs
p(R+). (35)

Theorem 3.4 ([3, Theorem 5.1] and [9]). Let s ∈ R and 1 < p <∞.
If −π 6 arg c < π, arg c ̸= 0, 0 < arg γ < π and 0 < arg(−c γ) < π, the

Mellin convolution operator between the Bessel potential spaces

K1
c : H̃r

p(R+) −→ Hr
p(R+) (36)

is lifted to the equivalent operator

Λs
−γK1

cΛ
−s
γ = c−sK1

cWgs
−cγ,γ

: Lp(R+) −→ Lp(R+), (37)

where c−s = |c|−se−is arg c and

gsδ,µ(ξ) :=
( ξ + δ

ξ + µ

)s

. (38)

If −π 6 arg c < π, arg c ̸= 0, 0 < arg γ < π and −π < arg(−c γ) < 0,
the Mellin convolution operator between the Bessel potential spaces (36) is
lifted to the equivalent operator

Λs
−γK1

cΛ
−s
γ = c−sWgs

−γ,−γ0
K1

cWgs
−cγ0,γ

= c−sK1
cWgs

−γ,−γ0
gs
−cγ0,γ

+ T : Lp(R+) −→ Lp(R+), (39)

where T : Lp(R+) −→ Lp(R+) is a compact operator.
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Let us consider the Banach algebra Ap(R+) generated by Mellin convo-
lution and Fourier convolution operators, i.e. by the operators

A :=
m∑
j=1

WdjM
0
aj
Wbj (40)

and their compositions in the Lebesgue space Lp(R+). Here, M0
aj

are the
Mellin convolution operators with continuous N ×N matrix symbols aj ∈
CMp(R), Wbj , Wdj are Fourier convolution operators with N × N matrix
symbols bj , dj ∈ CMp(R \ {0}) := CMp(R

− ∪ R+
). The algebra of N ×N

matrix Lp-multipliers CMp(R \ {0}) consists of those piecewise-continuous
N ×N matrix multipliers b ∈ Mp(R)∩PC(R) which are continuous on the
semi-axis R− and R+, but might have finite jump discontinuities at 0 and
at infinity.

To define the symbol of the operator A in (40) which governs the Fred-
holm property and the index of A (see Theorem 3.5, below) we consider the
infinite clockwise oriented “rectangle” R := Γ1 ∪ Γ−

2 ∪ Γ+
2 ∪ Γ3, where (cf.

Figure 1)

Γ1 := R× {+∞}, Γ±
2 := {±∞} × R+

, Γ3 := R× {0}.

Figure 1. The domain R of definition of the symbol As
p(ω).
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The symbol Ap(ω) of the operator A in (40) is a function on the set R, viz.

Ap(ω) :=



m∑
j=1

(dj)p(∞, ξ)aj(ξ)(bj)p(∞, ξ), ω = (ξ, ξ) ∈ Γ1,

m∑
j=1

dj(η)aj(+∞)bj(η), ω = (+∞, η) ∈ Γ+
2 ,

m∑
j=1

dj(−η)aj(−∞)bj(−η), ω = (−∞, η) ∈ Γ−
2 ,

m∑
j=1

(dj)p(0, ξ)aj(ξ)(bj)p(0, ξ), ω = (ξ, 0) ∈ Γ3.

(41)

The connecting function gp(∞, ξ) in (41) for a piecewise continuous function
g ∈ PC(R) is defined as follows:

gp(x, ξ) :=
1

2

[
g(x+ 0) + g(x− 0)

]
− i

2

[
g(x+ 0)− g(x− 0)

]
cotπ

(1
p
− iξ

)
= eiπ

g+x +g−x
2

cosπ( 1p +
g+
x −g−

x

2 − iξ)

sinπ( 1p − iξ)
, ξ ∈ R, (42)

g±x :=
1

πi
ln g(x± 0), Re g±x =

1

π
arg g(x± 0), x ∈

•
R := R ∪ {∞}.

The function gp(∞, ξ) fills up the discontinuity (the jump) of g(ξ) at
∞ between g(−∞) and g(+∞) with an oriented arc of the circle (see [9,
Section 4] for further details).

The symbol Ap(ω) is continuous on the rectangle R and if it is elliptic
inf
ω∈R

∣∣detAp(ω)
∣∣ > 0, (43)

the increment of the argument (1/2π) argAp(ω) when ω ranges through R
in the positive direction, is an integer. This integer is called the winding
number or the index of the symbol and is denoted by ind detAp.

Theorem 3.5 ([9, Theorem 4.13]). Let 1 < p <∞ and let A be defined by
(40). Then A : Lp(R+) −→ Lp(R+) is a Fredholm operator if and only if
its symbol Ap(ω) is elliptic. If A is Fredholm, the index of the operator is

Ind A = − ind detAp. (44)

4. Investigation of the Integro-Differential Equation (1)

For the investigation of equation (1) we apply the approach developed
in [11] and the localization technique.

Proof of Theorem 0.1. Let us introduce the notation
φ1(t) := φ(−t), f1(t) = f(−t),

φ2(t) := φ(t), f2(t) = f(t) for t > 0.
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Then φ′
1(t) := −φ′(−t), φ′

2(t) := φ′(t) and the integral equation (1) is then
written in the following form:

φ1(t) +
a−
π

∞∫
0

φ′
1(τ)

t− τ
dτ − a−

π

∞∫
0

φ′
2(τ)

t+ τ
dτ = f1(t),

φ2(t)−
a+
π

∞∫
0

φ′
1(τ)

t+ τ
dτ +

a+
π

∞∫
0

φ′
2(τ)

t− τ
dτ = f2(t),

t ∈ R+, (45)

φ1, φ2 ∈ Hs
p(R+), f1, f2 ∈ Hs−1

p (R+).

Moreover, by physical arguments (the system (45) is an equivalent reformu-
lation of the Problem S (see (11), (13)) and we can assume that:

(i) a solution to the system (45) vanishes at 0

φ1, φ2 ∈ H̃s
p(R+). (46)

(ii) the system (45) has a unique solution φ1, φ2 in the classical setting
s = 1/2, p = 2:

φ1, φ2 ∈ H̃1/2(R+), f1, f2 ∈ H−1/2(R+). (47)
The system of integral equations (45) is of Mellin type,φ1(t) + a−

[
K1

1 φ
′
1(t)−K1

−1 φ
′
2(t)

]
= f1(t),

φ2(t)− a+

[
K1

−1 φ
′
1(t)−K1

1 φ
′
2(t)

]
= f2(t),

(48)

φ1, φ2 ∈ H̃s
p(R+), f1, f2 ∈ Hs−1

p (R+),

where

K1
cφ(t) :=

1

π

∞∫
0

φ(τ)

t− c τ
dτ, 0 < | arg c| 6 π, φ ∈ Lp(R+),

is a Mellin convolutions operator with a meromorphic kernel (see Definition
3.2).

Since φj ∈ H̃s
p(R+), fj ∈ Hs−1

p (R+), j = 1, 2, we introduce new functions

φ1 = Λ−s
γ ψ1, φ2 = Λ−s

γ ψ2, f1 = Λ−s+1
−γ g1 f2 = Λ−s+1

−γ g2,

Im γ > 0, ψ1, ψ2, g1, g2 ∈ Lp(R+),

use the equality
dφ(t)

dt
= φ′(t) = (W−iξφ)(t)

and get
Λ−s
γ ψ1 + a−

[
K1

1W−iξΛ
−s
γ ψ1 −K1

−1W−iξΛ
−s
γ ψ2

]
= Λ−s+1

−γ g1,

Λ−s
γ ψ2 − a+

[
K1

−1W−iξΛ
−s
γ ψ1 −K1

1W−iξΛ
−s
γ ψ2

]
= Λ−s+1

−γ g2.
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Here, the pair of functions ψ1, ψ2 is unknown while the pair g1, g2 is known
(prescribed).

The system is already lifted to the Lp-space setting, and we will write it
in a convenient form by applying the Bessel potential operator Λs−1

γ to the
both parts of the equations:



Λs−1
−γ Λ−s

γ ψ1 + a−

[
Λs−1
−γ K1

1W−iξΛ
−s
γ ψ1 − Λs−1

−γ K1
−1W−iξΛ

−s
γ ψ2

]
= Λs−1

−γ Λ−s+1
−γ g1 = g1,

Λs−1
−γ Λ−s

γ ψ2 − a+

[
Λs−1
−γ K1

−1W−iξΛ
−s
γ ψ1 − Λs−1

−γ K1
1W−iξΛ

−s
γ ψ2

]
= Λs−1

−γ Λ−s+1
−γ g2 = g2,

ψ1, ψ2, g1, g2 ∈ Lp(R+),

since Λs−1
−γ Λ−s+1

−γ u = u (see [6]). By using the equality

Λr
−γK1

cΛ
−r
γ = c−rK1

cΛ
r
−cγΛ

−r
γ

proved in [3, Theorem 5.1] for arbitrary c ∈ C and again the equality
Λs−1
−γ Λ−s+1

γ = I, we rewrite the system in the following form:



Λs−1
−γ Λ−s

γ ψ1

+a−

[
K1

1Λ
s−1
−γ W−iξΛ

−s
γ ψ1−(−1)−s+1K1

−1Λ
s−1
γ W−iξΛ

−s
γ ψ2

]
= g1,

Λs−1
−γ Λ−s

γ ψ2

−a+
[
(−1)−s+1K1

−1Λ
s−1
γ W−iξΛ

−s
γ ψ1−K1

1Λ
s−1
−γ W−iξΛ

−s
γ ψ2

]
= g2,

ψ1, ψ2, g1, g2 ∈ Lp(R+).

Next, we apply the equalities

Λr
µ = W (ξ+µ)r , W aW b = W ab,

where the second one holds if a(ξ) has an analytic extension in the lower
half-plane or b(ξ) has an analytic extension in the upper half-plane (see [3,6]
for details). The above equalities imply, in particular, that

Λs−1
−γ Λ−s

γ = W (ξ−γ)s−1W (ξ+γ)−s = W ( ξ−γ
ξ+γ )s 1

ξ−γ
,

Λs−1
γ W−iξΛ

−s
γ = W −iξ

ξ+γ
.
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Finally, we arrive to the following system of convolution equations, which
is an equivalent reformulation of the system (48) in the Lp-space setting:

W ( ξ−γ
ξ+γ )s 1

ξ−γ
ψ1 + a−K

1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

ψ1

+(−1)sa−K
1
−1W −iξ

ξ+γ
ψ2 = g1,

W ( ξ−γ
ξ+γ )s 1

ξ−γ
ψ2 + (−1)sa+K

1
−1W −iξ

ξ+γ
ψ1

+a+K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

ψ2 = g2,

(49)

ψ1, ψ2, g1, g2 ∈ Lp(R+).

Let us rewrite the system (49) as follows

AΨ = G, Ψ :=

(
ψ1

ψ2

)
∈ Lp(R+), G :=

(
g1
g2

)
∈ Lp(R+)

where

A=

[
W ( ξ−γ

ξ+γ )s 1
ξ−γ

+a−K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

eπsia−K
1
−1W −iξ

ξ+γ

eπsia+K
1
−1W −iξ

ξ+γ
W ( ξ−γ

ξ+γ )s 1
ξ−γ

+a+K
1
1W ( ξ−γ

ξ+γ )s −iξ
ξ−γ

]

According to [9, Formulae (41), (81)], the symbols of operators K1
1 = M0

K1
1

and K1
−1 = M0

K1
−1

are, respectively,

K1
1(ξ) = −i cothπ(iβ + ξ) = − cotπ(β − iξ), K1

−1(ξ) =
1

sinπ(β − iξ)
.

With the shorthand notation,

b1(ξ) =
(ξ − γ

ξ + γ

)s 1

ξ − γ
, b2(ξ) =

(ξ − γ

ξ + γ

)s −iξ
ξ − γ

, b3(ξ) =
−iξ
ξ + γ

,

we rewrite the operator A as follows

A =

[
A−

1 A−
2

A+
2 A+

1

]
=

[
W b1 + a−M

0
K1

1
W b2 eπsia−M

0
K1

−1
W b3

eπsia+M
0
K1

−1
W b3 W b1 + a+M

0
K1

1
W b2

]
(50)

and investigate the operator A : Lp(R+) −→ Lp(R+).
It is easy to see that the functions b1(ξ), b2(ξ) b3(ξ) and K1

±1 have the
following limits:

b1(±∞) = 0, b1(0) = −e
πsi

γ
,

b2(−∞) = −i, b2(+∞) = −ie2πsi, b2(0) = 0,

b3(±∞) = −i, b3(0) = 0,

K1
1(±∞) = ±i, K1

−1(±∞) = 0.
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Then, according to [9, Formulae (85), (86)] (also see the earlier paper
[10]), the symbol of the operators A±

1 and A±
2 in (50) are written as follows:

As
p(ω) =

[
(A−

1 )
s
p(ω) (A−

2 )
s
p(ω)

(A+
2 )

s
p(ω) (A+

1 )
s
p(ω)

]
,

where

(A±
1 )

s
p(ω) = ia± cotπ(β − iξ)

(e2πsi + 1

2
+
e2πsi − 1

2i
cotπ(β − iξ)

)
= ia±e

πsi cotπ(β − iξ) sinπ(β − iξ + s)

sinπ(β − iξ)

= ia±e
πsi cosπ(β − iξ) sinπ(β − iξ + s)

sin2 π(β − iξ)
,

(A±
2 )

s
p(ω) =

−ia±eπsi

sinπ(β − iξ)
if ω = (ξ,∞) ∈ Γ1,

(A±
1 )

s
p(ω) =

(−η − γ

−η + γ

)s 1

−η − γ
− ia±

(−η − γ

−η + γ

)s iη

−η − γ

= −
(η − γ

η + γ

)−s 1 + a±η

η + γ
,

(A±
2 )

s
p(ω) = 0 if ω = (+∞, η) ∈ Γ−

2 ,

(A±
1 )

s
p(ω) =

(η − γ

η + γ

)s 1

η − γ
+ ia±

(η − γ

η + γ

)s −iη
η − γ

=
(η − γ

η + γ

)s 1 + a±η

η − γ
,

(A±
2 )

s
p(ω) = 0 if ω = (−∞, η) ∈ Γ+

2 ,

(A±
1 )

s
p(ω) = −e

πsi

γ

(A±
2 )

s
p(ω) = 0 if ω = (ξ,∞) ∈ Γ3,

and β = 1
p , ξ ∈ R, η ∈ R+. Then

detAs
p(ω)

=



−a−a+e2πsi
cos2 π(β−iξ) sin2 π(β−iξ+s)−sin2 π(β−iξ)

sin4 π(β−iξ)
,

ω = (ξ,∞) ∈ Γ1,

∓
(η − γ

η + γ

)∓2s (1 + a−η)(1 + a+η)

η2 − γ2
, ω = (±∞, η) ∈ Γ±

2 ,

e2πsi

γ2
, ω = (ξ, 0) ∈ Γ3.

(51)

The symbol As
p(ω) is non-elliptic (i.e., detAs

p(ω) = 0) if and only if
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(i) (1 + a−η)(1 + a+η) ̸= 0 for all 0 < η < ∞. This condition holds if
and only if coefficients a± are not negative reals: a± ∈ C \ R−;

(ii) The parameters p and s are solutions to the equation

cos2 π
(1
p
− iξ

)
sin2 π

(1
p
+ s− iξ

)
− sin2 π

(1
p
− iξ

)
= 0. (52)

By analyzing the transcendental equation (52), we come to the following
conclusions.

(52) have a solution only for ξ = 0 and (52) transforms into an equivalent
transcendental equation (2).

For 1 < p < 4, (2) has no solution for any −1 6 s 6 1, because if we
write it in an equivalent form

sin2 π
(1
p
+ s

)
= tan2 π

p
(53)

the right-hand side is more than 1, while the left-hand side is less than or
is equal to 1. On the other hand, in the classical setting p = 2, s = −1

2
equation (1) has a unique solution (see (47)). Since this pair belongs to the
quadrat 1 < p < 4, −1 6 s 6 1, where equation (1) is Fredholm, it has the
same kernel and co-kernel in all these cases, i.e., is uniquely solvable for all
1 < p < 4 and all −1 6 s 6 1 (see [5] and [12] for the proof of the assertion).

For 4 6 p < ∞, (53) has, due to the periodicity, two pairs of solutions
{p, sp} and {p, sp − 1}, where sp > 0, sp − 1 < 0. It can be shown that
for sp − 1 < s < sp, for −1 6 s < sp − 1, and for sp < s 6 1 the
symbol As

p has index 0, +1 and −1, respectively. Manipulating with the
properties of kernels and co-kernels in embedded spaces, we can prove easily
that equation (1) has, respectively, no kernel and co-kernel (is uniquely
solvable), has no kernel, but 1-dimensional co-kernel (has a unique solution
for all right-hand sides which are orthogonal to the solution of the dual
homogeneous equation) and has the 1-dimensional kernel, but no co-kernel
(has a non-unique solution for all right-hand sides), respectively. �
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Abstract. A necessary condition for the existence of spectral factoriza-
tion is positive definiteness a.e. on the unit circle of a matrix function which
is being factorized. Correspondingly, the existing methods of approximate
computation of the spectral factor can be applied only in the case where the
matrix function is positive definite. However, in many practical situations
an empirically constructed matrix spectral densities may lose this property.
In the present paper we consider possibilities of approximate spectral fac-
torization of matrix functions by their known perturbation which might not
be positive definite on the unit circle.
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ÒÄÆÉÖÌÄ. ÓÐÄØÔÒÀËÖÒÉ ×ÀØÔÏÒÉÆÀÝÉÉÓ ÀÒÓÄÁÏÁÉÓÀÈÅÉÓ ÀÖÝÉËÄ-
ÁÄËÉÀ ÂÀÓÀ×ÀØÔÏÒÉÆÉÒÄÁÄËÉ ÌÀÔÒÉÝ ×ÖÍØÝÉÀ ÉÚÏÓ ÃÀÃÄÁÉÈÀÃ
ÂÀÍÓÀÆÙÅÒÖËÉ È.Ú. ÄÒÈÄÖËÏÅÀÍ ßÒÄßÉÒÆÄ. ÛÄÓÀÁÀÌÉÓÀÃ, ÀÒÓÄÁÖËÉ
ÌÄÈÏÃÄÁÉ ÓÐÄØÔÒÀËÖÒÉ ÈÀÍÀÌÀÌÒÀÅËÉÓ ÌÉÀáËÏÄÁÉÈ ÐÏÅÍÉÓÀ ÛÄÉÞ-
ËÄÁÀ ÂÀÌÏÚÄÍÄÁÖË ÉØÍÀÓ ÌáÏËÏÃ ÃÀÃÄÁÉÈÀÃ ÂÀÍÓÀÆÙÅÒÖËÉ ÌÀÔÒÉ-
ÝÄÁÉÓÀÈÅÉÓ, ÌÀÛÉÍ ÒÏÝÀ ÌÒÀÅÀË ÐÒÀØÔÉÊÖË ÓÉÔÖÀÝÉÀÛÉ ÄÌÐÉÒÉ-
ÖËÀÃ ÛÄÃÂÄÍÉËÉ ÓÐÄØÔÒÀËÖÒÉ ÓÉÌÊÅÒÉÅÉÓ ÌÀÔÒÉÝÉ ÛÄÉÞËÄÁÀ ÖÊÅÄ
ÀÙÀÒ ÉÚÏÓ ÀÌ ÈÅÉÓÄÁÉÓ ÌÀÔÀÒÄÁÄËÉ. ßÉÍÀÌÃÄÁÀÒÄ ÍÀÛÒÏÌÛÉ ÂÀÍáÉ-
ËÖËÉÀ ÛÄÓÀÞËÄÁËÏÁÄÁÉ ÌÀÔÒÉÝ ×ÖÍØÝÉÄÁÉÓ ÌÉÀáËÏÄÁÉÈÉ ×ÀØÔÏ-
ÒÉÆÀÝÉÉÓÀ ÌÀÈÉ "ÛÄÛ×ÏÈÄÁÖËÉ" ÅÄÒÓÉÉÓ ÌÉáÄÃÅÉÈ, ÒÏÌÄËÍÉÝ ÛÄ-
ÉÞËÄÁÀ ÀÙÀÒ ÉÚÅÍÄÍ ÃÀÃÄÁÉÈÀÃ ÂÀÍÓÀÆÙÅÒÖËÍÉ.
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1. Introduction

Matrix Spectral Factorization Theorem [9], [5] asserts that if

S(t) =


s11(t) s12(t) · · · s1r(t)
s21(t) s22(t) · · · s2r(t)

...
...

...
...

sr1(t) sr2(t) · · · srr(t)

 , (1)

|t| = 1, is a positive definite (a.e.) matrix function with integrable entries,
sij ∈ L1(T), and if the Paley–Wiener condition

log detS ∈ L1(T) (2)

is satisfied, then (1) admits a (left) spectral factorization

S(t) = S+(t)S−(t) = S+(t)(S+(t))∗, (3)

where S+ is an r × r outer analytic matrix function with entries from the
Hardy space H2(D), D = {z ∈ C : |z| < 1}, and S−(z) = (S+(1/z))∗,
|z| > 1. It is assumed that (3) holds for boundary values a.e. on T. A
spectral factor S+ is unique up to a constant right unitary multiplier (see
e.g. [3]).

In the scalar case, r = 1, a spectral factor of a positive function f can be
explicitly written by the formula

f+(z) = exp
(

1

4π

2π∫
0

eiθ + z

eiθ − z
log f(eiθ) dθ

)
(4)

and it is well-known that if (1) is a Laurent polynomial matrix

S(t) =

N∑
k=−N

Ckt
k, Ck ∈ Cr×r, (5)

then the spectral factor S+(t) =
N∑

k=0

Akt
k is a polynomial matrix of the

same order (see e.g. [2]).
A challenging practical problem is actual approximate computation of

matrix coefficients of analytic function S+ for a given matrix function (1).
Starting with Wiener’s original efforts [10], various methods have been de-
veloped to approach this problem (see the survey papers [7], [8] and refer-
ences therein). Recently, a new algorithm of matrix spectral factorization
has been proposed in [6]. This algorithm can be applied to any matrix
function which satisfies the necessary and sufficient condition (2) for the
existence of factorization. (Most of other algorithms impose additional re-
strictions on (1), such as S to be rational or strictly positive definite on the
boundary.) In the present paper we would like to demonstrate that (at least
in the polynomial case) the proposed algorithm can be also applied to the
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so-called “perturbed” data which looses the property of positive definiteness.
Namely, we consider and solve the following problem.

In most practical applications of spectral factorization, a power spectral
density S is constructed from empirical observations which are always sub-
ject to small numerical errors. Thus, instead of theoretically existing matrix
spectral density (1), which is always positive definite (a.e.) on T, we have to
deal with Ŝ which may no longer be even positive semi-definite on T. The
classical illustrative example is when S(t) =

n∑
k=−n

Ckt
k is a Laurent matrix

polynomial with detS(t0) = 0 for some t0 ∈ T and we disturb the coeffi-
cients Ck. The question arises if the above mentioned spectral factorization
algorithm can treat Ŝ as positive definite in order to correct this “small er-
ror” in data and find S+ approximately. (Most of existing matrix spectral
factorization algorithms do not make sense for non positive definite data.)
Below we provide a positive answer to this question. To be specific, for
polynomial matrix functions, depending on algorithm proposed in [6], we
explicitly describe a computational procedure which can be applied to any
polynomial data (say, maps Cn : PN (m×m) → P+

N (m×m), n = 1, 2, . . ., see
Section 2 for the notation) in such a manner that the following statement
is true.

Theorem 1. Let S be a polynomial matrix function (5) which is positive
semi-definite on T and has a spectral factor S+, and let Sn, n = 1, 2, . . . , be a
sequence of arbitrary (not necessarily positive semi-definite on T) polynomial
matrix functions of the same degree N such that

∥Sn − S∥L1 → 0. (6)
Then

∥Cn(Sn)− S+∥L2 → 0. (7)

The paper is organized as follows. In the next section, we introduce the
notation that will be used throughout the paper. In Section 3, we review the
matrix spectral factorization algorithm proposed in [6] and in Section 4 we
describe the strategy dealing with non positive definite matrices. In Section
5, we consider the above formulated problem in the scalar case and solve it
for polynomial functions. A partial solution of the problem is provided for
general spectral densities. The main Theorem 1 along with some auxiliary
lemmas are proved in Section 6.

2. Notation

Let T = {z ∈ C : |z| = 1} with the standard Lebesgue measure dµ on it
and D = {z ∈ C : |z| ≤ 1}. As usual, Lp = Lp(T), 0 < p < ∞, denotes the
Lebesgue space of p-integrable complex functions defined on T, and Cm×m,
Lp(T)m×m, etc., denote the set of m × m matrices with entries from C,
Lp(T), etc. If S ∈ Cr×r is a matrix (function) and m ≤ r, then S[m] stands
for the upper-left m × m submatrix of S (S[0] is assumed to be 1). For a
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matrix (function) M , its Hermitian conjugate matrix (function) is denoted
by M∗ = M

T . Finally, Im is the m×m unit matrix.
The kth Fourier coefficient of an integrable (matrix) function f ∈ L1(T)

(f ∈ L1(T)m×m) is denoted by ck{f} (Ck{f} ∈ Cm×m). For p ≥ 1,
Lp
+(T) := {f ∈ Lp(T) : ck{f} = 0 whenever k < 0}, and, for n ≥ 0,

Lp
n−(T) := {f ∈ Lp(T) : ck{f} = 0 whenever k < −n}. Moreover,

PN := {
N∑

k=−N

ckz
k, ck ∈ C} is the set of trigonometric polynomials of

degree at most N and P+
N := {

N∑
k=0

ckz
k, ck ∈ C}. Also, P = ∪PN and

P+ = ∪P+
N , while Q[z] := {p/q : p, q ∈ P+} stands for the set of rational

functions.
The Hardy space of analytic functions in D, Hp = Hp(D) is identified

with Lp
+(T) for p ≥ 1, and Hp

O = Hp
O(D) is the set of outer analytic functions

from Hp. A square matrix function is called outer if its determinant is an
outer function.

For a real function f , let δf be the truncated function

δf(t) =

{
f(t) if f(t) > δ,

δ if f(t) ≤ δ
(8)

(we usually use the argument “t” for functions defined on T). Also, let
f (+) = max(0, f) and f (−) = max(0,−f).

The notation fn ⇒ f means that fn converges to f in measure. Observe
that

fn ⇒ f =⇒ f (+)
n ⇒ f (+). (9)

We will also use the following implication (see, e.g. [4, Corollary 1]):
∥fn − f∥L2 → 0, |un| ≤ 1, un ⇒ u =⇒ ∥fnun − fu∥L2 → 0. (10)

3. Overview of the Matrix Spectral Factorization Algorithm

The first step of the matrix spectral factorization algorithm proposed
in [6] is the triangular factorization

S(t) = MS(t)M
∗
S(t), (11)

where MS(t) is the lower triangular matrix

MS(t) =


f+
1 (t) 0 · · · 0 0

ξ21(t) f+
2 (t) · · · 0 0

...
...

...
...

...
ξr−1,1(t) ξr−1,2(t) · · · f+

r−1(t) 0
ξr1(t) ξr2(t) · · · ξr,r−1(t) f+

r (t)

 , (12)

ξij ∈ L2(T), f+
i ∈ H2

O. Then MS is post multiplied by the unitary matrix
functions of the special form U2,U3, . . . ,Ur, so that to make the left-upper
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m×m submatrices of MS analytic step-by-step, m = 2, 3, . . . , r. As a result,
we get (see [4, formula (47)])

S+(t) = MS(t)U2(t)U3(t) · · ·Ur(t), (13)

where each Um has a block matrix form

Um(t) =

(
Um(t) 0

0 Ir−m

)
,

and Um(t) is the special unitary matrix function

U(t) =



u11(t) u12(t) · · · u1,m−1(t) u1m(t)

u21(t) u22(t) · · · u2,m−1(t) u2m(t)

...
...

...
...

...
um−1,1(t) um−1,2(t) · · · um−1,m−1(t) um−1,m(t)

um1(t) um2(t) · · · um,m−1(t) umm(t)


, (14)

uij ∈ L∞
+ , detU(t) = 1 a.e., (15)

while, for each m ≤ r, the left-upper m×m submatrix of MSU2U3 . . .Um

is a spectral factor of the left-upper m×m submatrix of S, i.e.,(
MS(t)U2(t)U3(t) · · ·Um(t)

)
[m]

= S+
[m]. (16)

An explicit description of the representation (13) and its approximate
computation are discussed in [6], [4]. In particular, when the left-upper
(m − 1) × (m − 1) submatrix of (12) has already been made analytic, the
matrix function

(
MSU2U3 . . .Um−1

)
[m]

has the form(
MSU2 · · ·Um−1

)
[m]

=


0

S+
[m−1]

...
0

ζ1 ζ2 . . . ζm−1 f+
m

 =


0

S+
[m−1]

...
0

0 0 . . . 0 1

F, (17)

where F is the matrix function

F (t) =



1 0 0 · · · 0 0
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

...
...

...
0 0 0 · · · 1 0

ζ1(t) ζ2(t) ζ3(t) · · · ζm−1(t) f+
m(t)


. (18)
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Remark 1. Note that matrix function (17) multiplied by its Hermitian con-
jugate gives S[m]. Therefore, the following equation

S+
[m−1]


ζ1

ζ2

...

ζm−1

 =


s1m
s2m

...
sm−1,m

 (19)

holds.

The analyticity of the m-th row in (17) is achieved by application of the
following

Theorem 2 (see [4, Lemma 4]). For any matrix function F of the form
(18), where

ζi ∈ L2(T), i = 1, 2, . . . ,m− 1, f+ ∈ H2
O, (20)

there exists a unitary matrix function U of the form (14), (15), such that

FU ∈ L2
+(T)m×m.

Remark 2. Note that under the above circumstances,

S+
[m] =


0

S+
[m−1]

...
0

ζ1 ζ2 . . . ζm−1 f+
m

 U. (21)

In order to compute (14) approximately, (18) is approximated by its
Fourier series. More specifically, let Fn be the matrix function (18) in which
the last row is replaced by(

ζn1 (t), ζ
n
2 (t), . . . , ζ

n
m−1(t), f

+
n (t)

)
, ζni ∈ L2(T), (22)

where ζni (t) =
∞∑

k=−n

ck{ζi}tk, f+
n = f+

m. Then the following result is invoked:

Theorem 3 (see [6, Theorem 1]). Let Fn be a matrix function of the form
(18), (22), where

ζni ∈ L2
n−(T), i = 1, 2, . . . , and f+

n (0) ̸= 0. (23)

Then there exists a unique unitary matrix function Un of the form (14),
where uij ∈ P+

n , detUn(t) = 1 (on T), and Un(1) = Im, such that

FnUn ∈ L2
+(T)m×m.

Note that [6] in fact provides an explicit construction of Un.
In order to justify the approximating properties of the algorithm, the

following convergence theorem is proved in [4].
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Theorem 4 (cf. [4, Theorem 2]). Let F be a matrix function of the form
(18), (20), and let Fn, n = 1, 2, . . ., be a sequence of matrix functions of the
form (18) with the last row replaced by (22). Let also

ζni → ζi, f+
n → f+ in L2 and f+

n ∈ H2
O. (24)

If Un, n = 1, 2, . . ., are the corresponding unitary matrix functions defined
according to Theorem 2, then Un converges in measure:

Un ⇒ U,

and FnUn converges in L2 to the spectral factor of FF ∗.

4. Treatment of Nonpositive Definite Matrix Functions

The main argument which helps to deal with the matrix functions Ŝ
which are close to S, but are not necessarily positive semi-definite (a.e. on
T) is the observation that Theorem 4 remains valid if in (24) we replace
the condition f+

n ∈ H2
O by a weaker requirement f+

n (0) ̸= 0, as in (23).
Theorem 3 guarantees that the corresponding Un exists in this case as well.
Because of the importance of this fact for our goals, we formulate this result
separately.

Theorem 5. Let F be a matrix function of the form (18), (20), and let Fn,
n = 1, 2, . . ., be a sequence of matrix function of the form (18), (22), (23)
such that

ζni → ζi and f+
n → f+ in L2.

If Un, n = 1, 2, . . ., are the corresponding unitary matrix functions defined
according to Theorem 3, then Un converges in measure:

Un ⇒ U,

and FnUn converges in L2 to the spectral factor of FF ∗.

Remark 3. It should be observed that under the above circumstances FnUn

might not be the canonical spectral factor of FnF
∗
n (which was the case in

the situation of Theorem 4), since det(FnUn) = det(Fn) = f+
n might have

zeros inside the unit circle. Thus the phrase in the end of the first column
on page 2320 in [6] contains a small inaccuracy.

Although Theorems 4 and 5 look alike, there is a significant difference
between their meaning, as it is explained in the above remark. Nevertheless,
the proof of Theorem 5 does not require any additional efforts, and the proof
of Theorem 4 given in [4] goes through without any changes. Therefore we
do not provide the proof of Theorem 5 here.

For a positive definite (a.e. on T) matrix function (1) the triangular fac-
torization (11) can be performed by the recurrent formulas which are similar
to Cholesky factorization formulas for constant positive definite matrices.
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Namely, for the entries of matrix function (12), we can write (see [6], for-
mulas (56)–(58)):

f+
m =

√
detS[m]/detS[m−1] = detS+

[m]/ detS+
[m−1] , (25)

where
√
f is the scalar spectral factor of f defined by (4),

ξi1 = si1/f
+
1 , i = 2, 3, . . . , r, (26)

ξij=
(
sij−

j−1∑
k=1

ξikξjk

)/
f+
j , j=2, 3, . . . , r−1, i=j+1, j+2, . . . , r. (27)

If now Ŝ is not necessarily positive definite, then det Ŝ[m] might become
negative on a set of positive measure and we would not be able to define
the scalar spectral factor of detS[m]/ detS[m−1]. However, we could still
define MŜ using formulas (25)–(27) if we were able to determine the

√
f

for not necessarily positive function f . In the following section, we define a
“scalar spectral factor” of not necessarily positive function for specific cases.
If we continue the computational procedures described in Section 3 for MŜ
in place of MS , we get MŜU2U3 · · ·Ur which is similar to expression (13)
and therefore we would expect its closeness to S+. For polynomial matrix
functions, we perform these procedures in an explicit way.

5. The Scalar Case

If 0 ≤ f ∈ L1(T) and log f ∈ L1(T), then the spectral factor f+ can be
written by the formula (4). However, if we only know that f̂ is close to f

in L1 norm, then f̂ might even not be non-negative a.e. (we discard the
imaginary part of f̂ if it exists, so we assume here that f̂ is a real function).
Even if f̂ were positive, log f̂ should also be close to log f in order to claim
the closeness of f̂+ to f+ (see [4], [1]). Therefore, we consider

δf
+(z) = exp

(
1

4π

2π∫
0

eiθ + z

eiθ − z
log δf(e

iθ) dθ

)
(28)

(see (8)) and prove the following

Lemma 1. Let 0 ≤ f ∈ L1(T) and log f ∈ L1(T). Suppose fn ∈ L1(T) and
∥fn − f∥L1 → 0. (29)

Then
lim

δ→0+
lim

n→∞
∥δf+

n − f+∥L2 = 0. (30)

Proof. It has been proved in [4] that if 0 ≤ fn ∈ L1(T), (29) holds and
2π∫
0

log fn(eiθ) dθ →
2π∫
0

log f(eiθ) dθ, then ∥f+
n − f+∥H2 → 0. Hence, we can

show first that
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a) lim
n→∞

∥δfn − δf∥L1 = 0 for each δ > 0 and

lim
n→∞

∫
T

log δfn(e
iθ) dθ =

∫
T

log δf(e
iθ) dθ, (31)

which implies that lim
n→∞

∥δf+
n − δf

+∥L2 = 0 and, consequently,

lim
n→∞

∥δf+
n − f+∥L2 = ∥δf+ − f+∥L2 , (32)

and then
b) lim

δ→0+
∥δf−f∥L1 → 0 and lim

δ→0+

∫
T

log δf(e
iθ) dθ =

∫
T

log f(eiθ) dθ, which

implies that
lim

δ→0+
∥δf+ − f+∥L2 = 0. (33)

The relation (30) will then follow from (32) and (33).
Part b) is an easy exercise in Lebesgue integration theory, and we will

thus concentrate on a). It is easy to realize that |δfn − δf | ≤ |fn − f |
and therefore the first part of a) follows from (29), which also implies that
log δfn ⇒ log δf as n → ∞. In addition, [log δfn]

(±) ⇒ [log δf ]
(±) (see (9)).

The necessary and sufficient condition for (29) is that

fn ⇒ f and sup
n>k,µ(E)<ε

∫
E

fn dm → 0 as k → ∞ and ε → 0.

Therefore, ∥[log δfn]
(+)− [log δf ]

(+)∥L1 → 0 and, in addition, ∥[log δfn]
(−)−

[log δf ]
(−)∥L1 → 0 due to the bounded convergence theorem. Thus (31)

follows. �

The relation (30) shows that for any sequence fn, n = 1, 2, . . ., satisfying
(29) there exist δn → 0+ such that

lim
n→∞

∥δnf+
n − f+∥L2 = 0. (34)

However, (34) does not hold for every sequence δn → 0+ and, in general, it
is hard to determine conditions on δn which would guarantee (34).

An explicit computational procedure is proposed for polynomial case.

Namely, for any polynomial p(z) =
N∑

k=−N

ckz
k (which might not be positive

or even real on T), let

p̌(t) =

{
ℜe{p(t)} when ℜe{p(t)} > 0,

1 when ℜe{p(t)} ≤ 0,
t ∈ T, (35)

let p̌+ be the spectral factor of p̌:

p̌+ = exp
(

1

4π

2π∫
0

eiθ + z

eiθ − z
log p̌(eiθ) dθ

)
, (36)



Matrix Spectral Factorization with Perturbed Data 75

and let p̃+ be its Fourier approximation up to degree N :

p̃+n (z) =
N∑

k=0

ck{p̂+n }zk. (37)

We prove the following

Lemma 2. Let

f(t) =
N∑

k=−N

ckt
k ≥ 0 for t ∈ T, (38)

and let

fn(t) =
N∑

k=−N

c
{n}
k tk

be such a sequence that
fn → f. (39)

Then
f̃+
n → f+. (40)

Proof. We will show that
∥f̌+

n − f+∥H2 → 0 (41)
which implies (40), by virtue of the definition (37).

In order to prove (41), it is sufficient to show that (see [4])
∥f̌n − f∥L1 → 0 (42)

and ∫
T

log f̌n(t) dt →
∫
T

log f(t) dt. (43)

Let En := {t ∈ T : ℜe{fn(t)} > 0}. Then
f̌n = 1Enℜe{fn}+ 1T\En

= ℜe{fn}(+) + 1T\En
. (44)

Since (39) holds, we have ∥ℜe{fn} − f∥L1 → 0, which implies that∥∥ℜe{fn}(+) − f (+)
∥∥
L1 =

∥∥ℜe{fn}(+) − f
∥∥
L1 → 0. (45)

Since ℜe{fn} ⇒ f , µ{f ≤ 0} = 0, and 0 is the continuity point of the
distribution function t 7→ µ{f ≤ t}, we have

µ(T \ En) → 0, (46)
which implies that ∥1T\En

∥L1 → 0 and (42) follows from (44) and (45).
In order to prove (43), we need the following

Lemma 3. Let P ′
N ⊂ P+

N be the set of monic polynomials with the degrees
not exceeding N . Then

lim
δ→0+

sup
f∈P′

N

∣∣∣∣ ∫
{t∈T: |f(t)|<δ}

log |f(t)| dµ
∣∣∣∣ = 0. (47)
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Proof. Let

f(z) =
N∏

k=1

(z − zk).

Then {t ∈ T : |f(t)| < δ} ⊂
N∪

k=1

{t ∈ T : |t− zk| < δ1/N} and

∣∣∣∣ ∫
{|f |<δ}

log |f | dµ
∣∣∣∣ ≤ ∫

N∪
k=1

{|t−zk|<δ1/N}

∣∣ log |f |
∣∣ dµ

≤
N∑
j=1

∫
N∪

k=1

{|t−zk|<δ1/N}

∣∣ log |t− zj |
∣∣ ≤ N∑

j=1

N∑
k=1

∫
{|t−zk|<δ1/N}

∣∣ log |t− zj |
∣∣

≤ N2

∫
{|t−1|<δ1/N}

∣∣ log |t− 1|
∣∣ dµ → 0 as δ → 0 + .

Consequently, (47) holds. �

We continue with the proof of (43) as follows.
Since ℜe{fn} → f and f̌n − ℜe{fn} ⇒ 0 by virtue of (35) and (46), the

convergence in measure
f̌n ⇒ f (48)

holds, which implies that δ f̌n ⇒ δf for each δ > 0, and since f̌n are uni-
formly bounded as well, from the above by virtue of (39), we have∫

T

log δ f̌n dµ →
∫
T

log δf dµ. (49)

On the other hand,

lim
δ→0+

∣∣∣∣ ∫
T

log δf dµ−
∫
T

log f dµ

∣∣∣∣ ≤ lim
δ→0+

∫
{f≤δ}

log f dµ = 0 (50)

as log f ∈ L1(T), and∣∣∣∣ ∫
T

log δ f̌n dµ−
∫
T

log f̌n dµ
∣∣∣∣ ≤ ∣∣∣∣ ∫

{0<f̌n≤δ}

log f̌n dµ
∣∣∣∣

≤
∣∣∣∣ ∫
{0<ℜe{fn}≤δ}

logℜe{fn} dµ
∣∣∣∣ → 0 as δ → 0+, (51)

by virtue of Lemma 3, since ℜe{fn}(t) = ℜe{
N∑

k=−N

c
{n}
k tk} =

N∑
k=−N

č
{n}
k tk

are trigonometric polynomials and
(
č
{n}
N

)−1
tNℜe{fn}(t) ∈ P ′

2N , while č
{n}
N
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are uniformly bounded. Now (43) follows from (49), (50) and (51) since

lim
n→∞

∣∣∣∣ ∫
T

log f̌n dµ−
∫
T

log f dµ

∣∣∣∣
≤ lim

n→∞
lim sup
δ→0+

∣∣∣∣ ∫
T

log f̌n dµ−
∫
T

log δ f̌n dµ
∣∣

+ lim
n→∞

lim sup
δ→0+

∣∣∣∣ ∫
T

log δ f̌n dµ−
∫
T

log δf dµ

∣∣∣∣
+ lim sup

δ→0+

∣∣∣∣ ∫
T

log δf dµ−
∫
T

log f dµ

∣∣∣∣ = 0. �

6. The Matrix Case

In this section we introduce the computational procedures Cn : PN (m×
m) → P+

N (m×m), n = 1, 2, . . ., and prove Theorem 1. First, we need two
auxiliary lemmas.
Lemma 4. Let

f(z) =
p(z)

q(z)
∈ Q[z] ∩ L∞(T) (52)

be a rational function without poles in D, satisfying
|f(z)| < C for z ∈ T, (53)

and let
pn → p and qn → q, (54)

where deg(pn) = deg(p) and deg(qn) = deg(q), n = 1, 2, . . . .
Let ωk,n = exp( 2πkn i), n = 1, 2, . . ., k = 0, 1, . . . , n − 1, be the Discrete

Fourier Transform nodes. Then

Vn :=
2π

n

n−1∑
k=0

|hn(ωk,n)|2 → ∥f∥22 as n → 0, (55)

where

hn(ω) =

{
pn(ω)/qn(ω) if |pn(ω)/qn(ω)| ≤ C,

0 if |pn(ω)/qn(ω)| > C.

Proof. By virtue of (54), for each R < ∞, the set of polynomials pn, n =

1, 2, . . . , is uniformly bounded on D(0, R) = {z ∈ C : |z| ≤ R}, i.e.,
sup
n

sup
z∈D(0,R)

|pn(z)| < ∞.

Let q(z) = b
N∏

k=1

(z−zk), b ̸= 0. If qn(z) = bn
∏N

k=1(z−zk,n), n = 1, 2, . . . ,

and we label the zeroes of qn accordingly, then we get
bn → b and zk,n → zk, k = 1, 2, . . . , N, as n → ∞.
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Since the zeros of qn are concentrated around the points zk, k =
1, 2, . . . , N , for each ε > 0, there exist δ > 0 and n0 ∈ N such that

µ

{
T \

N∪
k=1

D(zk, δ)

}
< ε (56)

and the functions
fn := pn/qn, n ≥ n0, (57)

are uniformly bounded in

Dε := D(0, 1 + δ) \
N∪

k=1

D(zk, δ). (58)

Consequently, the set of functions (57) is a normal family and converges
uniformly on every compact in (58) which implies, by virtue of (53), that
there exists n1 ≥ n0 such that

|fn(z)| < C for n ≥ n1 and z ∈ T ∩Dε.

Consequently, hn = fn on T∩Dε for n ≥ n1 and hn converges uniformly to
f in T ∩Dε.

Since the derivatives of a normal family of functions form a normal family
as well, we have that hn together with h′

n converge uniformly on T ∩ Dε.
Consequently,

2π

n

∑
{k: ωkn∈Dε}

|hn(ωk,n)|2 →
∫

T∩Dε

|f |2 dµ

as n → ∞, while∣∣∣∣ ∫
T∩Dε

|f |2 dµ−
∫
T

|f |2 dµ
∣∣∣∣ ≤ sup

µ(E)<ε

∫
E

|f |2 dµ → 0 as ε → 0

and

lim sup
n→∞

∣∣∣∣2πn ∑
{k: ωkn∈Dε}

|hn(ωk,n)|2 −
2π

n

n−1∑
k=0

|hn(ωk,n)|2
∣∣∣∣

= lim sup
n→∞

2π

n

∑
{k: ωkn ̸∈Dε}

|hn(ωk,n)|2 ≤ Cµ{T \Dε} ≤ Cε → 0 as ε → 0.

Hence (55) holds. �

Lemma 5. Let f , pn, qn and Vn be the same as in Lemma 4. Assume that
qn(0) ̸= 0, n = 1, 2, . . ., and let

∞∑
k=0

αkz
k ∼ pn(z)

qn(z)
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be the Tailor expansion of pn/qn in the neighborhood of zero. Define
Ln[pn, qn] ∈ P+

n by

Ln[pn, qn](z) :=


l∑

k=0

αkz
k if

l∑
k=0

|αk|2≤Vn<
l+1∑
k=0

|αk|2 and l<n,

n∑
k=0

αkz
k if

n∑
k=0

|αk|2 ≤ Vn.

(59)

Then ∥∥Ln[pn, qn]− f
∥∥
L2(T) → 0 as n → ∞. (60)

Proof. The Tailor coefficients of f = p/q can be expressed recurrently in
terms of coefficients of p and q. Thus, because of (54), we have

for each k ≥ 0, ck
{
Ln[pn, qn]

}
→ ck{f} as n → ∞. (61)

By virtue of Lemma 4 and definition (59), taking into account (61), we also
have ∥∥Ln[pn, qn]

∥∥
L2(T) → ∥f∥L2(T) as n → ∞.

The convergence in (60) now follows from the general fact that in a Hilbert
space the weak convergence, when combined with the convergence of norms,
implies strong convergence. �

We are ready now to introduce the computational procedure C = Cn

described in the introduction, which can be applied to any Sn ∈ Pr×r, such
that Theorem 1 holds.

Note that if S is a polynomial matrix function (5), then for each m,
1 < m ≤ r, the first m − 1 entries ζ1, ζ2, . . . , ζm−1 of the m-th row of
MSU2U3 . . .Um−1 in (17) are rational functions, since they can be deter-
mined by Cramer’s rule from equation (19) as

ζi(t) = pi(t)/q(t) = tN (tNpi(t)/q(t)), (62)

where q = detS+
[m−1] ∈ P+

N(m−1) (it is free of zeros in D) and pi is the
determinant of the matrix S+

[m−1], the i-th column of which is replaced by
[s2m, . . . , sm−1,m]T , implying zNpi ∈ P+

Nm.
We compute the diagonal entries f̂+

1,n, f̂
+
2,n, . . . , f̂

+
r,n of the “triangular

factor” of Sn by the formulas: f̂+
1,n = (̃Sn)[1]

+

(see Section 2 for notation
S[m] and definitions (35)–(37)) and

f̂+
m,n = Ln

[ ˜det((Sn)[m])
+

, ˜det((Sn)[m−1])
+]

(63)

(see Lemma 5 for definitions). Set

(Ŝn)
+
[1] = f̂+

1,n = (̃Sn)[1]
+

(64)
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and for each m = 2, 3, . . . , r we recurrently construct

(Ŝn)
+
[m](t) =

N∑
k=0

Âk,nt
k, Âk,n ∈ Cm×m,

an approximate “spectral factor” of (Sn)[m], making an assumption that
(Ŝn)

+
[m−1] has already been constructed and performing the following oper-

ations. Let

ζ̂i,n = tNLn[tN p̂i,n, q̂n(t)] , i = 1, 2, . . . ,m− 1, (65)

where p̂i,n and q̂i are defined similar to (62), namely, q̂n = det
(
(Ŝn)

+
[m−1]

)
and p̂i,n is the determinant of the matrix (Ŝn)

+
[m−1] with its i-th column

replaced by [ŝ2m, . . . , ŝm−1,m]T . For the matrix F̂n,m of the form (18) with
the last row

(ζ̂1,n, ζ̂2,n, . . . , ζ̂m−1,n, f̂
+
m,n), (66)

using Theorem 3, we construct the unitary matrix function Um,n such that
F̂n,mUm,n ∈ (P+)m×m. By virtue of formula (21), the matrix function

Ŝ · U :=


0

det
(
(Ŝn)

+
[m−1]

) ...
0

ζ̂1,n ζ̂2,n . . . ζ̂m−1,n f̂+
m,n

Um,n (67)

is a candidate for (Ŝn)
+
[m]. Since we know that S+

[m] ∈ (P+
N )m×m, we discard

coefficients of the entries in (67) with indices outside the range [0, N ] and
let

(Ŝn)
+
[m](z) :=

N∑
k=0

Ck{Ŝ · U}zk, m = 2, 3, . . . , r. (68)

We define
Cn(Sn) = (Ŝn)

+
[r]. (69)

Let us prove now the convergence (7).
Consider the equation (63). Since, because of (6), det

(
(Sn)[m]

)
→

detS[m] as n → ∞, we have ˜det((Sn)[m])
+

→ detS+
[m], m = 1, 2, . . . , r,

by virtue of Lemma 2 (in particular,

(̃Sn)[1]
+

= (Ŝn)
+
[1] → S+

[1], (70)

see (64)), while the limiting functions detS+
[m] are free of zeros in D and

f+
m = detS+

[m]/detS+
[m−1] ∈ L2(T) (see (25)) do not have poles on T. Con-

sequently, the hypotheses of Lemma 5 hold and therefore

f̂+
m,n → f+

m in L2 as n → ∞, m = 2, 3, . . . , r. (71)
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Since (70) holds, we assume invoking induction that

(Ŝn)
+
[m−1] → S+

[m−1] in L2 as n → ∞, (72)

and prove (72) for m− 1 replaced by m.
Consider now the equation (65). The sequences of polynomials pi,n and

qn also satisfy the hypothesis of Lemma 5 and therefore

ζ̂i,n → ζi in L2 as n → ∞. (73)
Thus, taking into account the relation (71) also, we have that the sequence of
matrix functions F̂n,m of the form (18), (66) converges in L2. Consequently,
we can apply Theorem 5 to conclude that the sequence of unitary matrix
functions Un,m in the equation (67) is convergent in measure which, by
virtue of (10), implies that the product in (67) and, consequently, (68) are
convergent. Namely,

(Ŝn)
+
[m] → S+

[m] in L2 as n → ∞. (74)

We get (7) if we substitute m = r in (74), and thus the proof of Theorem 1
is completed.
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Abstract. For multidimensional wave equations with power nonlinearity
we investigate the question on the existence of solutions in a nonlocal in time
problem whose particular case is a periodic case.
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ÒÄÆÉÖÌÄ. ÌÒÀÅÀËÂÀÍÆÏÌÉËÄÁÉÀÍÉ ÔÀËÙÉÓ ÂÀÍÔÏËÄÁÉÓÀÈÅÉÓ áÀ-
ÒÉÓáÏÅÀÍÉ ÀÒÀßÒ×ÉÅÏÁÉÈ ÂÀÌÏÊÅËÄÖËÉÀ ÃÒÏÉÈ ÀÒÀËÏÊÀËÖÒÉ ÀÌÏ-
ÝÀÍÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ ÀÒÓÄÁÏÁÉÓ ÓÀÊÉÈáÉ. ÀÌ ÀÌÏÝÀÍÉÓ ÊÄÒÞÏ ÛÄÌÈáÅÄ-
ÅÀÀ ÐÄÒÉÏÃÖËÉ ÀÌÏÝÀÍÀ.
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1. Statement of the Problem

In the space Rn+1 of variables x = (x1, . . . , xn) and t, in the cylindrical
domain D = Ω× (0, T ), where Ω is some open Lipschitz domain in Rn, we
consider a nonlocal problem of finding a solution u(x, t) of the equation

Lλu := utt −
n∑

i=1

uxixi + 2aut + cu+ λ|u|αu = F (x, t), (x, t) ∈ DT , (1.1)

satisfying the homogeneous boundary condition(∂u
∂ν

+ σu
)∣∣∣∣

Γ

= 0 (1.2)

on the lateral boundary Γ : ∂Ω × (0, T ) of the cylinder DT and the homo-
geneous nonlocal conditions

Kµu := u(x, 0)− µu(x, T ) = 0, x ∈ Ω, (1.3)
Kµut := ut(x, 0)− µut(x, T ) = 0, x ∈ Ω, (1.4)

where F is the given function; α, λ, µ, a, c and σ are the given constants
and α > 0, λµ ̸= 0; ∂

∂ν is the derivative with respect to the outer normal to
∂DT , n ≥ 2.

Remark 1.1. A great number of works are devoted to the investigation of
nonlocal problems. In the case of abstract evolution equations and partial
differential equations of hyperbolic type, the nonlocal problems are studied
in [1–13, 17, 21]. Note that for |µ| ≠ 1 it suffices to restrict ourselves to
the case |µ| < 1, since the case |µ| > 1 reduces to the previous one if we
pass from the variable t to the variable t′ = T − t. The case |µ| = 1 will
be treated in the final Section 4. In particular, the problem (1.1)–(1.4) for
µ = 1 can be treated as a periodic problem.

We introduce into consideration the following spaces of functions:
◦
C2

µ(DT ) :=

{
v ∈ C2(DT ) :(∂v

∂ν
+ σv

)∣∣∣∣
Γ

= 0, Kµv = 0, Kµvt = 0

}
, (1.5)

◦
W 1

2,µ(DT ) :=
{
v ∈W 1

2 (DT ) : Kµv = 0
}
, (1.6)

where W 1
2 (DT ) is the well-known Sobolev space consisting of functions of

the class L2(DT ) whose all generalized first order derivatives belong likewise
to L2(DT ), and the equality Kµv = 0 is understood in a sense of the trace
theory [16, p. 71].

Definition 1.1. Let F ∈ L2(ΩT ). The function u will be said to be a
strong generalized solution of the problem (1.1)–(1.4) of the class W 1

2 in
the domain DT if u ∈

◦
W 1

2,µ(DT ) and there exists a sequence of functions
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um ∈
◦
C2

µ(DT ) such that um → u in the space
◦
W 1

2,µ(DT ), and Lλum → F
in the space L2(DT ).

Note that the above definition of a solution of the problem (1.1)–(1.4)
remains valid in a linear case, as well, that is for λ = 0.

Remark 1.2. Obviously, a classical solution of the problem (1.1)–(1.4) from
the space C2(DT ) is a strong generalized solution of that problem of the
class W 1

2 in the domain DT in a sense of Definition 1.1.

Remark 1.3. It should be noted that even in a linear case, that is for λ = 0,
the problem (1.1)–(1.4) is not always well-posed. For example, for λ = a =
c = 0 and |µ| = 1, the homogeneous problem corresponding to (1.1)–(1.4)
may have infinite set of linearly independent solutions, whereas in order for
the inhomogeneous problem to be solvable, it is necessary that a finite or
an infinite set of conditions in the form of functional equalities imposed on
the right-hand side F of equation (1.1) be fulfilled (see Remark 4.1 below).

The present paper is organized as follows. In Section 2, for some con-
ditions on the coefficients of the problem (1.1)–(1.4) an a priori estimate
for a strong generalized solution of the class W 1

2 is proved. In Section 3,
on the basis of the obtained a priori estimate it is proved that the problem
(1.1)–(1.4) is solvable. In the last Section 4, as an application of the results
obtained in the previous sections, we consider the case |µ| = 1.

2. An a Priori Estimate of Solution of the Problem (1.1)–(1.4)

Consider the conditions

a ≥ 0, c ≥ 0, σ ≥ 0. (2.1)

Lemma 2.1. Let λ > 0, |µ| < 1, and let F ∈ L2(DT ) and conditions (2.1)
be fulfilled. Then for a strong generalized solution u of the problem (1.1)–
(1.4) of the class W 1

2 in the domain DT in a sense of Definition 1.1 the a
priori estimate

∥u∥ ◦
W 1

2,µ(DT )
≤ c1∥F∥L2(DT ) + c2 (2.2)

with nonnegative constants ci = ci(λ, µ,Ω, T ), independent of u and F , and
c1 > 0, is valid, whereas in a linear case, that is for λ = 0, if σ > 0, the
constant c2 = 0, and by virtue of (2.2), a solution of the problem (1.1)–(1.4)
is unique in a sense of Definition 1.1.

Proof. Let u be a strong generalized solution of the problem (1.1)–(1.4) of
the class W 1

2 in the domain DT . By Definition 1.1, there exists the sequence
of functions um ∈

◦
C2

µ(DT ) (see (1.5)) such that

lim
m→∞

∥um − u∥ ◦
W 1

2,µ(DT )
= 0, lim

m→∞
∥Lλum − F∥L2(DT ) = 0. (2.3)
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Let us consider the function um ∈
◦
C2

µ(DT ) as a solution of the problem

Lλum = Fm, (x, t) ∈ DT , (2.4)(∂um
∂ν

+ σum
)∣∣∣∣

Γ

= 0, Kµum = 0, Kµumt = 0. (2.5)

Here
Fm := Lλum. (2.6)

Multiplying both parts of equality (2.4) by 2umt and integrating with
respect to the domain Dτ := DT ∩ {t < τ}, 0 < τ ≤ T , we obtain∫

Dτ

∂

∂t

(∂um
∂t

)2

dx dt− 2

∫
Dτ

n∑
i=1

∂2um
∂x2i

∂um
∂t

dx dt

+4a

∫
Dτ

u2mt dx dt+ c

∫
Dτ

(u2m)t dx dt+
2λ

α+ 2

∫
Dτ

∂

∂t
|um|α+2 dx dt

= 2

∫
Dτ

Fmumt dx dt. (2.7)

Assume ωτ := {(x, t) ∈ DT : x ∈ Ω, t = τ}, 0 ≤ τ ≤ T , where ω0 and
ΩT are, respectively, the lower and upper bases of the cylindrical domain
DT . Let ν := (νx1 , νx2 , . . . , νxn , νt) be the unit vector of the outer normal
to ∂Dτ . Since

νxi

∣∣
ωτ∪ω0

= 0, i = 1, . . . , n,

νt
∣∣
Γτ :=Γ∩{t≤τ} = 0, νt

∣∣
ωτ

= 1, νt
∣∣
ω0

= −1,

therefore, taking into account (2.5) and integrating by parts, we have∫
Dτ

∂

∂t

(∂um
∂t

)2

dx dt =

∫
Dτ

(∂um
∂t

)2

νt ds =

∫
ωτ

u2mt dx−
∫
ω0

u2mt dx, (2.8)

−2

∫
Dτ

n∑
i=1

∂2um
∂x2i

∂um
∂t

dx dt =

∫
Dτ

n∑
i=1

[
(u2mxi

)t − 2(umxiumt)xi

]
dx dt

=

∫
ωτ

n∑
i=1

u2mxi
dx−

∫
ω0

n∑
i=1

u2mxi
dx− 2

∫
Γτ

[ n∑
i=1

umxiνi

]
umt ds

=

∫
ωτ

n∑
i=1

u2mxi
dx−

∫
ω0

n∑
i=1

u2mxi
dx+ 2

∫
Γτ

σumumt ds

=

∫
ωτ

n∑
i=1

u2mxi
dx−

∫
ω0

n∑
i=1

u2mxi
dx+ σ

∫
Γτ

(u2m)t ds
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=

∫
ωτ

n∑
i=1

u2mxi
dx−

∫
ω0

n∑
i=1

u2mxi
dx+ σ

∫
∂ωτ

u2m ds− σ

∫
∂ω0

u2m ds, (2.9)

2λ

α+ 2

∫
Dτ

∂

∂t
|um|α+2 dx dt

=
2λ

α+ 2

∫
ωτ

|um|α+2 dx− 2λ

α+ 2

∫
ω0

|um|α+2 dx,

∫
Dτ

(u2m)t dx dt =

∫
ωτ

u2m dx−
∫
ω0

u2m dx.

(2.10)

Assuming

wm(τ) =

∫
ωτ

[
cu2m + u2mt +

n∑
i=1

u2mxi
+

2λ

α+ 2
|um|α+2

]
dx

+ σ

∫
∂ωτ

u2m ds (2.11)

by virtue of (2.8), (2.9), (2.10) and (2.7), we obtain

wm(τ) + 4a

∫
Dτ

u2mt dx dt = wm(0) + 2

∫
Dτ

Fm
∂um
∂t

dx dt. (2.12)

Since 2Fmumt ≤ ε−1F 2
m + εu2mt for every ε = const > 0, it follows from

(2.12), owing to a ≥ 0, that

wm(τ) ≤ wm(0) + ε

∫
Dτ

u2mt dx dt+ ε−1

∫
Dτ

F 2
m dx dt. (2.13)

Next, by virtue of (2.11), λ > 0 and σ ≥ 0, we have∫
Dτ

u2mt dx dt =

τ∫
0

[ ∫
ωs

u2mt dx

]
ds ≤

τ∫
0

wm(s) ds,

whence, with regard for (2.13), we obtain

wm(τ) ≤ ε

τ∫
0

wm(ξ) dξ + wm(0) + ε−1

∫
Dτ

F 2
m dx dt, 0 < τ ≤ T. (2.14)

Since Dτ ⊂ DT , 0 < τ ≤ T , the right-hand side of inequality (2.14) is
a nondecreasing function of the variable τ , and by Gronwall’s lemma, it
follows from (2.14) that

wm(τ) ≤
[
wm(0) + ε−1

∫
Dτ

F 2
m dx dt

]
eετ , 0 < τ ≤ T. (2.15)



The Existence of Solutions of one Nonlocal in Time Problem. . . 89

By virtue of (2.5), λ > 0, σ ≥ 0, |µ| < 1, α > 0, from (2.12) we get

wm(0) =

∫
Ω

[
cu2m(x, 0) + u2mt(x, 0) +

n∑
i=1

u2mxi
(x, 0)

+
2λ

α+ 2
|u2m(x, 0)|α+2

]
dx+ σ

∫
∂Ω

u2m(x, 0) ds

=

∫
Ω

[
µ2cu2m(x, T ) + µ2u2mt(x, T ) + µ2

n∑
i=1

u2mxi
(x, T )

+
2λ|µ|α+2

α+ 2
|um(x, T )|α+2

]
dx+ σ

∫
∂Ω

µ2u2m(x, T ) ds ≤ µ2wm(T ). (2.16)

Using inequality (2.15) for τ = T , by virtue of (2.16), we find that

wm(0) ≤ µ2wm(T ) ≤ µ2

[
wm(0) + ε−1

∫
Dτ

F 2
m dx dt

]
eεT . (2.17)

Since |µ| < 1, we can choose a positive constant ε = ε(µ, T ) so small that

µ1 = µ2eεT < 1. (2.18)

For example, in the capacity of ε from (2.18) we can take the number
ε = 1

T ln( 1
|µ| ).

Owing to (2.18), from (2.17) we obtain

w(0) ≤ (1− µ1)
−1µ2ε−1eεT ∥Fm∥2L2(DT ). (2.19)

Taking into account (2.19), from (2.15) we find that

wm(τ) ≤ γ∥Fm∥2L2(DT ), 0 < τ ≤ T. (2.20)

Here

γ =
[
(1− µ1)

−1µ2ε−1eεT + ε−1
]
eεT , ε =

1

T
ln

( 1

|µ|

)
. (2.21)

By virtue of λ > 0, α > 0, c ≥ 0, σ ≥ 0 and (2.11), we have∫
ωτ

u2m dx =

∫
ωτ , |um|≤1

u2m dx+

∫
ωτ , |um|>1

u2m dx

≤ mesΩ+

∫
ωτ , |um|>1

|um|α+2 dx

≤ mesΩ+
α+ 2

2λ
wm(τ). (2.22)

It follows from (2.11), (2.20) and (2.22) that
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ωτ

[
u2m + u2mt +

n∑
i=1

u2mxi

]
dx ≤ mesΩ+

α+ 2

2λ
wm(τ) + wm(τ)

= mesΩ+
(
1 +

α+ 2

2λ

)
γ∥Fm∥2L2(DT ), 0 < τ ≤ T. (2.23)

By (2.23), we obtain

∥um∥2◦
W 1

2,µ(DT )
=

T∫
0

[ ∫
ωτ

(
u2m + u2mt +

n∑
i=1

u2mxi

)
dx

]
dτ

≤ T mesΩ+ T
(
1 +

α+ 2

2λ

)
γ∥Fm∥2L2(DT ), 0 < τ ≤ T. (2.24)

Taking from both parts of inequality (2.24) the square root and using
the obvious inequality (a2 + b2)1/2 ≤ |a|+ |b|, we have

∥um∥ ◦
W 1

2,µ(DT )
≤ c1∥Fm∥L2(DT ) + c2. (2.25)

Here, due to (2.21), for λ > 0, we get
c1 =

(
T
(
1 +

α+ 2

2λ

)[
(1− µ1)

−1µ2ε−1eεT + ε−1
]
eεT

) 1
2

,

ε =
1

T
ln

( 1

|µ|

)
,

c2 = (T mesΩ) 1
2 .

(2.26)

Bearing in mind limiting equalities (2.3) and passing in inequality (2.25)
to the limit, as m → ∞, we obtain (2.2). Thus Lemma 2.1 is proved for
λ > 0.

In a linear case, that is for λ = 0, but σ > 0, the proof of a priori estimate
(2.2) with c2 = 0 follows from the following reasoning. As is known, the
norm of the space W 1

2 (Ω) for σ > 0 is equivalent to the norm

∥v∥2 =

∫
Ω

n∑
i=1

v2xi
dx+ σ

∫
∂Ω

v2 ds

[18, p. 147] that is, in particular, there exists the positive constant c0 =
c0(Ω, σ) such that

∥v∥2W 1
2 (Ω) =

∫
Ω

[
v2 +

n∑
i=1

v2xi

]
dx

≤ c0

[ ∫
Ω

n∑
i=1

v2xi
dx+ σ

∫
∂Ω

v2 ds

]
∀ v ∈W 1

2 (Ω). (2.27)

By (2.1),(2.27), instead of (2.22) and (2.23), with regard for (2.11), we
will have
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ωτ

[
u2m + u2mt +

n∑
i=1

u2mxi

]
dx

≤
∫
ωτ

u2m dx+ wm(τ) ≤ (c0 + 1)wm(τ). (2.28)

From (2.20) and (2.28), analogously to how we have obtained (2.24), it
follows that

∥um∥2◦
W 1

2,µ(DT )
≤

T∫
0

(c0 + 1)wm(τ) dτ ≤ T (c0 + 1)γ∥Fm∥2L2(DT ). (2.29)

Passing in inequality (2.29) to the limit, as m → ∞, and taking into
account (2.3), we obtain estimate (2.2) in whichc1 =

(
T (c0 + 1)

[
(1− µ1)

−1µ2ε−1eεT + ε−1
]
eεT

) 1
2

,

c2 = 0,

(2.30)

what proves Lemma 2.1 in case λ = 0 and σ > 0. �

Remark 2.1. In Section 3, the question on the solvability of the problem
(1.1)–(1.4) is reduced to that of finding a uniform with respect to the pa-
rameter s ∈ [0, 1] a priori estimate for a strong generalized solution of the
equation

vtt −
n∑

i=1

vxixi + s(c− a2)v + sλ exp(−αat)|v|αv

= s exp(at)F (x, t), (x, t) ∈ DT , (2.31)

satisfying both the boundary condition(∂v
∂ν

+ σv
)∣∣∣∣

Γ

= 0 (2.32)

and the nonlocal conditions

(Kµ0v)(x) = 0, (Kµ0vt)(x) = 0, x ∈ Ω, (2.33)

where µ0 = µ exp(−aT ), |µ| < 1, and the operator Kµ0 for µ = µ0 is defined
in (1.3). To obtain a uniform with respect to τ a priori estimate for the
solution of the problem (2.31)–(2.33) it is sufficient that instead of (2.1) be
fulfilled the more bounded conditions

a ≥ 0, c ≥ a2, σ > 0. (2.34)
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For this case, we present in the proof of Lemma 2.1 certain changes.
Assuming

w̃m(τ)=

∫
ωτ

[
s(c−a2)v2m+v2mt+

n∑
i=1

v2mxi
+

2sλ

α+2
exp(−αaτ)|vm|α+2

]
dx

+ σ

∫
∂ωτ

v2m ds,

instead of equality (2.12) for um, in regard to the function vm we get

w̃m(τ) +
2sλa

α+ 2

∫
Dτ

exp(−αat)|vm|α+2 dx dt

= w̃m(0) + 2s

∫
Dτ

exp(at)Fmvmt dx dt,

whence by virtue of sλa ≥ 0, s ∈ [0, 1], analogously to (2.13)–(2.15), we,
respectively, obtain

w̃m(τ) ≤ w̃m(0) + ε

∫
DT

v2mt dx dt+ ε−1 exp(2aT )
∫
DT

F 2
m dx dt,

w̃m(τ) ≤ ε

T∫
0

wm(ξ) dξ + w̃m(0) + ε−1 exp(2aT )
∫
DT

F 2
m dx dt,

w̃m(τ) ≤
[
w̃m(0) + ε−1 exp(2aT )

∫
DT

F 2
m dx dt

]
eετ , 0 < τ ≤ T.

Further, by (2.33), (2.34) and µ0 = µ exp(−at), |µ| < 1, taking into
account the fact that

|µ0|α+2 = |µ0|2 exp(−αaT )|µ0|α exp(αaT )
= |µ0|2 exp(−αaT )|µ|α ≤ |µ0|2 exp(−αaT ),

we instead of (2.16) have

w̃m(0) =

∫
Ω

[
s(c− a2)v2m(x, 0) + v2mt(x, 0) +

n∑
i=1

v2mxi
(x, 0)

+
2sλ

α+ 2
|vm(x, 0)|α+2

]
dx+ σ

∫
∂Ω

v2m(x, 0) ds

=

∫
Ω

[
µ2
0s(c− a2)v2m(x, T ) + µ2

0v
2
mt(x, T )
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+ µ2
0

n∑
i=1

v2mxi
(x, T ) +

2sλ|µ0|α+2

α+ 2
|vm(x, T )|α+2

]
dx

+ σ

∫
∂Ω

µ2
0v

2
m(x, T ) ds ≤ µ2

0w̃m(T ).

Analogously, instead of (2.17)–(2.21) we, respectively, obtain

w̃m(0) ≤ µ2
0w̃m(T ) ≤ µ2

0

[
w̃m(0) + ε−1 exp(2aT )

∫
DT

F 2
m dx dt

]
eεT ,

µ2 = µ2
0e

εT < 1,

w̃m(0) ≤ (1− µ2)
−1µ2

0ε
−1eεT exp(2aT )∥Fm∥2L2(DT ),

w̃m(τ) ≤ γ̃∥Fm∥2L2(DT
, 0 < τ ≤ T,

γ̃ =
[
(1− µ2)

−1µ2
0ε

−1eεT + ε−1
]

exp(2a+ ε)T,

where by virtue of |µ0| ≤ |µ|, we can take in the capacity of ε the same
number ε = 1

T ln( 1
|µ| ) as in (2.21). Next, analogously to how from (2.20)

and (2.28) we have got a priori estimate (2.2) with the constants c1 and c2,
from (2.30) we will have

∥v∥ ◦
W 1

2,µ0
(DT )

≤ c3∥F∥L2(DT ), (2.35)

where the positive constant

c3 =
{
T (c0 + 1)

[
(1− µ2)

−1µ2
0ε

−1eεT + ε−1
]

exp(2a+ ε)T
} 1

2 (2.36)

does not depend on v, F and on the parameter s ∈ [0, 1].

3. The Existence of a Solution of the Problem (1.1)–(1.4)

To prove that the problem (1.1)–(1.4) has a solution in case |µ| < 1, we
will use the well-known facts dealing with the solvability of the following
mixed problem

utt −
n∑

i=1

uxixi = F (x, t), (x, t) ∈ DT , (3.1)

(∂u
∂ν

+ σu
)∣∣∣∣

Γ

= 0, u(x, 0) = φ(x), ut(x, 0) = ψ(x), x ∈ Ω, (3.2)

where F , φ and ψ are the given functions, σ = const > 0.
For F ∈ L2(DT ), φ ∈ W 1

2 (Ω), ψ ∈ L2(Ω) a unique generalized solution
u of the problem (3.1), (3.2) from the space E2,1(DT ) with the norm

∥v∥2E2,1(DT ) = sup
0≤t≤T

∫
ω

[
v2 + v2t +

n∑
i=1

v2xi

]
dx
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is given by the formula [16, pp. 214, 226], [19, pp. 292, 294]

u =

∞∑
k=1

(
ak cosµkt+ bk sinµkt

+
1

µk

t∫
0

Fk(τ) sinµk(t− τ) dτ

)
φk(x), (3.3)

where λk = −µ2
k, 0 < µ1 ≤ µ2 ≤ · · · ≤ µk ≤ · · · are eigen-functions and

lim
k→∞

µk = 0, while φk ∈ W 1
2 (Ω) are the corresponding eigen-functions of

the spectral problem ∆w = λw, (∂w∂ν + σw)
∣∣
∂Ω

= 0 in the domain Ω (∆ :=
n∑

i=1

∂2

∂x2
i
) which form simultaneously an orthonormalized basis in L2(Ω) and

orthogonal basis in W 1
2 (Ω) in a sense of the scalar product

(v, w)W 1
2 (Ω) =

∫
Ω

n∑
i=1

vxiwxi dx+

∫
∂Ω

σvw ds

[16, p. 237], that is,

(φk, φl)L2(Ω) = δlk, (φk, φl)W 1
2 (Ω) = −λkδlk, δlk =

{
1, l = k,

0, l ̸= k.
(3.4)

Here
ak = (φ,φk)L2(Ω), bk = µ−1

k (ψ,φk), k = 1, 2, . . . , (3.5)

F (x, t) =
∞∑
k=1

Fk(t)φk(x),

Fk(t) = (F,φk)L2(ωt), ωτ := DT ∩ {t = τ},
(3.6)

and for the solution u from (3.3) the estimate

∥u∥E2,1(DT ) ≤ γ
(
∥F∥L2(DT ) + ∥φ∥W 1

2 (Ω) + ∥ψ∥L2(Ω)

)
(3.7)

with the positive constant γ, independent of F , φ and ψ, is valid [16, pp. 214,
226].

Let us consider now the linear problem

L0u :=
∂2u

∂t2
−

n∑
i=1

∂2u

∂x2i
= F (x, t), (x, t) ∈ DT , (3.8)

(∂u
∂ν

+ σu
)∣∣∣∣

Γ

= 0, (3.9)

u(x, 0)− µu(x, T ) = 0, ut(x, 0)− µut(x, T ) = 0, x ∈ Ω, (3.10)
corresponding to (1.1)–(1.4) in case a = c = λ = 0.

Show that for |µ| < 1, for any F ∈ L2(DT ), there exists a unique strong
generalized solution of the problem (3.8)–(3.10). Indeed, since the space of
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finite infinitely differentiable functions C∞
0 (DT ) is dense in L2(DT ), there-

fore for F ∈ L2(DT ) and for any natural number m there exists the function
Fm ∈ C∞

0 (DT ) such that

∥Fm − F∥L2(DT ) <
1

m
. (3.11)

On the other hand, for the function Fm in the space L2(DT ) the decompo-
sition [16]

Fm(x, t) =

∞∑
k=1

Fm,k(t)φk(x), Fm,k(t) = (Fm, φk)L2(Ω) (3.12)

is valid.
Therefore there exists the natural number ℓm, lim

m→∞
ℓm = ∞, such that

for

F̃m(x, t) =

ℓm∑
k=1

Fm,k(t)φk(x) (3.13)

the inequality

∥F̃m − Fm∥L2(DT ) <
1

m
(3.14)

holds.
It follows from (3.11) and (3.14) that

lim
m→∞

∥F̃m − F∥L2(DT ) = 0. (3.15)

The solution u = um of the problem (3.1), (3.2) for

φ =

ℓm∑
k=1

ãkφk, ψ =

ℓm∑
k=1

µk b̃kφk, F = F̃m

is given by formula (3.3) which with regard for (3.4)–(3.6) and (3.13) takes
the form

um =

ℓm∑
k=1

(
ãk cosµkt+ b̃k sinµkt

+
1

µk

t∫
0

Fm,k(τ) sinµk(t− τ) dτ

)
φk(x). (3.16)

By the construction, the function um from (3.16) satisfies equation (3.8)
and the boundary condition (3.9) for F = F̃m from (3.13).

Define now unknown coefficients ãk and b̃k in such a way that the function
um from (3.16) likewise satisfy the nonlocal conditions (3.10). Towards this
end, we substitute the right-hand side of (3.16) into equalities (3.10). As a
result, taking into account that the system of functions {φk(x)} forms the
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basis in L2(Ω), to find coefficients ãk and b̃k, we obtain the following system
of linear algebraic equations

(1− µ cosµkT )ãk − (µ sinµkT )̃bk

=
µ

µk

T∫
0

Fm,k(τ) sinµk(T − τ) dτ,

(µµk sinµkT )ãk + µk(1− µ cosµkT )̃bk

= µ

T∫
0

Fm,k(τ) cosµk(T − τ) dτ,

(3.17)

k = 1, 2, . . . , ℓm, whose solution is

ãk =
[
d1kµµk sinµkT − d2k(1− µ cosµkT )

]
∆−1

k , k = 1, 2, . . . , ℓm, (3.18)

b̃k =
[
d2k(1− µ cosµkT )− d1kµµk sinµkT

]
∆−1

k , k = 1, 2, . . . , ℓm. (3.19)

Here

d1k =
µ

µk

T∫
0

Fm,k(τ) sinµk(T − τ) dτ,

d2k = µ

T∫
0

Fm,k(τ) cosµk(T − τ) dτ

and since |µ| < 1, for the determinant ∆k of system (3.17), we have

∆k = µk

[
(1− µ cosµkT )

2 + µ2 sin2 µkT
]
≥ µk

(
1− |µ|

)2
> 0. (3.20)

Below, the Lipschitz domain Ω will be assumed to be such that the eigen-
functions φk ∈ C2(Ω), k ≥ 1. For example, this fact will hold if ∂Ω ∈ C [n2 ]+3

[18, p. 227]. This may take place also in the case of piecewise smooth
Lipschitz domain, for example, for the parallelepiped Ω = {x ∈ Rn : |xi| <
ai, i = 1, . . . , n}, the corresponding eigen-functions φk ∈ C∞(Ω) [19] (see
also Remark 4.1). Thus, since Fm ∈ C∞

0 (DT ), by virtue of (3.12), the
function Fm,k ∈ C2([0, T ]), and hence the function um from (3.16) belongs
to the space C2(DT ). Next, by the construction, the function um from
(3.16) will belong to the space

◦
C2

µ(DT ) which has been defined in (1.5), and

L0um = F̃m, L0(um − uk) = F̃m − F̃k. (3.21)

From (3.21) and a priori estimate (2.2) for a = c = λ = 0 in which by
Lemma 2.1 the constant c2 = 0, we have

∥um − uk∥ ◦
W 1

2,µ(DT )
≤ c1∥F̃m − F̃k∥L2(DT ). (3.22)
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By virtue of (3.15), it follows from (3.22) that the sequence um ∈
◦
C2

µ(DT )

is fundamental in the whole space
◦
W 1

2,µ(DT ). Therefore there exists the

function u ∈
◦
W 1

2,µ(DT ) such that by (3.15) and (3.21) the limiting equalities
(2.3) are valid for λ = 0. The latter means that the function u is a strong
generalized solution of the problem (3.8)–(3.10). The uniqueness of that
solution follows from a priori estimate (2.2) in which λ = 0 and the constant
c2 = 0, that is,

∥u∥ ◦
W 1

2,µ(DT )
≤ c1∥f∥L2(DT ). (3.23)

Remark 3.1. Thus the linear problem (3.8)–(3.10) has a unique strong gen-
eralized solution u ∈

◦
W 1

2,µ(DT ) for which we can write u = �−1
µ (F ), where

�−1
µ : L2(DT ) →

◦
W 1

2,µ(DT ) is the linear continuous operator whose norm
by virtue of (3.23) admits the estimate

∥�−1
µ ∥

L2(DT )→
◦
W 1

2,µ(DT )
≤ c1. (3.24)

Remark 3.2. Regarding a new unknown function v := u exp(at), the problem
(1.1)–(1.4) can be written in the form

L̃λv := vtt −
n∑

i=1

vxixi + (c− a2)v + λ exp(−αat)|v|αv

= exp(at)F (x, t), (x, t) ∈ DT , (3.25)(∂v
∂ν

+ σv
)∣∣∣∣

Γ

= 0, (3.26)

(Kµ0v)(x) = 0, (Kµ0vt)(x) = 0, x ∈ Ω, (3.27)

where µ0 = µ exp(−aT ). Note that the problems (1.1)–(1.4) and (3.25)–
(3.27) are equivalent in a sense that u is a strong generalized solution of the
problem (1.1)–(1.4), if and only if v is a strong generalized solution of the
problem (3.25)–(3.27), that is v ∈

◦
W 1

2,µ0
(DT ), and there exists the sequence

of functions vm ∈
◦
C2

µ0
(DT ) such that vm → v in the space

◦
W 1

2,µ0
(DT ), and

L̃λvm → exp(at)F (x, t) in the space L2(DT ).

Remark 3.3. The embedding operator I :W 1
2 (DT ) → Lq(DT ) is the linear,

continuous, compact operator for 1 < q < 2(n+1)
n−1 , when n > 1 [16, p. 81].

At the same time, the Nemytski’s operator N : Lq(DT ) → L2(DT ) acting by
the formula N v = (c− a2)v+ λ exp(−αat)|v|αv is continuous and bounded
if q ≥ 2(α + 1) [14, p. 349], [15, pp. 66, 67]. Thus, if α < 2

n−1 , that is
2(α+1) < 2(n+1)

n−1 , then there exists the number q such that 1 < q < 2(n+1)
n−1

and q ≥ 2(α+ 1). Therefore, in this case the operator

N0 = N I :
◦
W 1

2,µ0
(DT ) → L2(DT ) (3.28)
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will be continuous and compact. Moreover, from w ∈
◦
W 1

2,µ0
(DT ) it all

the more follows that exp(−αat)|v|αv ∈ L2(DT ), and if vm → v in the
space

◦
W 1

2,µ0
(DT ), then exp(−αat)|vm|αvm → exp(−αat)|v|αv in the space

L2(DT ).

Remark 3.4. Under the assumption that a ≥ 0 and |µ| < 1, we have |µ0| < 1,
and taking into account Remarks 3.1 and 3.2, the function v ∈

◦
W 1

2,µ0
(DT )

is a strong generalized solution of the problem (3.25)–(3.27), if and only if
v is a solution of the following functional equation

v = �−1
µ0

(
(a2 − c)v − λ exp(−αat)|v|αv

)
+�−1

µ0

(
exp(at)F

)
(3.29)

in the space
◦
W 1

2,µ0
(DT ).

We rewrite equation (3.29) in the form

v = A0v := −�−1
µ0

(N0v) +�−1
µ0

(
exp(at)F

)
, (3.30)

where the operator N0 :
◦
W 1

2,µ0
(DT ) → L2(DT ) from (3.28) is, by Re-

mark 3.3, continuous and compact one. Consequently, owing to (3.24), the
operator A0 :

◦
W 1

2,µ0
(DT ) →

◦
W 1

2,µ0
(DT ) from (3.30) is likewise continu-

ous and compact for 0 < α < 2
n−1 . At the same time, by Remarks 2.1,

3.2 and 3.4, if conditions (2.34) are fulfilled for every value of parameter
s ∈ [0, 1] and for every solution v of equation v = sA0v with the parameter
s ∈ [01, ], then a priori estimate (2.35) with nonnegative constant c3 from
(2.36), independent of v, F and s, is valid. Therefore, by the Lerè–Schauder
theorem [20, p. 375], equation (3.30), and hence by Remarks 3.2 and 3.4,
the problem (1.1)–(1.4) has at least one solution u ∈

◦
W 1

2,µ(DT ). Thus we
have proved the following

Theorem 3.1. Let 0 < α < 2
n−1 , λ > 0, |µ| < 1 and conditions (2.34) be

fulfilled. Then for any F ∈ L2(DT ) the problem (1.1)–(1.4) has at least one
strong generalized solution of the class W 1

2 in the domain DT in a sense of
Definition 1.1.

4. The Case |µ| = 1

Instead of conditions (2.1) we consider now the conditions

a > 0, c ≥ a2, σ > 0. (4.1)

Theorem 4.1. Let 0 < α < 2
n−1 , λ > 0, |µ| = 1 and conditions (4.1) be

fulfilled. Then for any F ∈ L2(DT ) the problem (1.1)–(1.4) has at least one
strong generalized solution of the class W 1

2 in the domain DT in a sense of
Definition 1.1.
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Proof. Regarding a new unknown function v := u exp(at), the problem
(1.1)–(1.4) by Remark 3.2 reduces equivalently to the nonlocal problem
(3.25)–(3.27), where by virtue of a > 0, for the number µ0 = µ exp(−aT ) we
have |µ0| < 1. Therefore if the conditions of Theorem 4.1 are fulfilled, then
repeating reasoning mentioned in proving Theorem 3.1 we can conclude
that the problem (3.25)–(3.27) and hence the problem (1.1)–(1.4) has at
least one strong generalized solution of the class W 1

2 in the domain DT . �

Remark 4.1. It should be noted that for |µ| = 1 the homogeneous problem
corresponding to (1.1)–(1.4) may have even in a linear case, i.e., for λ = 0, a
finite or even an infinite set of linearly independent solutions, if conditions
(4.1) are violated, whereas for the solvability of that problem the function
F ∈ L2(DT ) must satisfy, respectively, a finite or an ininite number of
conditions of solvability of type ℓ(F ) = 0, where ℓ is the linear continuous
functional in L2(DT ). Indeed, let us consider the case λ = a = c = 0,
σ = 1. When µ = 1, we denote by Λ(1) a set of those µk from (3.3) for
which the ratio µkT

2π is a natural number, i.e., Λ(1) = {µk : µkT
2π ∈ N}.

Formulas (3.18) and (3.19) for finding unknown coefficients ãk and b̃k in the
representation (3.16) have been obtained from the system of linear algebraic
equations (3.17). In case λ(1) ̸= ∅ and µk ∈ Λ(1), µ = 1, the determinant
of system (3.17) given by formula (3.20) is equal to zero. Moreover, in this
case all coefficients ãk and b̃k in the left-hand side of system (3.17) are equal
to zero. Therefore, in accordance with (3.3), the homogeneous problem
corresponding to (3.8), (3.9) and (3.10) is satisfied with the function

uk(x, t) = (C1 cosµkt+ C2 sinµkt)φk(x), (4.2)

where C1 and C2 are arbitrary constant numbers, and in this case the nec-
essary conditions for the solvability of the inhomogeneous problem (3.8)–
(3.10) corresponding to µk ∈ Λ(1) are

ℓk,1(F ) =

∫
DT

F (x, t)φk(x) sinµk(T − t) dx dt = 0,

ℓk,2(F ) =

∫
DT

F (x, t)φk(x) cosµk(T − t) dx dt = 0.

(4.3)

Analogously, in case µ = −1, we denote by Λ(−1) a set of those µk

from (3.3) for which the ratio µkT
π is an odd natural number. For µk ∈

Λ(−1), µ = −1, the function uk from (4.2) is, likewise, a solution of the
homogeneous problem corresponding to (3.8)–(3.10), and conditions (4.3)
are the necessary ones for solvability of that problem. For example, for n =
2, the eigen-numbers and eigen-functions of the spectral problem ∆w = λw,
(∂w∂ν + w)

∣∣
∂Ω

= 0 are

λk = −1

4

[
(2k1 − 1)2 + (2k2 − 1)2

]
, k = (k1, k2) ∈ N2,
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φk(x1, x2) = dk
(

sin µ̃k1x1 + µ̃k1 cos µ̃k1x1
)(

sin µ̃k2x2 + µ̃k2 cos µ̃k2x2
)
,

where µ̃ki = 1
2 (2ki − 1), µk = 1

2

√
(2k1 − 1)2 + (2k2 − 1)2, and dk is the

normalizing factor defined from the condition ∥φk∥L2(Ω) = 1. It can be
easily seen that if the number T is such that T

2
√
2π

∈ N, then for any
k = (k1, k2) such that k1 = k2 we have µk ∈ Λ(1). In this case, i.e., for
µ = 1 and T

2
√
2π

∈ N, the homogeneous problem corresponding to (3.8)–
(3.10) will have an infinite set of linearly independent solutions of type
(4.2), and for the solvability of that problem it is necessary that an infinite
number of conditions of type (4.3) for k = (k1, k2) such that k1 = k2 ∈ N
are fulfilled. The case µ = −1 is considered analogously.
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Abstract. A concise survey on the construction of the spectra, symbols
and index-formulas for singular integral operators with piecewise continuous
coefficients in the spaces Ln

p (Γ, ρ) is given. Influence of some results by
B. V. Khvedelidze on this research is shown. Several interesting associated
results, obtained during this research, and their applications are discussed in
appendix. An open question is stated. Some historical information, related
to this paper is presented in the introduction.
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ÒÄÆÉÖÌÄ. ÜÅÄÍ ßÀÒÌÏÂÉÃÂÄÍÈ ÌÏÊËÄ ÌÉÌÏáÉËÅÀÓ ÓÐÄØÔÒÉÓ, ÓÉÌÁÏ-
ËÏÓ ÃÀ ÉÍÃÄØÓÉÓ ÀÂÄÁÉÓ ÛÄÓÀáÄÁ ÖÁÀÍ-ÖÁÀÍ ÖßÚÅÄÔ ÊÏÄ×ÉÝÉÄÍÔÄÁÉ-
ÀÍÉ ÓÉÍÂÖËÀÒÖËÉ ÉÍÔÄÂÒÀËÖÒÉ ÏÐÄÒÀÔÏÒÄÁÉÓÀÈÅÉÓ Lp(Γ, ρ) ÓÉÅÒ-
ÝÄÄÁÛÉ. ÍÀÜÅÄÍÄÁÉÀ Á. áÅÄÃÄËÉÞÉÓ ÆÏÂÉÄÒÈÉ ÛÄÃÄÂÉÓ ÂÀÅËÄÍÀ
ÃÀÓÀáÄËÄÁÖË ÊÅËÄÅÄÁÆÄ. ÃÀÍÀÒÈÛÉ ÂÀÍáÉËÖËÉÀ ÆÏÂÉÄÒÈÉ ÓÀÉÍÔÄ-
ÒÄÓÏ ÀÓÏÝÉÒÄÁÖËÉ ÛÄÃÄÂÉ ÃÀ ÌÀÈÉ ÂÀÌÏÚÄÍÄÁÀ, ÒÏÌËÄÁÉÝ ÌÉÙÄÁÖ-
ËÉÀ ÀÓÄÈÉ ÊÅËÄÅÄÁÉÓ ÃÒÏÓ. ÃÀÓÌÖËÉÀ ÆÏÂÉÄÒÈÉ ÀÌÏÝÀÍÀ, ÒÏÌÄËÉÝ
ÓÀàÉÒÏÄÁÓ ÂÀÃÀßÚÅÄÔÀÓ. ÛÄÓÀÅÀËÛÉ ÜÀÒÈÖËÉÀ ÉÓÔÏÒÉÖËÉ ÉÍ×ÏÒ-
ÌÀÝÉÀ, ÒÏÌÄËÉÝ ÄáÄÁÀ ÌÏÝÄÌÖË ÓÔÀÔÉÀÓ.
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1. Introduction

About eighty years ago S. G. Mikhlin [24] in solving the regularization
problem for two-dimensional singular integral operators (SIOs) assigned to
each such an operator A a function σ(A)(x), which he called a symbol, and
he showed that the regularization is possible if inf

x
|σ(A)(x)| > 0. There-

after (as widely known) the notion of the symbol was extended to multi-
dimensional and one-dimensional SIOs by many authors. In particular, for
one-dimensional singular operator A = aI + bS + T , where a(t), b(t) are
continuous functions on a simple closed contour Γ, T is a compact operator
and

Sf(t) :=
1

πi

∫
Γ

f(τ)

τ − t
dτ (t ∈ Γ), (1.1)

the symbol in the space Lp(Γ, ρ) (1 < p <∞) was defined by the equality

σ(aI + bS + T )(t, z) = a(t) + z b(t)
(
(t, z) ∈ Γ× {±1}

)
. (1.2)

For a long period of time, symbols of SIOs were used for the following
(sufficient) conditions:

If inf
x
|σ(A)(x)| > 0, then A is a Fredholm operator.

An important role in raising the status of the symbols (for many classes
of operators) was played by Gelfand’s theory of maximal ideals in Banach
algebras. Using this theory, I. Gohberg obtained the following important
results.

Theorem 1.1 ( [3]). Let A := aI+bS+T and σ(A)(t, z) denote, respectively,
the singular integral operator and its symbol, defined in (1.2). Then

A ∈ F (L2(Γ)) ⇐⇒ σ(A)(t, z) ̸= 0, ∀ (t, z) ∈ Γ× {±1}, (1.3)

where F (B) denote the set of all Fredholm operators on Banach space B.

To formulate a next theorem, we need the following notations. Let Ω
denote the unit sphere in an n-dimensional space Rn; Yn(θ) (θ ∈ Ω, n =
1, 2, . . .) the sequence of all n-dimensional spherical functions, numbered in
some order; Yn the simplest singular integral operator (see [24] or [5])

(Ynf)(x) =
1

γn

∫
Rn

yn(ν)

|x− y|n
f(y) dy

with the symbol Yn(θ); T the ideal of all compact operators in the algebra L
(Lp(Rn)) (1 < p <∞); Ap the Banach subalgebra of L (Lp(Rn)), generated
by the operators

Af(x) := a0(x)f(x) +

r∑
n=1

an(x)(Ynf)(x) + T (T ∈ T )
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with continuous coefficients an(x) and with the symbols

A(x, θ) = a0(x) +
r∑

n=1

an(x)Yn(θ).

Theorem 1.2 ( [5]). The quotient algebra Â2 = A2/T is a commutative
Banach algebra; the symbols A(x, θ) coincides with the functions of element
Â ∈ Â2 on the compact space of maximal ideals of the algebra Â2 and

A ∈ F (L2(Rn)) ⇐⇒ A(x, θ) ̸= 0, ∀ (x, θ) ∈ Rn × Ω. (1.4)

Theorems 1.1, 1.2 were extended in [4,6] to systems of the corresponding
SIOs.

With the appearance of the (revolutionary) results [3–6] the concept of
the symbols of SIOs achieved a higher status: responsibility for the nec-
essary and sufficient conditions of Fredholmness (see (1.3), (1.4)). This
inspired many mathematicians, interested in the theory of symbol of SIOs,
to generalize these results, obtained by Gohberg, to other Banach spaces1.

The author of this survey was inspired, too. And in the papers [19, 20]
the main results from [3–6] were extended to spaces Lp and Ln

p (1 < p <∞).
Shortly thereafter, I. Gohberg invited me to join him for studying the

Fredholm theory of one-dimensional SIOs with piecewise continuous coeffi-
cients on Ln

p (Γ): to obtain the spectrum, symbols and formulas for compu-
tation the index. I gladly accepted this invitation.

The Fredholm theory for SIOs with PC coefficients, obtained in [7–10],
is briefly described in Sections 2, 3. The influence of some results of
B. V. Khvedelidze on this cycle of researches is described in Section 4.
In Section 5, we construct a counterexample, related to a scalar symbol in
algebra generated by SIOs with PC coefficients. In appendix (Section 6),
some associated results and their applications, obtained in [19, 20] and [8],
are shown. An open question is stated.

It is my pleasure to thank my friend Prof. Roland Duduchava2 for useful
remarks and comments.

2. On the Spectrum and Index of SIOs with PC Coefficients

Recall (for convenience) several notations and definitions.
Let Lp(Γ, ρ), 1 < p <∞ denote a weighted Banach space with

ρ(t) =
n∏

k=1

|t− tk|βk , −1 < βk < p− 1,

∥f∥pLp(Γ,ρ)
=

∫
Γ

|f(t)|pρ(t) |dt|,

1Many results, obtained in this research, are described in the (encyclopedic) book [25].
2Note, that Roland Duduchava had a privilege to be the student of both: B. V. Khve-

delidze and I. C. Gohberg!
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PC (Γ) is the set of all piecewise continuous functions3 on Γ; A = aP + bQ;
C = cP + Q, where a, b, c ∈ PC, P := (I + S)/2, Q = (I − S)/2, and the
operator S is defined by (1.1).

In this section we assume, for simplicity, that Γ is a simple closed oriented
Lyapunov contour, 0 ∈ D+ and the function c(t) (∈ PC(Γ)) has only one
point t0 of discontinuity:

c(t0 − 0) = z1, c(t0 + 0) = z2. (2.1)

Definition 2.1. We denote by ν(z1, z2, δ) (0 < δ < π) the circular arc
joining the points z1 to z2 and having the following properties:

10. Let δ ∈ (0, π). Then from any interior point z ∈ ν(z1, z2, δ) one sees
the straight line [z1, z2] under the angle δ, and running through the
arc from z1 to z2, this straight line is located in the left-hand side.

20. Let δ ∈ (π, 2π), then we define ν(z1, z2, δ) := ν(z2, z1, 2π − δ).
30. Finally, ν(z1, z2, π) denotes the straight line [z1, z2].

Next, we denote by Wp,ρ(c) the plane curve which results from the range
of the function c(t) by adding the arc ν(c(t0 − 0), c(t0 + 0), 2π(1+β)

p ). We
orient the curve Wp,ρ(c) in the natural manner. Also, we write Wp(c) if
ρ(t) ≡ 1.

Definition 2.2. The function c(t) (∈ PC(Γ)) is called {p, ρ}-non-singular,
if the curve Wp,ρ(c) does not contain the origin.

Definition 2.3. Let the function c(t) be a {p, ρ}-non-singular. Then the
winding number of the curve Wp,ρ(c) around the point z = 0 is called {p, ρ}-
index of the function c(t). This index is abbreviated by indcp,ρ.

Theorem 2.4. The operator C = cP + Q is at least one-side invertible
on Lp(Γ, ρ) if and only if the function c(t) is {p, ρ}- non-singular. Let
the function c(t) be {p, ρ}-non-singular. Then the operator C is invertible,
invertible only from the left or invertible only from the right, depending
on whether the number k := ind cp,ρ is equal to zero, positive or negative,
respectively. If k > 0, then dim coker(C) = k, and if k < 0, then dim
ker(C) = −k.

Remark 2.5. If the function c(t) has several points tk of discontinuity, then
Wp,ρ(c) results from the range of the function c(t) by adding several arcs
ν(c(tk − 0), c(tk + 0), δ).

Theorem 2.6. The operator A = aP + bQ is Fredholm on Lp(Γ, ρ) if and
only if b(t± 0) ̸= 0 (t ∈ Γ), and the function c(t) = a(t)/b(t) is {p, ρ}-non-
singular.

Remark 2.7. A theorem similar to Theorem 2.6, was obtained by H. Widom
[28] for the case where Γ is a measurable subset of R.

3See (for details) the definition of PC(Γ) in [13, p. 62].
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Remark 2.8. For the space L2(Γ), the results of Theorems 2.4 and 2.6 were
obtained in [7]. For the spaces Lp(Γ) and Lp(Γ, ρ) in [8, 9].

After the papers [8, 9] were published, we (the authors) were periodi-
cally asked (at seminars and conferences) various questions related to these
papers. Most often we were asked the following

Question 2.9. How did you guess (or, how did you come) to adding these
special circular arcs, depending on p, ρ and joining the points c(tk ± 0)?

In Sections 4, we show a way, paved by B. V. Khvedelidze, on which we
came to the idea of these circular arcs.

3. SIOs with Matrix PC-Coefficients in Ln
p (Γ, ρ)

Let R := AP + BQ denote a singular integral operator with piecewise
continuous matrix coefficients A := [aik]

n
i,k=1 and B := [bik]

n
i,k=1. Sufficient

conditions for the operator R to be Fredholm in Ln
p (Γ, ρ) was first obtained

by B. V. Khvedelidze (see [17, Chapter 2]). Then the Fredholm criterion
was obtained in our work [10]. See also [25, Chapter 5, Section 6] for some
additional historical details.

Let C := [cik]
n
i,k=1 be a piecewise continuous matrix function, and let

t1, . . . , tr be the points of discontinuity of the matrix C. To each point ts
(s = 1, . . . , r) we attach a matrix-valued arc

ν(ts, µ) :=
eiµθs sin(1− µ)θs

sin θs
G(ts − 0) +

ei(µ−1)θs sinµθs
sin θs

G(ts + 0), (3.1)

where θs = π − 2π(1+βs)
p , and we assume that

ρ(t) =

m∏
k=1

|t− tk|β (m ≥ r). (3.2)

We associate with the matrix C a continuous matrix curve Cp,ρ(t, µ), ob-
tained by adding r arcs ν(ts, µ) to the range of the matrix C.

Definition 3.1. The matrix function C := [cik]
n
i,k=1 is called {p, ρ}-nonsin-

gular if 0 /∈ detCp,ρ(t, µ). Let C(t) be {p, ρ}-nonsingular matrix function,
then its {p, ρ} index is defined by the equality indCp,ρ := ind detCp,ρ(t, µ).

Theorem 3.2. The operator R = AP + BQ is a Fredholm operator on
Ln
p (Γ, ρ) if and only if detB(t±0) ̸= 0 for all t ∈ Γ and the matrix function

C(t) := B(t)−1A(t) is {p, ρ}-nonsingular. If these conditions are fulfilled,
then the index of operator R in the space Ln

p (Γ, ρ) is defined by the equality
indR = − indCp,ρ.

4. Influence of Some Results by B. V. Khvedelidze

In this section we assume, for simplicity, that Γ is a simple closed oriented
Lyapunov contour, 0 ∈ D+ and 1 ∈ Γ.
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By the time we (Gohberg–Krupnik) started to work on the Fredholm
theory of SIOs with piecewise continuous coefficients on Lp(Γ) (1 < p <∞),
the following statement was well known:
Proposition 4.1. The spectrum and Fredholm spectrum for one-dimensio-
nal SIOs with continuous coefficients in the spaces Lp(Γ) do not depend on
p ∈ (1,∞).

Naturally, there arose the following
Question 4.2. Is Proposition 4.1 true in the case of piecewise continuous
coefficients?

In order to get the answer to this question (as well as to some other
questions), we referred to Khvedelidze’s works [16–18]. First we turned our
attention to the following important statements.
Theorem 4.3 ( [16]). Let 1 < p < ∞ and ρ = |t − t0|β (t0 ∈ Γ). If
−1 < β < p− 1, then the singular operator S is bounded in Lp(Γ, ρ).
Corollary 4.4. The operator (t − t0)

δS(t − t0)
−δ (t0 ∈ Γ) is bounded in

Lp(Γ) if and only if
−1

p
< Re δ < 1− 1

p
.

Next, using suitable ideas and results from [16–18], we have proved the
following
Theorem 4.5. The operator A = tγP +Q with Re γ ∈ (0, 1) is a Fredholm
operator in Lp(Γ) for all p ̸= 1/Re γ.
Proof. Following [17, 18], we considered the following two factorizations of
the function ψ(t) = tγ (Re γ ∈ (0, 1)):

ψ(t) = (t− 1)γ
( t− 1

t

)−γ

= ψ+(t)ψ−(t)

and
ψ(t) = (t− 1)γ−1t

( t− 1

t

)1−γ

= ξ+(t) t ξ−(t). (4.1)
We assumed that Γ satisfies the conditions, formulated above (before (2.1)).
Without loss of generality, we also assumed that t0 = 1 and 0 ∈ D+.

Let A = ψ(t)P + Q = ψ−(ψ+P + ψ−1
− Q) and B = (ψ−1

+ P + ψ−Q)ψ−1
− .

It is not difficult to check that AB = BA = I. Therefore, the operator A is
invertible in some space Lp(Γ), if and only if the operator B is bounded in
Lp. Using the representation

B =
1

2

[
(ψ−1 + 1)I + (ψ−1 − 1)ψ−Sψ

−1
− I

]
and Corollary 4.4, it was obtained in [17] that the operator A is invertible
in Lp for all p:

1− p

p
< Re γ < 1

p
, i.e., for p <

1

Re γ .
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Next, we used factorization (4.1) and represented the operator A in the
form A = A1T , where A1 = ξ+(t)ξ−(t)P+Q and T = tP+Q. The operator
T is Fredholm in Lp for all p ∈ (1,∞). Like in the first factorization, one
can obtain here that the operator A1 is invertible in Lp(Γ) for all p such
that

1− p

p
< Re γ − 1 <

1

p
, i.e., for p >

1

Re γ .

Thus, for all p > 1/Re γ, the operator A is a Fredholm one with
indpA = 1. �

Example 4.6. Let γ = 1/2. The operator A = t1/2P+Q is invertible in Lp

for all p < 2 and it is a Fredholm with indp = 1 for all p > 2. This follows
from Theorem 4.5. For p = 2, the operator A is not Fredholm. This does
not follow from Theorem 4.5, but it follows from the paper [7] in which the
Fredholm theory for SIOs with PC coefficients in L2(Γ) was developed.

Remark 4.7. Example 4.6 shows the spectral behavior of the point λ = 0
of the operator A − λI and, in particular, gives the negative answer to
Question 4.2.

In order to analyze the spectral behavior of other points λ, we consider
ψ(t) = t1/2, A = ψP + Q, and λ ̸∈ {ψ(t) : t ∈ Γ}. We represent operator
A− λI in the form

A− λI = (1− λ)R, where R :=
(ψ(t)− λ

1− λ
P +Q

)
:= g(t)P +Q. (4.2)

It follows from (4.2) that
g(1− 0)

g(1 + 0)
=
λ+ 1

λ− 1
:= z = reiθ = eiθ+ln r. (4.3)

Following [17], we consider such a function h(t) = tγ , that
h(1− 0)

h(1 + 0)
= e2πiγ = eiθ+ln r =⇒ Re γ =

θ

2π
. (4.4)

Now we can prove the following

Theorem 4.8. Let ψ(t) = t1/2, A = ψP +Q,

λ ̸∈
{
ψ(t) : t ∈ Γ

}
, and λ+ 1

λ− 1
̸= r exp 2πi

p
(0 ≤ r <∞). (4.5)

Then the operator A− λI is a Fredholm operator in Lp(Γ).

Proof. It follows from (4.5) and (4.3) that θ ̸= 2π/p and from (4.4) that
Re γ ̸= 1/p. Thus (see Theorem 4.5), operator H = hP + Q is Fredholm
in Lp(Γ). Equalities (4.3), (4.4) provide that the function h(t)/g(t) is con-
tinuous on Γ, and hence operators R (as well as operator A − λI) under
the condition θ ̸= 2π/p is a Fredholm operator in Lp, too. This proves the
theorem. �
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Remark 4.9. It remains to describe the set ℓ of the points λ ∈ C\{ψ(t) : t ∈
Γ} (candidates for “non-Fredholm points”), for which the second condition
in (4.5) is not satisfied. This is not difficult.

Let z = (λ + 1)/(λ − 1) = r exp(2πi/p) (0 ≤ r < ∞). If r = 0, then
λ = −1, if r = ∞, then λ = 1. If r = 1, then, λ = −i cot π

p . Thus, ℓ is
a circular arc with the chord [−1, 1]. The point −i cot π

p is located on the
circular arc ℓ, and from this point one sees the segment [−1, 1] under the
angle δ = 2π

p .

Conclusion 4.10. Let ψ(t) = t1/2 and A = ψP + Q. Then the set
of the points λ ∈ C \ {ψ(t) : t ∈ Γ}, which are candidates for “non-
Fredholm points” of operator A − λI in Lp(Γ), coincides with the circular
arc ν(−1, 1, 2πp ).

This is the way on which we came to the idea of circular arc, and it gives
the answer to Question 2.9.

5. Symbols for Algebras of SIOs with PC Coefficients

Let E denote a subalgebra of the algebra A := L(B), where B is a Banach
space. We say that algebra E is with a (scalar) Fredholm symbol if there
exists a collection {hy}y∈Y , of multiplicative functionals hy : E → C such
that

A ∈ E ∩ F (B) ⇐⇒ hy(A) ̸= 0, ∀ y ∈ Y. (5.1)
Compare (5.1) with scalar symbols in (1.2) and (1.4), where the sets Y1, Y2
are defined, respectively, by the equalities:

Y1 = Γ× {±1} and Y2 = Rn × Ω.

After the results in [7–10] were obtained a natural question arose:

Question 5.1. Is algebra E, generated by SIOs with piecewise continuous
coefficients on Lp(Γ, ρ), with a scalar symbol?

We (I. Gohberg and N. Krupnik) tried to get a positive answer to this
question. But (instead), we constructed a counterexample (see below). Af-
ter some thought, we decided to construct a matrix symbol for algebras,
generated by (scalar) SIOs with PC coefficients. This idea opened a next
cycle of our common research, review of which is beyond the scope of this
article.

We conclude this section with a counterexample, mentioned above.4

Lemma 5.2. Let E denote the algebra generated by SIOs with PC coeffi-
cients on Lp(Γ), where Γ is a unite circle, and let G = λI + CP − PC,
where C := c(t)I. If algebra E is with a scalar symbol, then G is a Fredholm
operator for each λ ̸= 0.

4To my knowledge, such a counterexample has never been published.
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Proof. Let algebra A be with a scalar symbol. Then

hx(G) = λ+ hx(C)hx(P )− hx(P )hx(C) = λ ̸= 0, ∀λ ̸= 0.

From the definition of scalar symbol it follows that G ∈ F (Lp(Γ)) for all
λ ̸= 0. �

Lemma 5.3. Let p = 2, c(t) = t1/2 and c(1 ± 0) = ±1. Then there exists
λ ̸= 0 such that the operator G, defined in Lemma 5.2, is not Fredholm.

Proof. It follows from Shur’s representation

R :=

[
I C
P λI + CP

]
=

[
I 0
P I

] [
I 0
0 G

] [
I C
0 I

]
that the operator G ∈ F (L2(Γ)) if and only if the operator R ∈ F (L2

2(Γ)).
The operator R can be represented in the form

R =

[
1 c(t)
1 λ+ c(t)

]
P +

[
1 c(t)
0 λ

]
Q = AP +BQ.

Since detB(t) ̸= 0, the operator R is Fredholm if and only if the matrix
Mλ := B−1A is 2-nonsingular. In particular (see Theorem 3.2 and equalities
(3.1), (3.2)), this means that

0 ̸∈ det νλ(1, µ), where νλ(t, µ) := (1− µ)Mλ(1− 0) + µMλ(t+ 0).

But for µ = 1/2, we have the equality

νλ

(
1,

1

2

)
=

1

2λ

([
λ− 1 −1
1 λ+ 1

] ]
+

[
λ+ 1 −1
1 λ− 1

])
=

1

λ

[
λ −1
1 λ

]
and for λ0 = i, we receive det νλ0(1, 1/2) = 0. This proves that the operator
G = iI + t1/2P − Pt1/2I is not an F -operator in L2(Γ). �

Corollary 5.4. Combining these two lemmas, we obtain the negative answer
to Question 5.1.

6. Appendix: Several (Side) Results Associated with the Main
Results in [19,20] and [8]

6.1. Banach spaces versus Hilbert spaces. Let L(B) (L(H)) denote
the algebra of all linear bounded operators in the Banach (Hilbert) space B
(H) and GL(B) be the group of invertible operators. By T (B) we denote
the ideal of all compact operators on B and by F (B) the set of all Fedholm
operators on B.

Analyzing the proofs of Theorems 1.1 and 1.2 for the purpose of trans-
ferring them to Banach spaces, an idea appeared to find a replacement of
the following well known Proposition 6.1 (so that it would work in Banach
spaces):
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Proposition 6.1. For any operator A ∈ L(H), there exist two operators
A1, A2 ∈ L(H) such that A = A1 + iA2, spec(Ai) ⊂ R (i = 1, 2) and the
relation

A = A1 + iA2 ∈ GL(H) ⇐⇒ A := A1 − iA2 ∈ GL(H)

holds.
Indeed, one can take A1 = (A+A∗)/2, and A2 = (A−A∗)/2i.
In the paper [19], the following version of substitution was proposed.

Theorem 6.2. Let operators A1, A2 ∈ L(B), A1A2 = A2A1 and spec(Ai) ⊂
R (i = 1, 2). Then

A := A1 + iA ∈ GL(B) ⇐⇒ A := A1 − iA2 ∈ GL(B).

Corollary 6.3. Let operators A1, A2 ∈ L(B), A1A2 − A2A1 ∈ T (B) and
spec(Ai) ⊂ R (i = 1, 2). Then

A := A1 + iA ∈ F (B) ⇐⇒ A := A1 − iA2 ∈ F (B).

Remark 6.4. These (side) results were first used in [19] for extending Goh-
berg’s Theorem 1.2 from L2 to Lp. Thereafter, Theorem 6.2 and Corollary
6.3 were used for different purposes by many authors. For illustration we
consider two examples.

In 1962 Kharazov and Khvedelidze proved the following statement [15]:
Theorem 6.5. Let A = a(t)I + b(t)S be a SIO with continuous coefficients
on a closed contour in Lp(Γ). If A is a Fredholm operator in both Lp(Γ)
and Lq(Γ), (p−1 + q−1 = 1), then a(t)2 − b(t)2 ̸= 0 on Γ.

Let us show (for illustration) how Theorem 6.5 and Corollary 6.3 could
be combined for a simple extension of Gohberg’s Theorem 1.1 from L2(Γ)
to Lp(Γ).
Theorem 6.6. The operator A = aI+ bS with continuous coefficients on a
closed contour Γ is Fredholm in Lp(Γ) if and only if a(t)2 − b(t)2 ̸= 0 on Γ.
Proof. The sufficiency of this condition was proved earlier by B. V. Khvede-
lidze [17]. Now, let A ∈ F (Lp). It follows from Corollary 6.3 that A = aI +

bS ∈ F (Lp), too. Therefore, the operator A∗
= aI + bS + T , T ∈ T (Lp(Γ))

is Fredholm in L∗
p. Thus, the operator A is a Fredholm operator in both

Lp(Γ) and Lq(Γ). Using Theorem 6.5, we obtain a(t)2 − b(t)2 ̸= 0. �
For a second illustration, consider the following theorem which is proved

by using Theorem 6.2.
Theorem 6.7. Let K be a Banach algebra and let K0 be commutative sub-
algebra of K, which possesses a symmetric sufficient family of multiplicative
functionals. Then K0 is inverse closed in K. See [21, Theorem 13.3] for
details.

We conclude this subsection with an open
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Question 6.8. Can we replace in Theorem 6.2 the Banach space B with a
normed or topological (or even with non-topological) space?

6.2. The circular arc νp(c) and exact values of the norms of opera-
tors S, P , Q on Lp(Γ). It is well known (especially now) that the norms
of SIOs play an important role in various applications. But, by the time
we were working on the paper [8], almost nothing was known about these
norms. We decided to illustrate the results (we just received) for this paper
with possible estimation of the norms of operators S, P , Q. We started
with the following experiment:

It is evident that for any operator R on the Banach space B the relation
I+R ̸∈ GL(B) =⇒ ∥R∥ ≥ 1 holds. We considered the operator A := cP+Q,
where the function c(t) (|t| = 1) takes only two values : r exp(±πi/p), r > 0,
p ≥ 2. In this case, νp(c) is a circular arc which connects these two points,
and from the point 0 ∈ νp(c) the segment [r exp(−πi/p), r exp(πi/p)] is seen
at the angle 2π/p.

It follows from Theorem 2.4 that the operator A is not invertible. But
A = I+(c−1)P , |c(t)−1| = r2+1−2r cos π

p does not depend on t, and its
minimal value (for a fixed number p) equals sin π

p (when r = cos π
p ). Taking

r = cosπp , we obtain

1 ≤
∥∥∥ sin π

p
P
∥∥∥, therefore ∥P∥ ≥

(
sin π

p

)−1

.

This was the best estimation we could extract from our experiment. Using
same approach, we obtained the following estimates:

∥Q∥p ≥ |Q|p ≥ 1

sin(π/p) , ∥P∥p ≥ |P |p ≥ 1

sin(π/p) , (6.1)

∥S∥p ≥ |S|p ≥ cot π

2p∗
, (6.2)

where |A| := inf
T

∥A+T∥, T are compact operators, and p∗ = max(p, p/(p−
1)).

These estimates acquired greater significance (for us) when we were able
to prove the accuracy of some estimates. For example,

∥S∥p =


cot π

2p
if p = 2n,

tan π

2p
if p = 2n

2n − 1
,

n = 1, 2, . . . (6.3)

(see [8, Section 3] for details). And we formulated the following

Conjecture 6.9. Inequalities (6.1), (6.2) can be replaced by equalities.

These results (associated with the main part of results in [8]) and Con-
jecture 6.9 gave rise to a large number of publications dedicated to the best
constants, and such publications continue to appear. Almost all new result
related to best constants required new ideas and methods for their proofs.



Influence of Some B. V. Khvedelidze’s Results 115

Some problems turned out to be very complicated. For example, it took
more than 30 years of attempts of many authors to confirm Conjecture 6.9
for analytical projections P and Q. This was done by B. Hollenbeck and
I. Verbitsky (see [14] and the list of references in this paper). The operator
S was more lucky. Conjecture 6.9 was confirmed by S. K. Pichorides [26]
in 1972. Some addendum to his paper was obtained in [23]. A survey re-
lated to best constant in the theory of one-dimensional SIO is written in
the paper [22].

6.3. One more associated result. Denote by E a subalgebra of the Ba-
nach algebra A = L(B), where B is a Banach space, and by Mn(E) the
algebra of all n×n-matrices with the entries from E . Comparing the results
in articles [3, 5] and [4, 6] related, respectively, to the symbols of SIOs with
scalar and matrix coefficients, the following statement was predicted:
Theorem 6.10. Let the algebra E be commutative modulo compact opera-
tors, and let R ∈Mn(E). Then

R ∈ F (L(Bn)) ⇐⇒ det(R) ∈ F (L(B)). (6.4)
Remark 6.11. When one writes the determinant det(R), the order of the
factors is irrelevant, since the possible determinants differ from one another
by a compact term.

In [20], a following statement, associated with Theorem 6.10, was ob-
tained:
Theorem 6.12. Let K be an associative and, generally speaking, non-
commutative ring with identity e. Assume that amk ∈ K (m, k ≤ n) for
some n ∈ N, and amkapq = apqamk, ∀m, k, p, q = 1, . . . , n. Then the matrix
A := [amk]

n
m,k=1 is invertible in Mn(K) if and only if the element ∆ := detA

is invertible in K.
The proof of Theorem 6.10 was represented in [20], as a corollary from

the general Theorem 6.12.
These two theorems (6.10 and 6.12) proved to be useful for many classes

of equations and they were included in many publications, even in the pub-
lications of the current millennium (see, for example, Lemma 1.2.34 and
related statements in [27]). Theorem 6.10 was first used in the proof of
Theorem 6 from [19].

Consider one more example of application of Theorem 6.10. Let Ta :=
[ai−k]

∞
i,k=1 denote the Toeplitz operator, generated by a function a(t) =

∞∑
j=−∞

ajt
j ∈ L∞(S1). The following statement is proved in [11, Section 3].

Theorem 6.13. Algebra E ⊂ L(ℓ2), generated by Toeplitz operators Ta :=
[ai−k], where a(t) are piecewise continuous functions on the unite circle , is
with a scalar Fredholm symbol. In particular, the symbol of operator Ta is
defined by the equality

a(t, µ) = µa(t+ 0) + (1− µ)a(t− 0)
(
|t| = 1, 0 ≤ µ ≤ 1

)
. (6.5)
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The following corollary follows directly from Theorems 6.13 and 6.10:
Corollary 6.14. Let A := [Ai,k]

n
i,k=1 (Ai,k ∈ E). Then

A ∈ F (L(ℓn2 )) ⇐⇒ detA ∈ F (L(l2)).

Remark 6.15. In order to get the analogue of Theorem 6.13 and Corollary
6.14 for ℓp spaces with p ̸= 2, it was necessary to obtain some additional
results, related to Toeplitz operators on ℓp. In contrast with the space ℓ2,
here the Khvedelidze and Gohberg–Krupnik approaches did not work. But,
Rolland Duduchava proposed a new approach and succeeded in solving the
necessary problems (see [1, 2]). This made it possible to obtain in [12] the
analogues of Theorem 6.13 for ℓp (1 < p < ∞) and to use (automatically)
Theorem 6.10 in ℓnp .
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ÒÄÆÉÖÌÄ. ÓÔÀÔÉÉÓ ÞÉÒÉÈÀÃÉ ÌÉÆÀÍÉÀ ÌÀÈÄÌÀÔÉÊÖÒÉ ×ÉÆÉÊÉÓ ÆÏ-
ÂÉÄÒÈÉ ÏÐÄÒÀÔÏÒÉÓ ×ÒÄÃäÏËÌÉÓ ÈÅÉÓÄÁÄÁÉÓ ÛÄÓßÀÅËÀ, ÒÏÂÏÒÉÝÀÀ
ÛÒÏÃÉÍÂÄÒÉÓ ÃÀ ÃÉÒÀÊÉÓ ÏÐÄÒÀÔÏÒÄÁÉ ÊÏÌÐËÄØÓÖÒÉ ÄËÄØÔÒÖËÉ
ÐÏÔÄÍÝÉÀËÄÁÉÈ ÃÀ ÌÀØÓÅÄËÉÓ ÏÐÄÒÀÔÏÒÄÁÉ ÀÒÄÛÉ, ÒÏÌÄËÓÀÝ ÂÀÀÜ-
ÍÉÀ ÛÈÀÍÈØÌÉÓ ÈÅÉÓÄÁÀ ÖÓÀÓÒÖËÏÁÉÓ ÌÉÃÀÌÏÛÉ. ÄÓ ÂÀÌÏÊÅËÄÅÀ
Ä×ÖÞÍÄÁÀ ÆÙÅÒÖËÉ ÏÐÄÒÀÔÏÒÄÁÉÓ ÌÄÈÏÃÓ ÃÀ ÂÀÍáÉËÅÉÓ ØÅÄÛ ÌÚÏ×É
ÏÐÄÒÀÔÏÒÄÁÉÓ ÄÒÈÀÃÄÒÈÏÁÉÓ ÖßÚÅÄÔÏÁÉÓ ÈÅÉÓÄÁÀÓ.



On Spectral Properties and Invertibility of Some Operators 121

1. Introduction

The main aim of the paper is the study of the Fredholm property, es-
sential spectrum, and invertibility of some operators of the Mathemati-
cal Physics, such that the Schrödinger and Dirac operators with complex
electric potentials, and Maxwell operators in absorbing at infinity media.
This investigation is based on the limit operators method [23]. Earlier this
method was applied to the investigation of the location of essential spectra
of perturbed pseudodifferential operators with applications to electromag-
netic Schrödinger operators, square-root Klein–Gordon, and Dirac opera-
tors under general assumptions with respect to the behavior of real valued
magnetic and electric potentials at infinity. By means of this method a
very simple and transparent proof of the well known Hunziker, van Win-
ter, Zjislin theorem (HWZ-Theorem) for multi-particle Hamiltonians has
been obtained [14,15]. In the papers [19,20,22] the limit operators method
was applied to the study of the location of the essential spectrum of dis-
crete Schrödinger operators on Zn, and on periodic combinatorial graphs.
We also note the recent papers [16–18] devoted to applications of the limit
operators method to the investigation of the Fredholm properties of bound-
ary and transmission problems, and the boundary equations for unbounded
domains.

The paper is organized as follows. In Section 2 we give some notations
and an auxiliary material. In Section 3 we consider the Fredholm property
of strongly elliptic second order systems of differential operators of the form

Au(x) =

n∑
k,l=1

(i∂xk
− ak(x))b

kl(x)(i∂xl
− al(x))u(x)

+W (x)u(x), x ∈ Rn, (1.1)

where ak are real-valued functions on Rn and bkl are N × N Hermitian
matrices, W is a complex-valued N ×N matrix. We suppose that ak, and
the coefficients of the matrix bkl belong to C1

b,u(Rn), and the coefficients of
the matrix W belong to Cb,u(Rn), where Cb,u(Rn) is the class of bounded
uniformly continuous functions on Rn, and C1

b,u(Rn) is the class of functions
a on Rn such that ∂xja ∈ Cb,u(Rn), j = 1, . . . , n. In this section we prove
that if

lim inf
x→∞

inf
∥h∥CN =1

I(W (x)h, h) > 0,

then A : H2(Rn,CN ) → L2(Rn,CN ) is a Fredholm operator of the index 0.
In Section 4, applying the results of Section 3, we study the spectra of elec-
tromagnetic Schrödinger operators on Rn with real magnetic and complex
electric potentials Φ. We prove that if

lim inf
x→∞

I(Φ(x)) > 0, (1.2)

where Φ is the electric potential, then the essential spectrum of the Schrödin-
ger operator does not have intersections with the real line R. If, in addition
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to (1.2),
I(Φ(x)) ≥ 0, x ∈ Rn, (1.3)

then the spectrum of the Schrödinger operator does not intersect the real
line R. Under the proof of the last result we have used the uniqueness of
the continuation for elliptic operators (see e.g. [4,9,10]). Note that there is
an extensive literature devoted to the spectral properties of the Schrödinger
operators (see e.g. [1, 5, 24–26]).

Section 5 is devoted to the investigation of spectra of the Dirac opera-
tors with real-valued magnetic and complex-valued electric potentials. We
suppose here that the magnetic and electric potentials are slowly oscillating
at infinity. We prove here that the conditions (1.2), (1.3) provide us with
the spectrum of the Dirac operator which does not contain the real values.
For the proof we use the results of Section 3 and the uniqueness of the
continuation for some almost diagonal strongly elliptic systems of second
order.

In Section 6, we consider the harmonic Maxwell system on R3 for isotropic
nonhomogeneous media. We suppose that the electric and magnetic per-
mittivities ε and µ are the slowly oscillating at infinity complex valued
functions. We prove that the operator of Maxwell’s system is invertible in
admissible functional spaces if the electromagnetic medium is absorbing at
infinity, that is,

lim inf
x→∞

I(ε(x)µ(x)) > 0.

The proof of this result is based on the realization of the Maxwell system in
a quaternionic form (see e.g. [8,11,12]), applications of results of Section 3,
and the uniqueness of the continuation for almost diagonal strongly elliptic
systems of second order.

2. Auxiliary Material

2.1. Notation. We will use the following standard notation.
• Given Banach spaces X, Y , L(X,Y ) is the space of all bounded

linear operators from X into Y . We abbreviate L(X,X) to L(X).
If X is a Hilbert spaces, then (x, y)X is a scalar product in X of
x, y.

• L2(Rn,CN ) is the Hilbert space of all measurable functions on Rn

with values in CN provided with the norm

∥u∥L2(Rn,CN ) :=

(∫
Rn

∥u(x)∥2CN dx

)1/2

.

• Hs(Rn,CN ) is a Sobolev space of distributions with norm

∥u∥Hs(Rn,CN ) :=

(∫
Rn

(
1 + |ξ|2

)s∥û(ξ)∥2CN dξ

)1/2

,
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where û is the Fourier transform of u.
• We also use the standard multi-index notations. Thus, α =
(α1, . . . , αn) with αj ∈ N∪{0} is a multi-index, |α| = α1 + · · ·+αn

is its length, and

∂α := ∂α1
x1

· · · ∂αn
xn

; Dα := (−i∂x1)
α1 · · · (−i∂xn)

αn .

Finally, ⟨ξ⟩ := (1 + |ξ|2)1/2 for ξ ∈ Rn.
• Cb(Rn) is the C∗-algebra of all bounded continuous functions on Rn.
• Cb,u(Rn) is the C∗-subalgebra of Cb(Rn) of all uniformly continuous

functions.
• Ck

b (Rn) is the C∗-subalgebra of Cb(Rn) of k-times differentiable
functions such that ∂α

x a ∈ Cb(Rn) for |α| ≤ k, and a ∈ Ck
b,u(Rn) if

a ∈ Ck
b (Rn) and ∂α

x a ∈ Cb,u(Rn) for |α| = k.
• We say that a ∈ Ck

0 (Rn) if a ∈ Ck
b (Rn) and limx→∞ a(x) = 0.

• We denote by SO(Rn) a C∗-subalgebra of Cb(Rn) which consists of
all functions a, slowly oscillating at infinity in the sense that

lim
x→∞

sup
y∈K

|a(x+ y)− a(x)| = 0

for every compact subset K of Rn.
• We denote by SOk(Rn) the set of functions a ∈ Ck

b (Rn) such that

lim
x→∞

∂a(x)

∂xj
= 0, j = 1, . . . , n.

Evidently, SOk(Rn) ⊂ SO(Rn).
• If A(Rn) is an algebra of functions on Rn, then we set

A(Rn,L(CN )) = A(Rn)⊗ L(CN ).

• BR = {x ∈ Rn : |x| < R}, and B′
R = {x ∈ Rn : |x| > R}.

2.2. Fredholm properties of matrix partial differential operators
and limit operators. We consider matrix partial differential operators of
order m of the form

(Au)(x) =
∑

|α|≤m

aα(x)D
αu(x), x ∈ Rn, (2.1)

under the assumption that the coefficients aα belong to Cb,u(Rn,L(CN )).
One can see that A : Hm(Rn,CN ) → L2(Rn,CN ) is a bounded operator.

The operator A is said to be elliptic at the point x ∈ Rn if

det a0(x, ξ) ̸= 0
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for every point ξ ̸= 0, where

a0(x, ξ) =
∑

|α|=m

aα(x)ξ
α

is the main symbol of A, and A is called uniformly elliptic if

inf
x∈Rn, ω∈Sn−1

∣∣∣det
∑

|α|=m

aα(x)ω
α
∣∣∣ > 0,

where Sn−1 refers to the unit sphere in Rn.
The Fredholm properties of the operator A :Hs(Rn,CN )→Hs−m(Rn,CN )

can be expressed in terms of its limit operators which are defined as follows
(see e.g. [21]). Let h : N → Rn be a sequence tending to infinity. Since
aα ∈ Cb,u(Rn,L(CN )), the Arcelà–Ascoli’s theorem combined with a Cantor
diagonal argument implies that there exists a subsequence g of h such that
the sequences of the functions x 7→ aα(x + g(k)) converge as k → ∞ to a
limit function agα uniformly on every compact set K ⊂ Rn for every multi-
index α. The operator

Ag :=
∑

|α|≤m

agαD
α

is called the limit operator of A defined by the sequence g. We denote by
Lim(A) the set of all limit operators of the differential operator A.

Theorem 2.1 ( [21]). Let A be a differential operator of the form (2.1).
Then A : Hm(Rn,CN ) → L2(Rn,CN ) is a Fredholm operator if and only if:

(i) A is a uniformly elliptic operator on Rn;
(ii) all limit operators of A are invertible as operators from Hm(Rn,CN )

to L2(Rn,CN ).

Note that the uniform ellipticity of the operator A implies the a priori
estimate

∥u∥H2(Rn,CN ) ≤ C
(
∥Au∥L2(Rn,CN ) + ∥u∥L2(Rn,CN )

)
. (2.2)

This estimate allows one to consider the uniformly elliptic differential op-
erator A as a closed unbounded operator on L2(Rn,CN ) with a dense do-
main Hm(Rn,CN ). It turns out (see [2, p. 27–32]) that A, considered as
an unbounded operator in this way, is an (unbounded) Fredholm operator
if and only if A, considered as a bounded operator from Hm(Rn,CN ) to
L2(Rn,CN ), is a Fredholm operator.

We say that λ ∈ C belongs to the essential spectrum of A if the operator
A − λI is not Fredholm as an unbounded differential operator. As above,
we denote the essential spectrum of A by spess A and the common spectrum
of A (considered as an unbounded operator) by spA. Then the assertion of
Theorem 2.1 can be stated as follows.
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Theorem 2.2 ( [21]). Let A be a uniformly elliptic differential operator of
the form (2.1). Then

spess A =
∪

Ag∈Lim(A)

spAg. (2.3)

3. Fredholm Property of Systems of Strongly Elliptic Partial
Differential Operators on Rn

We consider the system of partial differential equations of second order
on Rn in the divergent form

Au(x) =

n∑
k,l=1

(i∂xk
− ak(x))b

kl(x)(i∂xl
− al(x))u(x)

+W (x)u(x), x ∈ Rn, (3.1)

where

ak ∈ C1
b,u(Rn), bkl ∈ C1

b,u(Rn), L(Rn)), W ∈ Cb,u(Rn,L(Rn)), (3.2)

ak are real-valued functions, bkl are Hermitian matrices, that is, bkl(x)∗ =
bkl(x), and W is a complex-valued matrix. The conditions (3.2) provide
the boundedness of A : H2(Rn,Cn) → L2(Rn,Cn). We suppose that the
operator A is strongly elliptic, that is there exists a constant γ > 0 such
that for every h ∈ CN and ν = (ν1, . . . , νn) ∈ Rn,

n∑
k,l=1

(bkl(x)h, h)CN νkνl ≥ γ∥h∥2CN ∥ν∥2Rn . (3.3)

Theorem 3.1. Let the conditions (3.2), (3.3) and

lim inf
x→∞

inf
∥h∥CN =1

I⟨W (x)h, h⟩CN > 0 (3.4)

hold. Then A : H2(Rn,CN ) → L2(Rn,Cn) is a Fredholm operator of the
index 0.

Proof. Since A is a uniformly elliptic operator, by the condition (3.3) we
have to prove that all limit operators Ag of the operator A are invertible
from H2(Rn,Cn) → L2(Rn,Cn). The limit operators Ag are of the form

Agu(x) =
n∑

k,l=1

(i∂xk
− agk(x))(b

kl)g(x)(i∂xl
− agl (x))u(x)

+W g(x)u(x), x ∈ Rn. (3.5)

The condition (3.4) implies that there exists ϵ > 0 such that for every
x ∈ Rn,

I(W g(x)h, h)CN ≥ ϵ∥h∥2CN . (3.6)
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Then for every u ∈ H2(Rn,CN ),∣∣(Agu, u)L2(Rn,C)
∣∣ ≥ I(Agu, u)L2(Rn,CN )

=

∫
Rn

I(W gu, u)CN dx ≥ ϵ∥u∥2L2(Rn,CN ). (3.7)

This estimate yields that there exists an inverse in the algebraic sense opera-
tor (Ag)−1, bounded in L2(Rn,CN ). Since A is a uniformly elliptic operator
on Rn, the following a priory estimate

∥u∥H2(Rn,CN ) ≤ C
(
∥Au∥L2(Rn,Cn) + ∥u∥L2(Rn,CN )

)
(3.8)

holds. The last estimate implies that all limit operators Ag : H2(Rn,CN ) →
L2(Rn,Cn) are invertible. Then by Theorem 2.1, A : H2(Rn,CN ) →
L2(Rn,Cn) is a Fredholm operator. Let us prove that indexA = 0. We
consider the family of differential operators Aµ = A + µ2I, µ ≥ 0. As
above, one can prove that Aµ : H2(Rn,CN ) → L2(Rn,Cn) are Fredholm
operators. Note that Aµ is an elliptic family depending on the parame-
ter µ ≥ 0 (see e.g. [3]). Hence there exists µ0 > 0 such that Aµ is an
invertible operator for µ > µ0. Hence indexA = 0 because the family
Aµ : H2(Rn,CN ) → L2(Rn,CN ) is continuously depending on the parame-
ter µ. �

4. Schrödinger Operators with a Complex Potential

We consider the Schrödinger operator

Hu(x) :=
1

2m

(
Dj +

e

c
aj(x)

)
ρjk(x)

(
Dj +

e

c
ak(x)

)
u(x)

+ eΦ(x)u(x), x ∈ Rn,

where Dj = ~
i

∂
∂xj

, ~ is a Planck constant, m is the electron mass, c is the
light speed in the vacuum, a = (a1, . . . , an) is a magnetic potential, and
Φ is an electrical potential on Rn, the latter equipped with a Riemannian
metric ρ = (ρjk)

n
j,k=1 which is subject to the positivity condition

inf
x∈Rn, ω∈Sn−1

ρjk(x)ω
jωk > 0, (4.1)

where ρjk(x) refers to the matrix, inverse to ρjk(x). Here and in what
follows, we make use of Einstein’s summation convention.

We suppose that ρjk, aj are real-valued functions in C1
b,u(Rn) and a com-

plex valued electric potential Φ ∈ Cb,u(Rn). Under these conditions, H
can be considered as a closed unbounded operator on L2(Rn) with domain
H2(Rn). If Φ is a real-valued function, then H is a self-adjoint operator and
H has a real spectrum.

Theorem 4.1. (i) Let
lim inf
x→∞

IΦ(x) > 0. (4.2)
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Then the essential spectrum of the operator H does not contain real
values.

(ii) Let the condition (4.2) hold and
IΦ(x) ≥ 0 (4.3)

for every x ∈ Rn. Then the spectrum of the operator H does not
contain real values.

Proof. (i) According to formula (2.3),

spess H =
∪

Ag∈Lim (H)

spHg, (4.4)

where

Hgu(x) :=
1

2m

(
Dj +

e

c
agj (x)

)
(ρjk)g(x)

(
Dk +

e

c
agk(x)

)
u(x)

+ eΦg(x)u(x), x ∈ Rn.

We set Φλ = Φ− λI, λ ∈ R. The condition (4.2) implies that
inf

x∈Rn
IΦg

λ(x) > 0. (4.5)

This condition implies that the operator Hg − λI, λ ∈ R is invertible with
a bounded in L2(Rn) inverse operator (Hg − λI)−1. Hence R ∋ λ ̸∈ spHg.
Formula (4.4) implies that (spess H) ∩ R = ∅.

(ii) As in the proof of Theorem 3.1, we obtain that Hλ = H + λI :
H2(Rn) → L2(Rn) are Fredholm operators of the index zero. Let us prove
that kerHλ = {0}. Let u ∈ kerHλ. Estimates (4.1), (4.2), and (4.3) imply
that there exists ϵ and R > 0 such that

0 = I(Hλu, u)L2(Rn,CN ) = I

∫
Rn

(eΦ(x)u(x), u(x))CN dx

= I

∫
|x|<R

(eΦ(x)u(x), u(x))CN dx+ I

∫
|x|≥R

(eΦ(x)u(x), u(x))CN dx

≥ ϵ∥u∥2L2(B′
R,CN ). (4.6)

Since kerHλ ⊂ H2(Rn), the estimate (4.6) implies that

u
∣∣
∂BR

= 0,
∂u

∂ν

∣∣∣
∂BR

= 0, (4.7)

where ∂u
∂ν is a normal derivative to the sphere ∂BR. By the uniqueness

of a solution of the Cauchy problem, for elliptic equations with the oldest
Lipschitz coefficients (see e.g. [4,7,9,10]), we obtain that the Cauchy problem

Au(x) = 0, x ∈ BR,

u
∣∣
∂BR

= 0,
∂u

∂ν
|∂BR= 0
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has the trivial solution only. Hence u = 0 on Rn. That is, kerHλ = {0}
and Hλ : H2(Rn,CN ) → L2(Rn,CN ) is an invertible operator. This implies
that spH ∩ R = ∅. �

5. Dirac Operators with Complex Electric Potentials

In this section we consider the Dirac operator on R3, equipped with the
Riemannian metric tensor (ρjk) depending on x ∈ R3 (for a general account
on Dirac operators see, for example, [28]). We suppose that there is a
constant C > 0 such that

ρjk(x)ξ
jξk ≥ C|ξ|2, x ∈ R3, (5.1)

where we use as above Einstein’s summation convention. Let ρjk be the
tensor, inverse to ρjk, and let ϕjk(x) =

√
ρjk(x) be the positive square

root. The Dirac operator on R3 is the matrix operator defined as

D :=
c

2
γk(ϕ

jkPj + Pjϕ
jk) + c2mγ0 + eΦE4 (5.2)

acting on vector functions on R3 with values in C4. In (5.2), the γk, k =
0, 1, 2, 3, are the 4× 4 Dirac matrices, i.e., they satisfy

γjγk + γkγj = 2δjkE4 (5.3)
for all choices of j, k = 0, 1, 2, 3, E4 is the 4× 4 unit matrix,

Pj = Dj +
e

c
aj , Dj =

~
i

∂

∂xj
, j = 1, 2, 3,

where ~ is the Planck constant, a = (a1, a2, a3) is the vector potential of
the magnetic field H, that is, H = ∇ × a, Φ is the scalar potential of the
electric field E, that is, E = ∇Φ, and m and e are the mass and the charge
of the electron, c is a light speed in the vacuum.

We suppose that
ρjk, aj ∈ SO2(R3), j, k = 1, 2, 3, Φ ∈ SO1(R3), (5.4)

and ρjk, Aj are real-valued functions, and electrical potential Φ can be a
complex function. We consider the operator D as an unbounded operator
on the Hilbert space L2(R3,C4) with domain H1(R3,C4).

Note that the main symbol of D is σD(x, ξ) = cϕjk(x)ξjγk. Using (5.3)
and the identity ϕjkϕrtδkt = ρjr, we obtain that

σD(x, ξ)
2 = c2~2ϕjk(x)ϕrt(x)ξjξrγkγt

= c2~2ϕjk(x)ϕrt(x)δktξjξr = (c2~2ρjr(x)ξjξr)E4.

Together with (5.1), this equality shows that D is a uniformly elliptic matrix
differential operator on R3. Hence the following a priory estimate

∥u∥H1(R3,C4) ≤ C
(
∥Du∥L2(R3,C4) + ∥u∥L2(R3,C4)

)
holds which implies that D is a closed operator in L2(R3,C4) with domain
H1(R3,C4). It follows from the conditions (5.4) that the limit operators Dg
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of D defined by sequences g : Z → R3 tending to infinity are the operators
with the constant coefficients of the form

Dg = cγk(ϕ
jk)g

(
Dj +

e

c
agj

)
+mc2γ0 − eΦgE4,

where
(ϕjk)g := lim

m→∞
ϕjk(g(m)),

agj := lim
m→∞

aj(g(m)), Φg := lim
m→∞

Φ(g(m)).
(5.5)

The operator D is unitarily equivalent to the operator
Dg

1 = cγk(ϕ
jk)gDj + γ0mc2 + eΦg,

and the equivalence is realized by the unitary operator Tag : f 7→ ei
e
c ag·xf ,

ag := (ag1, a
g
2, a

g
3). Let Φ ∈ SO(R3), and Φ∞ ⊂ C be the set of all particular

limits Φg = lim
m→∞

Φ(g(m)) defined by sequences R3 ∋ g(m) → ∞.

Theorem 5.1. Let the conditions (5.1) be fulfilled. Then the Dirac operator
D : H1(R3,C4) → L2(R3,C4)

is a Fredholm operator if and only if
Φ∞ ∩ (−∞,−mc2] = ∅, Φ∞ ∩ [mc2,+∞) = ∅. (5.6)

Proof. Set
D̂g

0(ξ) := c~γk(ϕjk)gξj +mc2γ0 and (ρjk)g := lim
m→∞

ρjk(g(m)).

Then
(D̂g

0(ξ)− eΦgE4)(D̂g
0(ξ) + eΦgE4)

=
(
c2~2(ρjk)gξjξk +m2c4 − (eΦg)2

)
E4. (5.7)

The condition (5.6) and the identity (5.7) imply that
det
(
(D̂g

0(ξ) + eΦg)E4

)
̸= 0

for every ξ ∈ R3. Hence, the operator Dg
1 : H1(R3,C4) → L2(R3,C4) is

invertible and, consequently, so is Dg. By Theorem 2.1, D is a Fredholm
operator. For the reverse implication, assume that the condition (5.6) is
not fulfilled. Then there exist Φg ∈ C and a vector ξ0 ∈ R3 \ {0} such that

c2(ρjk)gξ0j ξ
0
k +m2c4 − (eΦg)2 = 0.

Given ξ0, we find a vector u ∈ C4 such that v := (D̂g
0(ξ

0) − (eΦg)E)u ̸=
0. Then (5.7) implies that (Dg

0(ξ
0) + eΦgE4)v = 0, whence det(D̂g

0(ξ
0) +

eΦgE4) = 0. Thus, the operator Dg is not invertible. By Theorem 2.1, D
cannot be a Fredholm operator. �
Theorem 5.2. If the condition (5.1) is satisfied, then

spess D = eΦ∞ + (−∞,−mc2] + [mc2 +∞),

where + denotes the algebraic sum of sets on the complex plane, and eΦ∞
is the set of particular limits of the function eΦ at infinity.
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Proof. Let λ ∈ C. The symbol of the operator Dg − λI is the function
ξ 7→ D̂g

0(ξ) + (eΦg − λ)E4. Invoking (5.7)), we obtain

(D̂g
0(ξ)− (eΦg − λ)E4)(D̂g

0(ξ) + (eΦg − λ)E4)

=
[
c2~2(ρjk)gξjξk +m2c4 − (eΦg − λ2)

]
E4. (5.8)

Then eigenvalues λg
±(ξ) of the matrix Dg

0(ξ)− eΦgE4 are given by

λg
±(ξ) := eΦg ± (c2ρjkg ξjξk +m2c4)1/2. (5.9)

This implies that

spDg = [eΦg +mc2,+∞) ∪ (−∞, eΦg −mc2].

Hence,

spess D = ∪gspDg = eΦ∞ + [mc2,+∞) + [−∞,−mc2). �

Theorem 5.3. Let the condition (5.3) be satisfied and

inf IΦ2(x) ≥ 0, lim inf IΦ2(x) > 0. (5.10)

Then the Dirac operator

D : H1(R3,C4) → L2(R3,C4)

is invertible.

Proof. Let Dµ = D+µI : H1(R3,C4) → L2(R3,C4), µ ≥ 0. Then according
to Theorem 5.1, Dµ is the continuous family of Fredholm operators. More-
over, Dµ is an elliptic family. This implies that there exists µ0 > 0 large
enough such that Dµ are invertible operators for µ ≥ µ0. Hence indexD = 0.
Let us prove that kerD = {0}. Note if u ∈ kerD, then u ∈ kerA, where

A = (D0 − eΦE4)(D0 + eΦE4),

and
D0 =

c

2
γk(ϕ

jkPj + Pjϕ
jk) + c2mγ0.

Since ρjk ∈ SO2(R3) and Φ ∈ SO1(R3), we obtain that

A = (D0 − eΦE4)(D0 + eΦE4) = L+R, (5.11)

where
L =

[
(c2~2Pjρ

jkPk) +m2c4 − (eΦ)2
]
E4

is the diagonal 4 × 4 matrix operator with strongly elliptic differential op-
erators of second order on the main diagonal, and

R =
3∑

j=1

rj∂xj + r0
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is a 4 × 4 matrix differential operator of the first order with coefficients rj

∈ C0(R3,L(C4)), j = 0, 1, 2, 3. Let u ∈ kerA. Then we obtain

0 = (Au, u)L2(R3,C4) = c2~2
∫
R3

ρjk(Pju, Pku)C4 dx

+

∫
R3

(m2c4 − (eΦ(x))2)∥u(x)∥2C4 dx+

∫
R3

(Ru(x), u(x))R4 dx. (5.12)

Since rj ∈ C0(R3,L(C4)) for every ε > 0, there exists R0 > 0 such that
∥Ru∥L2(B′

R,C4) ≤ ε∥u∥L2(B′
R,C4) (5.13)

for R ≥ R0. Let R ≥ R0 be such that
inf
BR

J(eΦ(x))2 ≥ ϵ− ε > 0.

The condition (5.10) and formulas (5.12)), (5.13) yield

0 = I(Au, u)L2(R3,C4) ≥ (ϵ− ε)

∫
B′

R

∥u(x)∥2C4 dx. (5.14)

Note that the operator of second order A is uniformly elliptic. This implies
that kerA ⊂ H2(R3,C4). Hence u|B′

R
= 0 implies that u is a solution of

the homogeneous Cauchy problem
Au = 0, x ∈ BR, (5.15)

u
∣∣
∂BR

= 0,
∂u

∂ν

∣∣∣
∂BR

= 0.

The matrix operator A = L + R is a perturbation of the diagonal elliptic
operator L of second order by the first order operator R with bounded
coefficients, conserving the Carleman estimates (see e.g. [27, Chapter 14],
[6], [7]). Hence the Cauchy problem (5.15) has the trivial solution only, and
kerD = {0}. Hence D is an invertible operator. �

Corollary 5.4. Let the conditions (5.3), (5.10) be satisfied. Then the spec-
trum of D does not have real values.

6. Maxwell’s Equation with Complex Electric and Magnetic
Permittivity

6.1. Maxwell’s system. We consider the Maxwell’s system describing the
harmonic electromagnetic fields

∇× H = iωD + j, (6.1)
∇× E = −iωB, (6.2)
∇ · D = ρ, (6.3)
∇ · B = 0, (6.4)
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where ω > 0 is a frequency of harmonic vibrations of the electromagnetic
field,

ρ = ρ(x) is the volume charge density,
j = j(x) is the current density,
E = E(x) is the electric field intensivity,
H = H(x) is the magnetic field intensivity,
D = D(x) is the electric induction vector,
B = B(x) is the electric induction vector.
The Maxwell equations are provided by the constitutive relations con-

necting the vectors E, H and D, B. We consider relations corresponding
to isotropic nonhomogeneous media:

D(x) = ε(x)E(x), (6.5)
B(x) = µ(x)H(x), (6.6)

where ε = ε(x), µ(x) are electric and magnetic permittivity given by com-
plex-valued functions on R3 depending on the frequency ω, such that

inf |ε(x)| > 0, inf |µ(x)| > 0.

(In what follows, we will omit the dependence of these functions on ω).
The system (6.1)–(6.6) can be written as

∇× H = iωεH + j,
∇× E = −iωµH,

∇ · εE = ρ,

∇ · µH = 0.

(6.7)

We associate with the system (6.7) the operator M : H1(R3,C6) →
L2(R3,C8).

6.2. Quaternionic representation of Maxwell’s system. To study the
Fredholm property and invertibility of the Maxwell’s operators, it is conve-
nient to consider their quaternionic realizations (see the book [11]). We let
H denote the complex quaternionic algebra, which is the associative alge-
bra over the field C generated by four elements 1, e1, e2, e3 satisfying the
conditions

e1e2 = e3, e2e3 = e1, e3e1 = e2

and
12 = 1, (ek)2 = −1, 1ek = ek1 = ek, ekej = −ejek

for j, k = 1, 2, 3. Each of the elements 1, e1, e2, e3 commutes with the imag-
inary unit i. Hence, every element q̌ ∈ H has a unique decomposition

q̌ = q0 + q1e1 + q2e2 + q3e3 =: q0 + q
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with qj ∈ C. The number q0 is called the scalar part of the quaternion q,
and q is its vector part. One can also think of H as a complex linear space
of dimension 4 with usual linear operations.

With respect to the base {1, e1, e2, e3} of this space, the operator of
multiplication from the left and from the right by 1 has the unit 4×4 matrix
E0 as its matrix representation, whereas the matrix representations Ej

l and
Ej

r of the operators of multiplication from the left and from the right by ej ,
j = 1, 2, 3, are real and skew-symmetric matrices. In what follows, if ǎ is a
quaternion, we denote in a usual way the operator multiplication by ǎ from
the left as H ∋ǔ → ǎǔ ∈ H, and we denote the operator multiplication by ǎ
from the right as H ∋ǔ → ǎrǔ = ǔǎ ∈ H. Let ǎ = a0 + a1e1 + a2e2 + a3e3.
Then the operators ǔ → ǎǔ and ǔ → ǎrǔ have in the base {1, e1, e2, e3}

the matrices Mǎ and Mǎr : Mǎ =
3∑

j=0

ajE
j
l ,Mǎr =

3∑
j=0

ajE
j
r .

The space H carries also the structure of a complex Hilbert space via the
scalar product

(q̌, ř)H := q0r0 + q1r1 + q2r2 + q3r3.

By L2(R3,H) we denote the Hilbert space of all measurable and squared
integrable quaternion valued functions ǔ(x) = u(x) + u(x) on R3 which is
provided with the scalar product

(ǔ, v̌)L2(R3,H) =

∫
R3

(ǔ(x), v̌(x))H dx,

and by Hs(R3,H) the Sobolev space of order s ∈ R with the norm

∥ǔ∥Hs(R3,H) =

(∫
R3

∥(1−∆)s/2ǔ(x)∥2L2(R3,H) dx

)1/2

.

It is clear that L2(R3,H) and Hs(R3,H) are isometrically isomorphic to
L2(R3,C4) and Hs(R3,C4). Let

Dǔ(x) = ej∂xj ǔ(x), x ∈ R3,

be the Moisil–Teodorescu differential operator of the first order acting from
Hs(R3,H) into Hs−1(R3,H). The operator D has remarkable properties:

Dǔ(x) = Du0(x) +Du(x) = −∇ · u(x) +∇u0(x) +∇× u(x) (6.8)
for the quaternionic function ǔ = u0 + u and

D2ǔ = −∆ǔ, ǔ ∈ H2(R3,H)), (6.9)

where ∆ =
3∑

j=1

∂x2
j

is the Laplacian. In what follows, we need the formula

of differentiation of the product of a quaternion function f̌ ∈ C1(R3,H) by
a scalar function a ∈ C1(R3),

D(af̌) = a(Df̌) + (∇a)f̌ . (6.10)
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Properties (6.8), (6.10) allow us to write Maxwell’s system (6.1)–(6.6) in
the quaternionic form (see [11, p. 88]),

DE(x) = ε−1(x)∇ε(x) · E − iωµ(x)H(x)− ρ(x)

ε(x)
, (6.11)

DH(x) = µ−1(x)∇µ(x) · H + iωε(x)E(x) + j(x), (6.12)

where a · b =
3∑

j=1

ajbj . Applying formula

a · b = −1

2
(ab + ba),

where ab and ba denote the product of the vectors as quaternions, we
obtain

DE(x) = −1

2
ε−1(x)(∇ε(x)) + (∇ε(x))rE(x)− iωµ(x)H(x)− ρ(x)

ε(x)
,

DH(x) = −1

2
µ−1(x)(∇µ(x) + (∇µ(x))r)H(x) + iωε(x)E(x) + j(x).

We associate with the system (6.11), (6.12) the quaternionic matrix op-
erator

M
(

E(x)
H(x)

)

=

 DE(x) +
1

2
(ε−1(x)∇ε(x) +∇ε(x)rE(x)) + iωµ(x)H(x)

DH(x) +
1

2

(
µ−1(x)(∇µ(x) +∇µ(x)rH(x))− iωε(x)E(x)

)
 (6.13)

acting from H1(R3,H2) into L2(R3,H2),H2 = H×H.
Remark 6.1. Since a quaternionic system of equations can be written in
the matrix-vectorial form, we can apply the limit operators approach for
investigation of the Fredholm property of the operator M.
6.3. Fredholm property and invertibility.
Theorem 6.2. Let

lim inf
x→∞

Ik2(x) > 0, (6.14)

where k2(x) = ω2ε(x)µ(x) is square of the wave number of Maxwell’s system.
Then M : H1(R3,H2) → L2(R3,H2) is a Fredholm operator of the index 0.
Proof. We follow to the above given scheme of the proof of the Fredholm
properties. The main symbol of M is a quaternionic matrix function

σM(ξ) =

(
iejξj 0
0 iejξj

)
,

and

σ2
M(ξ) =

(
|ξ|2E4 0

0 |ξ|2E4

)
, |ξ|2 = |ξ1|2 + |ξ2|2 + |ξ3|2. (6.15)
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Let

σ̃M(ξ) =

(
iEj

l ξj 0

0 iEj
l ξj

)
be the main symbol of M in the matrix representation. Then (6.15) implies
that M is a uniformly elliptic operator. The limit operators Mg are those
with constant coefficients

Mg

(
E(x)
H(x)

)
=

(
DE(x) + iωµgH(x)
DH(x)− iωεgE(x)

)
, (6.16)

where
µg = lim

m→∞
µ(g(m)), εg = lim

m→∞
ε(g(m))

and
lim
x→∞

∇µ(x) = lim
x→∞

∇ε(x) = 0,

since ε, µ ∈ SO2(Rn). We will prove that the condition (6.14) provides the
invertibility of the operators Mg : H1(R3,H2) → L2(R3,H2). Indeed, let

Mg

(
E
H

)
=

(
DE + iωµgH
DH − iωεgE

)
=

(
F
Φ

)
. (6.17)

The system (6.17) is reduced to two independent equations
−(∆ + (kg)2)E = DF − iωµgΦ, (6.18)
−(∆ + (kg)2)H = DΦ+ iωεgF, (6.19)

where (kg)2 = ω2εgµg is a square of the wave number of the limit operator.
Since I(kg)2 > 0 the operators (∆2+(kg)2) : H2(R3,H(C)) → L2(R3,H(C))
are invertible, and we obtain

(Mg)−1

(
F
Φ

)
=

(
−D(∆ + (kg)2)−1F − iωµg(∆ + (kg)2)−1Φ

−D(∆ + (kg)2)−1Φ+ iωεg(∆ + (kg)2)−1F

)
. (6.20)

It follow from (6.20) that (Mg)−1 is a bounded operator from L2(R3,H2)
into H1(R3,H2). Hence the limit operators

Mg : H1(R3,H2) → L2(R3,H2)

are invertible. Thus Theorem 2.1 implies that
M : H1(R3,H2) → L2(R3,H2)

is a Fredholm operator.
Let us consider the family of operators Mλ = M+λI, λ ≥ 0. It is easy to

see that Mλ is the family of elliptic systems with a parameter. Moreover, as
above, Mλ is a Fredholm family, continuously depending on the parameter
λ ≥ 0. Hence index M = 0. �

Theorem 6.3. Let ε, µ ∈ SO2(R3), and
Ik2(x) ≥ 0, (6.21)
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and the condition (6.14) be satisfied. Then the operator
M : H1(R3,H2) → L2(R3,H2)

is invertible.

Proof. It remains to prove that kerM = {0}. Suppose that u =

(
E
H

)
∈

kerM. Then u satisfies the homogeneous system of equations
DE(x) = ε−1(x)∇ε(x) · E − iωµ(x)H(x), (6.22)
DH(x) = µ−1(x)∇µ(x) · H + iωε(x)E(x). (6.23)

Applying differentiation formula (6.10)), we reduce this system to the fol-
lowing ones:

(D2 − k2(x))E(x)−D(ε−1(x)∇ε(x) · E) + iω∇µ(x) · H(x) = 0,

(D2 − k2(x))H(x)−D(µ−1(x)∇µ(x) · H)− iω∇ε(x) · E(x) = 0.
(6.24)

Hence
(

E
H

)
satisfies the homogeneous system of quaternionic equations

B
(

E
H

)
:= −(∆ + k2(x))

(
E
H

)
+ T

(
E
H

)
=

(
0
0

)
,

where

T
(

E
H

)
:=

(
−D(ε−1(x)∇ε(x) · E) + iω∇µ(x) · H(x)
−iω∇µ(x) · E(x)−D(µ−1(x)∇µ(x) · H)

)
.

Note that T is a matrix quaternionic differential operator of the first order
with coefficients in the class C1

0 (Rn). This implies that
lim

R→∞
∥φB′

R
T ∥L(H2(R3,H2),L2(R3,H2))

= lim
R→∞

∥T φB′
R
∥L(H2(R3,H2),L2(R3,H2)) = 0,

where φB′
R

∈ C∞(R3), 0 ≤ φB′
R

≤ 1, suppφB′
R

⊂ B′
R, φB′

R
(x) = 1 if

x ∈ B′
2R. Note that kerB ∈ H2(R3,C6) because the operator B is uniformly

elliptic on R3. Repeating the proof of triviality of the kernel of the Dirac
operator, we obtain kerM = {0}. �

Theorems 6.2 and 6.3 imply the following result.

Theorem 6.4. Let ε, µ ∈ SO2(R3). Then:
(i) If the condition (6.14) is satisfied, then the operator

M : H1(R3,C6) → L2(R3,C8)

of the Maxwell system is a Fredholm one;
(ii) If the conditions (6.14) and (6.21) are satisfied, then

M : H1(R3,C6) → L2(R3,C8)

is an invertible operator.
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Note that the electric and magnetic permittivity in the dispersive elec-
tromagnetic media are complex-valued functions of the form (see e.g. [13]):

ε(x) = ε0

(
1 +

iσε(x)

ω

)
,

µ(x) = µ0

(
1 +

iσµ(x)

ω

)
,

(6.25)

where ε0, µ0 are electric and magnetic permittivity in the vacuum, σε(x),
σµ(x) are absorption coefficients for the electric and magnetic permittivity
satisfying the conditions:

σε(x) ≥ 0, σµ(x) ≥ 0. (6.26)
This implies that

k2(x) =
ω2

c20

(
1 +

iσε(x)

ω

)(
1 +

iσµ(x)

ω

)
,

where c0 is the light speed in the vacuum.
Thus Theorem 6.4 provides us with the following result.

Theorem 6.5. Let σε, σµ ∈ SO2(R3). Then Maxwell’s operator M :
H1(R3,C6) → L2(R3,C8) is invertible if at least one of the conditions

lim inf
x→∞

σε(x) > 0, lim inf
x→∞

σµ(x) > 0

in (6.25) holds.
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Malkhaz Ashordia

ANTIPERIODIC BOUNDARY VALUE PROBLEM
FOR SYSTEMS OF LINEAR GENERALIZED

DIFFERENTIAL EQUATIONS

Abstract. The antiperiodic boundary value problem for systems of linear
generalized differential equations is considered. The Green type theorem
on the unique solvability of the problem is established and representation
of its solution is given. The effective necessary and sufficient (among them
spectral) conditions for the unique solvability of the problem are also given.
ÒÄÆÉÖÌÄ. ÂÀÍÆÏÂÀÃÄÁÖË ßÒ×ÉÅ ÃÉ×ÄÒÄÍÝÉÀËÖÒ ÂÀÍÔÏËÄÁÀÈÀ ÓÉÓ-
ÔÄÌÄÁÉÓÈÅÉÓ ÂÀÍáÉËÖËÉÀ ÀÍÔÉÐÄÒÉÏÃÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ. ÃÀÃ-
ÂÄÍÉËÉÀ ÂÒÉÍÉÓ ÔÉÐÉÓ ÈÄÏÒÄÌÀ ÀÌÏÝÀÍÉÓ ÝÀËÓÀáÀÃ ÀÌÏáÓÍÀÃÏÁÉÓÀ
ÃÀ ÀÌÏÍÀáÓÍÉÓ ßÀÒÌÏÃÂÄÍÉÓ ÛÄÓÀáÄÁ. ÀÂÒÄÈÅÄ ÌÏÚÅÀÍÉËÉÀ ÀÌÏ-
áÓÍÀÃÏÁÉÓ Ä×ÄØÔÖÒÉ ÀÖÝÉËÄÁÄËÉ ÃÀ ÓÀÊÌÀÒÉÓÉ (ÌÀÈ ÛÏÒÉÓ,
ÓÐÄØÔÒÀËÖÒÉ) ÐÉÒÏÁÄÁÉ.

2000 Mathematics Subject Classification: 34B37.
Key words and phrases: Nonlocal boundary value problem, antiperiodic
problem, linear systems, generalized ordinary differential equations, unique
solvability, effective conditions.

In the present paper we study the question of the solvability for the
system of linear generalized ordinary differential equations

dx(t) = dA(t) · x(t) + df(t) (1)
under the ω > 0-antiperiodic condition

x(t+ ω) = −x(t) for t ∈ R, (2)
where A = (aik)

n
i,k=1 : R → Rn×n and f = (fi)

n
i=1 : R → Rn are, respec-

tively, the matrix- and vector-functions with bounded variation components
on the every closed interval [a, b] from R, and ω is a fixed positive number.

We establish the Green type theorem on the solvability of the problem
(1), (2) and represent the solution of the problem. In addition, we give
the effective necessary and sufficient conditions (spectral type) for unique
solvability of the problem.

The general linear boundary value problem for the system (1) is inves-
tigated sufficiently well (see e.g. [6, 8, 15] and the references therein), and
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the Green type theorems for the unique solvability are obtained. Certain
questions dealt with the periodic problem for the system (1) have been in-
vestigated in [2–5, 7, 14] (see also the references therein), but the specifical
properties analogous to those established for the ordinary differential case
(see e.g. [11]) are not available. As for the antiperiodic problem, it is suffi-
cient far from a full value. Thus the problem under considered in the paper,
is very actual.

In the paper we establish some special conditions for the unique solvabil-
ity of the problem (1), (2).

To a considerable extent, the interest to the theory of generalized ordi-
nary differential equations has also been stimulated by the fact that this
theory enables one to investigate ordinary differential, impulsive and dif-
ference equations from a unified point of view (see [1, 8–10, 13, 14] and the
references therein).

The theory of generalized ordinary differential equations has been intro-
duced by J. Kurzweil [13] in connection with investigation of the well-possed
problem for the Cauchy problem for ordinary differential equations.

Throughout the paper, the use will be made of the following notation
and definitions.

R =] − ∞,+∞[ , R+ = [0,+∞[ ; [a, b] and ]a, b[ (a, b ∈ R) are, respec-
tively, closed and open intervals.

Rn×m is the space of all real n × m matrices X = (xij)
n,m
i,j=1 with the

norm

∥X∥ = max
j=1,...,m

n∑
i=1

|xij |.

Rn×m
+ =

{
(xij)

n,m
i,j=1 : xij ≥ 0 (i = 1, . . . , n; j = 1, . . . ,m)

}
.

On×m (or O) is the zero n×m matrix.
If X = (xij)

n,m
i,j=1 ∈ Rn×m, then

|X| = (|xij |)n,mi,j=1 .

Rn = Rn×1 is the space of all real column n-vectors x = (xi)
n
i=1; Rn

+ =

Rn×1
+ .
If X ∈ Rn×n, then:

X−1 is the matrix inverse to X;
detX is the determinant of X;
r(X) is spectral radius of X;
XT is the matrix transposed to X;
λ0(X) and λ0(X) are, respectively, the minimal and maximal eigen-
values of the symmetric X matrix.

In is the identity n× n-matrix.
The inequalities between the real matrices are understood component-

wise.
A matrix-function is said to be continuous, integrable, nondecreasing,

etc., if each of its component is such.
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If X : [a, b] → Rn×m is a matrix-function, then
b

V
a
(X) is the sum of

total variations on [a, b] of its components xij (i = 1, . . . , n; j = 1, . . . ,m);

V (X)(t) = (V (xij)(t))
n,m
i,j=1, where V (xij)(a) = 0, V (xij)(t) =

t

V
a
(xij) for

a < t ≤ b; X(t−) and X(t+) are, respectively, the left and the right limits
of X at the point t (X(a−) = X(a), X(b+) = X(b)).

d1X(t) = X(t)−X(t−), d2X(t) = X(t+)−X(t).
∥X∥s = sup {∥X(t)∥ : t ∈ [a, b]} , |X|s = (∥xij∥s)n,mi,j=1.
BV([a, b],Rn×m) is the normed space of all bounded variation matrix-

functions X : [a, b] → Rn×m (i.e., such that
b

V
a
(X) < ∞) with the norm

∥X∥s.
BVloc(R,Rn×m) is the set of all matrix-functions X : [a, b] → Rn×m

whose restrictions on every closed interval [a, b] from R belong to
BV([a, b],Rn×n).

BV+
ω (R,Rn×m) and BV−

ω (R,Rn×m) are the sets of all matrix-functions
G : R → Rn×m whose restrictions on [0, ω] belong to BV([0, ω],Rn×m) and
there exists a constant matrix C ∈ Rn×m such that, respectively,

G(t+ ω) = G(t) + C for t ∈ R

and
G(t+ ω) = −G(t) + C for t ∈ R.

BV([a, b],Rn×m
+ ) =

{
X ∈ BV([a, b],Rn×m) : X(t) ≥ On×m for t ∈ [a, b]

}
.

sc, sj : BV([a, b],R) → BV([a, b],R) (j = 1, 2) are the operators defined,
respectively, by

s1(x)(a) = s2(x)(a) = 0,

s1(x)(t) =
∑

a<τ≤t

d1x(τ) and s2(x)(t) =
∑

a≤τ<t

d2x(τ) for a < t ≤ b,

and
sc(x)(t) = x(t)− s1(x)(t)− s2(x)(t) for t ∈ [a, b].

If g : [a, b] → R is a nondecreasing function, x : [a, b] → R and a ≤ s <
t ≤ b, then

t∫
s

x(τ) dg(τ) =

∫
]s,t[

x(τ) dsc(g)(τ) +
∑

s<τ≤t

x(τ)d1g(τ) +
∑

s≤τ<t

x(τ)d2g(τ),

where
∫

]s,t[

x(τ) dsc(g)(τ) is the Lebesgue–Stieltjes integral over the open

interval ]s, t[ with respect to the measure µ0(sc(g)) corresponding to the
function sc(g).
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If a = b, then we assume
b∫

a

x(t) dg(t) = 0,

and if a > b, then we assume
b∫

a

x(t) dg(t) = −
a∫

b

x(t) dg(t).

Hence
∫ b

a
x(τ) dg(τ) is the Kurzweil–Stieltjes integral (see [12,13]).

If g(t) ≡ g1(t)− g2(t), where g1 and g2 are nondecreasing functions, then
t∫

s

x(τ) dg(τ) =

t∫
s

x(τ) dg1(τ)−
t∫

s

x(τ) dg2(τ) for s ≤ t.

If G = (gik)
l,n
i,k=1 ∈ BV([a, b],Rl×n) and X = (xkj)

n,m
k,j=1 : [a, b] → Rn×m,

then

Sc(G)(t) ≡ (sc(gik)(t))
l,n
i,k=1 , Sj(G)(t) ≡ (sj(gik)(t))

l,n
i,k=1 (j = 1, 2)

and
b∫

a

dG(τ) ·X(τ) =

( n∑
k=1

b∫
a

xkj(τ) dgik(τ)

)l,m

i,j=1

.

We introduce the operator. If X ∈ BVloc(R, ;Rn×n),

det(In + (−1)jdjX(t)) ̸= 0 for t ∈ R (j = 1, 2),

and Y ∈ BVloc(R, ;Rn×m), then

A(X,Y )(0) = On×m,

A(X,Y )(t) = Y (t)− Y (0) +
∑

0<τ≤t

d1X(τ) · (In − d1X(τ))−1 d1Y (τ)

−
∑

0≤τ<t

d2X(τ) · (In + d2X(τ))−1 d2Y (τ) for t > 0,

A(X,Y )(t) = −A(X,Y )(t) for t < 0.

We say that the matrix-function X ∈ BV([a, b],Rn×n) satisfies the Lap-
po–Danilevskiĭ condition if the matrices Sc(X)(t), S1(X)(t) and S2(X)(t)
are pairwise permutable for every t ∈ [a, b] and there exists t0 ∈ [a, b] such
that

t∫
t0

Sc(X)(τ) dSc(X)(τ) =

t∫
t0

dSc(X)(τ) · Sc(X)(τ) for t ∈ [a, b].
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A vector-function BVloc(R,Rn×m) is said to be a solution of the system
(1) if

x(t)− x(s) =

t∫
s

dA(τ) · x(τ) + f(t)− f(s) for s < t; s, t ∈ R.

Under a solution of the problem (1), (2) we understand a solution x of
the system (1), satisfying the condition (2).

We assume that

A ∈ BV+
ω (R,Rn×n) and f ∈ BV−

ω (R,Rn),

i.e.,

A(t+ ω) = A(t) + C and f(t+ ω) = −f(t) + c for t ∈ R, (3)

where C ∈ Rn×n and c ∈ Rn are, respectively, some constant matrix and a
vector; and

det
(
In + (−1)jdjA(t)

)
̸= 0 for t ∈ R (j = 1, 2). (4)

If a matrix-function X ∈ BV([0, ω],Rn×n) is such that det(In−d1X(t)) ̸=
0 for t ∈ [0, ω], then we put

[X(t)]0 = (In − d1X(t))−1,

[X(t)]i = (In − d1X(t))−1

t∫
0

dX−(τ) · [X(τ)]i−1

for t ∈ [0, ω] (i = 1, 2, . . . ), (51)

(X(t))0 = On×n, (X(t))1 = X(t), (X(t))i+1 =

t∫
0

dX−(τ) · (X(τ))i

for t ∈ [0, ω] (i = 1, 2, . . . ), (61)

and

V1(X)(t) = |(In − d1X(t))−1|V (X−)(t),

Vi+1(X)(t) = |(In − d1X(t))−1|
t∫

0

dV (X−)(τ) · Vi(X)(τ)

for t ∈ [0, ω] (i = 1, 2, . . . ), (71)
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where X−(t) ≡ X(t−); and if X ∈ BV([0, ω],Rn×n) is such that det(In +
d2X(t)) ̸= 0 for t ∈ [0, ω], then we put

[X(t)]0 = (In + d2X(t))−1,

[X(t)]i = (In + d2X(t))−1

t∫
ω

dX+(τ) · [X(τ)]i−1

for t ∈ [0, ω] (i = 1, 2, . . . ), (52)

(X(t))0 = On×n, (X(t))1 = X(t), (X(t))i+1 =

t∫
ω

dX+(τ) · (X(τ))i

for t ∈ [0, ω] (i = 1, 2, . . . ) (62)
and

V1(X)(t) = |(In + d2X(t))−1|(V (X+)(t)(b)− V (X+)(t)|,

Vi+1(X)(t) = |(In + d2X(t))−1|
∣∣∣∣

t∫
ω

dV (X+)(τ) · Vi(X)(τ)

∣∣∣∣
for t ∈ [0, ω] (i = 1, 2, . . . ), (72)

where X+(t) ≡ X(t+).
Alongside with the system (1), we consider the corresponding homoge-

neous system
dx(t) = dA(t) · x(t). (10)

Moreover, along with the condition (2), we consider the condition
x(0) = −x(ω). (8)

Definition 1. Let the condition (3) hold. A matrix-function G : [0, ω] ×
[0, ω] → Rn×n is said to be the Green matrix of the problem (10), (8) if:

(a) for every s ∈]0, ω[ , the matrix-function G(·, s) satisfies the matrix
equation

dX(t) = dA(t) ·X(t)

both on [0, s[ and ]s, ω];
(b)

G(t, t+)− G(t, t−)=Y (t)D−1
{
Y −1(t)(In−d1A(t))−1

+Y (ω)Y −1(t)(In + d2A(t))
−1

}
for t ∈]a, b[;

(c) G(t, ·) ∈ BV ([0, ω],Rn×n) for every t ∈ [0, ω];
(d) the equality

ω∫
0

ds (G(0, s) + G(ω, s)) · f(s) = 0
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holds for every f ∈ BV ([0, ω],Rn).

The Green matrix of the problem (10) exists and it is unique in the
following sense. If G(t, s) and G1(t, s) are two matrix-functions satisfying
the conditions (a)–(d) of Definition 1, then

G(t, s)− G1(t, s) ≡ Y (t)H∗(s),

where H∗ ∈ BV([0, ω],Rn×n) is a matrix-function such that
H∗(s+) = H∗(s−) = C = const for s ∈ [0, ω],

and C ∈ Rn×n is a constant matrix.
In particular,

G(t, s) =


−Y (t) (In + Y (ω))

−1
Y −1(s) for 0 ≤ s < t ≤ ω,

Y (t) (In + Y (ω))
−1

Y (ω)Y −1(s) for 0 ≤ t < s ≤ ω,

an arbitrary for t = s.

Theorem 1. Let the conditions (3) and (4) hold. Then the problem (1), (2)
has the unique solution x if and only if the corresponding homogeneous
system (10) has only the trivial solution satisfying the condition (8), i.e.,
when

det(Y (0) + Y (ω)) ̸= 0, (9)

where Y is a fundamental matrix of the system (10). If the last condition
holds, then the solution x admits the notation

x(t) =

ω∫
0

dsG(t, s) · f(s) for t ∈ [0, ω], (10)

where G : [a, b]×[a, b] → Rn×n is the Green matrix G of the problem (10), (8).

Corollary 1. Let the conditions (3) and (4) hold, and the matrix-function
A satisfy the Lappo–Danilevskiĭ condition. Then the problem (1), (8) has
the unique solution if and only if

det
(
In + exp(S0(A)(ω))

∏
0≤τ<ω

(In + d2A(τ))
∏

a<τ≤ω

(In − d1A(τ))
−1

)
̸= 0.

Note that if the matrix-function A satisfies the Lappo–Danilevskiĭ con-
dition, then the matrix-function Y is defined by Y (a) = In and

Y (t) ≡ exp(S0(A)(t))
∏

0≤τ<t

(In + d2A(τ))
∏

0<τ≤t

(In − d1A(τ))
−1

is the fundamental matrix of the system (10).

Remark 1. Let the system (10) have a nontrivial ω-antiperiodic solution.
Then there exist f ∈ BV−

ω (R,Rn) such that the system (1) has no ω-
antiperiodic solution.
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In general, it is quite difficult to verify the condition (9) directly even in
the case where one is able to write out the fundamental matrix of the system
(10) explicitly. Therefore it is important to seek for effective conditions
which would guarantee the absence of nontrivial ω-antiperiodic solutions of
the homogeneous system (10). Below we present the results concerning our
question. Analogous results have been obtained by T. Kiguradze for the
ordinary differential equations (see [11,12]).

Theorem 2. Let the conditions (3) and (4) hold. Then the system (1) has
the unique ω-antiperiodic solution if and only if there exist natural numbers
k and m such that the matrix

Mk = −
k−1∑
i=0

([A(0)]i + [A(ω)]i)

is nonsingular and
r(Mk,m) < 1, (11)

where

Mk,m = Vm(A)(c) +

(m−1∑
i=0

|[A(·)]i|s
)
· |M−1

k |[Vk(A)(0) + Vk(A)(ω)],

[A(t)]i (i = 0, . . . ,m − 1) and Vi(A)(t) (i = 0, . . . ,m − 1) are defined,
respectively, by (5l) and (7l) for some l ∈ {1, 2}, and c = (2− l)ω.

Corollary 2. Let the conditions (3) and (4) hold. Then the system (1) has
the unique ω-antiperiodic solution if and only if there exist natural numbers
k and m such that the matrix

Mk = −
k−1∑
i=0

[(A(0))i + (A(ω))i]

is nonsingular and the inequality (11) holds, where

Mk,m = (V (A)(c))m

+

(
In +

m−1∑
i=0

|(A(·))i|s
)
· |M−1

k | [(V (A)(0))k + (V (A)(ω))k] ,

(A(t))i (i = 0, . . . ,m− 1) and (V (A)(t))i (i = 0, . . . ,m− 1) are defined by
(6l) for some l ∈ {1, 2}, and c = (2− l)ω.

Corollary 3. Let the conditions (3) and (4) hold. Let, moreover, there
exist a natural j such that

(A(0))i = −(A(ω))i (i = 1, . . . , j − 1)

and
det

(
(A(0))j + (A(ω))j

)
̸= 0,
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where (A(t))i (i = 0, . . . , j) are defined by (6l) for some l ∈ {1, 2}. Then
there exists ε0 > 0 such that the system

dx(t) = εdA(t) · x(t) + df(t)

has one and only one ω-antiperiodic solution for every ε ∈]0, ε0[ .

Theorem 3. Let the conditions (3) and (4) hold, and let a matrix-function
A0 ∈ BV+

ω (R,Rn×n) be such that

det
(
In + (−1)jdjA0(t)

)
̸= 0 for t ∈ [0, ω] (j = 1, 2)

and the homogeneous system
dx(t) = dA0(t) · x(t)

has only the trivial ω-antiperiodic solution. Let, moreover, the matrix-
function A ∈ BV+

ω (R,Rn×n) admit the estimate
ω∫

0

|G0(t, τ)|dV (S0(A−A0))(τ) +
∑

0<τ≤ω

|G0(t, τ−) · d1(A(τ)−A0(τ))|

+
∑

0≤τ<ω

|G0(t, τ+) · d2(A(τ)−A0(τ))| ≤ M,

where G0(t, τ) is the Green matrix of the problem (10), (8), and M ∈ Rn×n
+

is a constant matrix such that
r(M) < 1.

Then the system (1) has one and only one ω-antiperiodic solution.

The presentation (10) can be replaced by a more simple and suitable form
if we introduce the concept of the Green matrix for the problem (10), (2).

Definition 2. The matrix function Gω : R × R → Rn×n is said to be the
Green matrix of the problem (10), (2) if:

(a) Gω(t+ω, τ+ω) = Gω(t, τ), Gω(t, t+ω)+Gω(t, τ) = −In for t, τ ∈ R;
(b) the matrix function Gω(., τ) : R → Rn×n is a fundamental matrix of

the system (10) for every τ ∈ R.

Theorem 4. Let the conditions (3) and
det

(
In ± djA(t)

)
̸= 0 for t ∈ R

hold and the boundary value problem (10), (2) have only the trivial solution.
Then the system (1) has the unique ω-antiperiodic solution x and it admits
the notation

x(t) =

t+ω∫
t

Gω(t, τ)dA (A,A(−A, f)) (τ) for t ∈ R,

where Gω is the Green matrix of the problem (10), (2).
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If s ∈ R and β ∈ BV[0, ω],R) are such that

1 + (−1)jdjβ(t) ̸= 0 for (−1)j(t− s) < 0 (j = 1, 2),

then by γs(β) we denote the unique solution of the Cauchy problem

dγ(t) = γ(t) dβ(t), γ(s) = 1.

It is known (see [9, 10]) that

γs(β)(t) =



exp(s0(β)(t)− s0(β)(s))
∏

s<τ≤t

(1− d1β(τ))
−1

×
∏

s≤τ<t

(1 + d2β(τ)) for s < t ≤ ω,

exp(s0(β)(t)− s0(β)(s))
∏

t<τ≤s

(1− d1β(τ))

×
∏

t≤τ<s

(1 + d2β(τ))
−1 for 0 ≤ t < s,

1 for t = s.

(12)

Let g : [0, ω] → R be a nondecreasing function, and P = (pik)
n
i,k=1, where

pik ∈ L([0, ω],R; g) (i, k = 1, . . . , n). Then by Qω(P ; g) we denote the set
of all matrix-functions A = (aik)

n
i,k=1 ∈ BV([0, ω],Rn×n) such that

bik(t) =

t∫
0

pik(τ)dg(τ) for t ∈ [0, ω] (i, k = 1, . . . , n),

where

bik(t) ≡ aik(t)−
1

2

( n∑
l=1

∑
0<τ≤t

d1ali(τ) · d1alk(τ)

−
∑

0≤τ<t

d2ali(τ) · d2alk(τ)
)

(i, k = 1, . . . , n).

Theorem 5. Let the conditions (3) and A ∈ Qω(P ; g) hold. Let, moreover,
either

n∑
i,k=1

pik(t)xixk ≥ α(t)
n∑

i=1

x2
i for µ(g)-a.a. t ∈ [0, ω], (xi)

n
i=1 ∈ Rn,

1− 2α(t)d1g(t) > 0, 1 + 2α(t)d2g(t) ̸= 0 for 0 ≤ t < ω

(13)

and

γω(gα)(0) > 1 (14)

or
n∑

i,k=1

pik(t)xixk ≤ β(t)
n∑

i=1

x2
i for µ(g)-a.a. t ∈ [0, ω], (xi)

n
i=1 ∈ Rn,

1 + 2β(t)d2g(t) > 0, 1− 2β(t)d1g(t) ̸= 0 for 0 < t ≤ ω

(15)
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and
γ0(gβ)(ω) < 1, (16)

where α, β ∈ L([0, ω],R; g), the functions γω(gα), γ0(gβ) are defined by (12),
and

gα(t) ≡ 2

t∫
0

α(τ)dg(τ) and gβ(t) ≡ 2

t∫
0

β(τ)dg(τ) (17)

Then the system (1) has the unique ω-antiperiodic solution.

Corollary 4. Let the conditions (3) and A ∈ Qω(P ; g) hold. Let, moreover,
either the conditions (13) and (14) or the conditions (15) and (16) hold,
where α(t) ≡ λ0(P

∗(t)), β(t) ≡ λ0(P ∗(t)), P ∗(t) ≡ P (t) + PT (t), the
functions γω(gα), γ0(gβ) are defined by (12), and the functions gα and gβ
are defined by (17). Then the system (1) has the unique ω-antiperiodic
solution.
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PERIODIC TYPE BOUNDARY VALUE PROBLEMS
FOR SINGULAR IN PHASE VARIABLES NONLINEAR

NONAUTONOMOUS DIFFERENTIAL SYSTEMS

Dedicated to the Blessed Memory of Professor B. Khvedelidze

Abstract. The unimprovable in a certain sense conditions guaranteeing
the existence and uniqueness of positive solutions of periodic type boundary
value problems for singular in phase variables nonlinear nonautonomous
differential systems are established.
ÒÄÆÉÖÌÄ. ÃÀÃÂÄÍÉËÉÀ ÂÀÒÊÅÄÖËÉ ÀÆÒÉÈ ÀÒÀÂÀÖÌãÏÁÄÓÄÁÀÃÉ ÐÉ-
ÒÏÁÄÁÉ, ÒÏÌËÄÁÉÝ ÖÆÒÖÍÅÄËÚÏ×ÄÍ ÐÄÒÉÏÃÖËÉÓ ÔÉÐÉÓ ÓÀÓÀÆÙÅÒÏ
ÀÌÏÝÀÍÄÁÉÓ ÃÀÃÄÁÉÈÉ ÀÌÏÍÀáÓÍÄÁÉÓ ÀÒÓÄÁÏÁÀÓÀ ÃÀ ÄÒÈÀÃÄÒÈÏÁÀÓ
×ÀÆÖÒÉ ÝÅËÀÃÄÁÉÓ ÌÉÌÀÒÈ ÓÉÍÂÖËÀÒÖËÉ ÀÒÀßÒ×ÉÅÉ ÀÒÀÀÅÔÏÍÏÌÉ-
ÖÒÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÓÉÓÔÄÌÄÁÉÓÀÈÅÉÓ.

2010 Mathematics Subject Classification: 34B16, 34B18, 34C25.
Key words and phrases: Differential system, nonlinear, nonautono-
mous, singular in phase variables, periodic type boundary value problem,
positive solution.

Let −∞ < a < b < +∞, R0+ = ]0,+∞[ ,

Rn
0+ =

{
(xi)

n
i=1 ∈ Rn : x1 > 0, . . . , xn > 0

}
and fi : [a, b] × Rn

0+ → R (i = 1, . . . , n) are functions satisfying the local
Carathéodory conditions, i.e. fi( · , x1, . . . , xn) : [a, b] → R (i = 1, . . . , n) are
measurable for all (xi)

n
i=1 ∈ Rn

0+, fi(t, · , . . . , · ) : Rn
0+ → R (i = 1, . . . , n)

are continuous for almost all t ∈ [a, b] and for any ρ > 0 and ρ0 ∈]0, ρ[ the
function

f∗
ρ0,ρ(t) = max

{ n∑
i=1

∣∣fi(t, x1, . . . , xn)
∣∣ : ρ0 ≤ x1 ≤ ρ, . . . , ρ0 ≤ xn ≤ ρ

}
is integrable on [a, b].

Consider the differential system
dui

dt
= fi(t, u1, . . . , un) (i = 1, . . . , n) (1)

with the boundary conditions
ui(a) = φi(ui(b)) (i = 1, . . . , n), (2)
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where φi : R0+ → R0+ (i = 1, . . . , n) are continuous functions.
A particular case of (2) are the periodic boundary conditions

ui(a) = ui(b) (i = 1, . . . , n).

Thus the conditions (2) we call the periodic type boundary conditions.
A solution (ui)

n
i=1 : [a, b] → Rn

0+ of the system (1) satisfying the boundary
conditions (2) is called a positive solution of the problem (1), (2).

For singular in phase variables first and second order differential equa-
tions, periodic type boundary value problems are studied in detail (see,
e.g., [1, 2, 3, 5, 7]). As for the system (1), for it problems of the type (2)
are investigated mainly only in the regular case, i.e., in the case where the
functions fi (i = 1, . . . , n) are continuous, or satisfy the local Carathéodory
conditions on the set [a, b] × Rn

+ and φi : R+ → R+ (i = 1, . . . , n) are
continuous functions, where

R+ = [0,+∞[ Rn
+ =

{
(xi)

n
i=1 : x1 > 0, . . . , xn > 0

}
(see [1, 2] and the references therein).

Theorems below on the existence of a positive solution of the problem
(1), (2) cover the cases in which the system under consideration has sin-
gularities in phase variables, in particular, the case where for arbitrary
i, k ∈ {1, . . . , n} and xj > 0 (j = 1, . . . , n; j ̸= k) the equality

lim
xk→0

∣∣fi(t, x1, . . . , xn)
∣∣ = +∞

is fulfilled.
In Theorems 1 and 2 it is assumed, respectively, that the functions fi

(i = 1, . . . , n) and φi (i = 1, . . . , n) on the sets [a, b]× Rn
0+ and R0+ satisfy

the inequalities

σi

(
fi(t, x1, . . . , xn)− pi(t)xi

)
≥ qi(t, xi) (i = 1, . . . , n), (3)

σi

(
φi(x)− αix

)
≥ 0 (i = 1, . . . , n), (4)

qi(t, xi) ≤ σi

(
fi(t, x1, . . . , xn)− pi(t)xi

)
≤

≤
n∑

k=1

pik(t, x1 + · · ·+ xn)xk + q0(t, x1, . . . , xn) (i = 1, . . . , n), (5)

σi(φi(x)− αix) ≥ 0, σi(φi(x)− βix) ≤ β0 (i = 1, . . . , n). (6)

Here,

σi ∈ {−1, 1}, αi > 0, βi > 0, σi(βi − αi) ≥ 0 (i = 1, . . . , n), β0 ≥ 0,

pi : [a, b] → R (i = 1, . . . , n) are integrable functions, pik : [a, b]×R0+ → R+

and qi : [a, b]× R0+ → R+ (i, k = 1, . . . , n) are integrable in the first argu-
ment and nonincreasing and continuous in the second argument functions,
and q0 : [a, b] × Rn

0+ → R+ is an integrable in the first argument and non-
increasing and continuous in the last n arguments function. Moreover, pi
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and qi (i = 1, . . . , n) satisfy the conditions

σi

(
αi exp

( b∫
a

pi(s) ds

)
− 1

)
< 0 (i = 1, . . . , n), (7)

σi

(
βi exp

( b∫
a

pi(s) ds

)
− 1

)
< 0 (i = 1, . . . , n), (8)

b∫
a

qi(t, x) dt > 0 for x > 0 (i = 1, . . . , n). (9)

Along with (1), (2) we consider the auxiliary problem
dui

dt
= (1− λ)

(
pi(t)ui + σiqi(t, ui)

)
+

+ λfi(t, u1, . . . , un) + σiε (i = 1, . . . , n), (10)
ui(a) = (1− λ)αiui(b) + λφi(ui(b)) (i = 1, . . . , n), (11)

depending on the parameters λ > 0 and ε > 0.

Theorem 1 (Principle of a priori boundedness). Let the inequalities
(3), (4), (7), and (9) be fulfilled and let there exist positive constants ε0
and ρ such that for arbitrary λ ∈ [0, 1] and ε ∈ ]0, ε0] every positive solution
(ui)

n
i=1 of the problem (10), (11) admits the estimates

ui(t) < ρ (i = 1, . . . , n).

Then the problem (1), (2) has at least one positive solution.

By X = (xik)
n
i,k=1 and r(X) we denote the n × n matrix with compo-

nents xik ∈ R (i, k = 1, . . . , n) and the spectral radius of the matrix X,
respectively. For any integrable function p : [a, b] → R and positive number
β satisfying the condition

∆(p, β) = 1− β exp
( b∫

a

p(s) ds

)
̸= 0,

we put

g(p, β)(t, s) =

=



1

∆(p, β)
exp

( t∫
s

p(τ) dτ

)
for a ≤ s ≤ t ≤ b,

β

∆(p, β)
exp

( b∫
a

p(τ) dτ +

t∫
s

p(τ) dτ

)
for a ≤ t < s ≤ b
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and

w(p, β)(t)=
1

∆(p, β)

[
(1− β) exp

( t∫
a

p(s) ds

)
+ β exp

( b∫
a

p(s) ds

)
−1

]
.

Theorem 2. Let the inequalities (5), (6), (8), and (9) be fulfilled and let
there exist continuous functions ℓi : [a, b] → R0+ (i = 1, . . . , n) such that

lim
x→+∞

r(H(x)) < 1, (12)

where H(x) = (hik(x))
n
i,k=1 and

hik(x) =

= max
{

1

ℓi(t)

b∫
a

∣∣g(pi, βi)(t, s)
∣∣pik(s, x)ℓk(s) ds : a≤ t≤b

}
(i, k=1, . . . , n).

Then the problem (1), (2) has at least one positive solution.

This theorem can be proved on the basis of Theorem 1 and Theorems 2.1,
2.2 and 3.1 of [3].

Now we pass to the case, where

σipi(t) ≤ 0 for a ≤ t ≤ b, σi

b∫
a

pi(t) dt < 0 (i = 1, . . . , n)

and the inequalities (5) have the form

qi(t, xi) ≤ σi

(
fi(t, x1, . . . , xn)− pi(t)xi

)
≤

≤ |pi(t)|
n∑

k=1

hik(x1 + · · ·+ xn)

|w(pk, βk)(t)|
xk + q0(t, x1, . . . , xn) (i = 1, . . . , n), (13)

where hik : R0+ → R0+ (i, k = 1, . . . , n) are continuous nonincreasing
functions, and σi, qi (i = 1, . . . , n) and q0 are the numbers and functions
satisfying the above conditions.

>From Theorem 2 it follows the following corollary.

Corollary 1. If along with (6), (8) and (13) the inequality (12) is ful-
filled, where H(x) = (hik(x))

n
i,k=1, then the problem (1), (2) has at least one

positive solution.

As an example, we consider the problems

dui

dt
= σi

( n∑
k=1

pikuk + f0i(t, u1, . . . , un)
)

(i = 1, . . . , n), (14)

ui(a) = ui(b) (i = 1, . . . , n), (15)
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and
dui

dt
= σi

n∑
k=1

|1− βk|hik

(1− βk)(t− a) + βk(b− a)
uk+

+ σif0i(t, u1, . . . , un) (i = 1, . . . , n), (16)
ui(a) = βiui(b) (i = 1, . . . , n), (17)

where σi ∈ {−1, 1} (i = 1, . . . , n), pik (i, k = 1, . . . , n) and βi (i = 1, . . . , n)
are the constants satisfying the inequalities

pii < 0, pik ≥ 0 (i ̸= k; i, k = 1, . . . , n), (18)
βi > 0, σi(βi − 1) < 0 (i = 1, . . . , n), (19)

hik (i, k = 1, . . . , n) are nonnegative constants and f0i : [a, b] × Rn
0+ → R+

(i = 1, . . . , n) are functions satisfying the local Carathédoty conditions.
Moreover, on the set [a, b]× Rn

0+ the inequalities
qi(t, xi) ≤ f0i(t, x1, . . . , xn) ≤ q0(t, x1, . . . , xn) (i = 1, . . . , n)

are fulfilled, where q0 : [a, b]× Rn
0+ → R+ is an integrable in the first argu-

ment and nonincreasing and continuous in the last n arguments function,
and qi : [a, b] × R0+ → R+ (i = 1, . . . , n) are integrable in the first ar-
gument and nonincreasing in the second argument functions satisfying the
conditions (9).

Corollary 2. For the existence of at least one positive solution of the prob-
lem (14), (15) it is necessary and sufficient that real parts of the eigenvalues
of the matrix (pik)

n
i,k=1 be negative.

Corollary 3. For the existence of at least one positive solution of the prob-
lem (16), (17) it is necessary and sufficient that the matrix H = (hik)

n
i,k=1

satisfy the inequality
r(H) < 1. (20)

Remark 1. In the conditions of Corollaries 2 and 3 the functions f0i (i =
1, . . . , n) may have singularities of arbitrary order in the least n arguments.
For example, in (14) and (16) we may assume that

f0i(t, x1, . . . , xn) =
n∑

k=1

(
q1ik(t)x

−µ1ik

k + q2ik exp(x−µ2ik

k )
)

(i = 1, . . . , n),

where µ1ik, µ2ik (i, k = 1, . . . , n) are positive constants and q1ik : [a, b] →
R+, q2ik : [a, b] → R+ (i, k = 1, . . . , n) are integrable functions such that

b∫
a

(
q1ii(t) + q2ii(t)

)
dt > 0 (i = 1, . . . , n).

The uniqueness of a positive solution of the problem (1), (2) can be proved
only in the case where each function fi has the singularity in the i-th phase
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variable only. More precisely, we consider the case when the system (1) has
the following form

dui

dt
= pi(t)ui + σi

(
f0i(t, u1, . . . , un) + qi(t, ui)

)
(i = 1, . . . , n). (21)

The particular cases of (21) are the differential systems

dui

dt
= σi

( n∑
k=1

pikuk + qi(t, ui)

)
(i = 1, . . . , n) (22)

and
dui

dt
=σi

( n∑
k=1

|1− βk|hik

(1−βk)(t−a)+βk(b−a)
uk+qi(t, ui)

)
(i=1, . . . , n). (23)

Here σi ∈ {−1, 1} (i = 1, . . . , n), pi : [a, b] → R (i = 1, . . . , n) are integrable
functions, f0i : [a, b]× Rn

+ → R+ (i = 1, . . . , n) are functions satisfying the
local Carathéodoty conditions, and qi : [a, b] × R0+ → R+ (i = 1, . . . , n)
are integrable in the first argument and nonincreasing and continuous in
the second argument functions. Moreover, pi and qi (i = 1, . . . , n) satisfy
the conditions (8) and (9). As for pik and βi (i, k = 1, . . . , n), they are the
constants satisfying the inequalities (18) and (19), and hik (i, k = 1, . . . , n)
are nonnegative constants.

Theorem 3. Let on the sets [a, b]× Rn
+ and R+ the conditions

σi

(
f0i(t, x1, . . . , xn)− f0i(t, y1, . . . , yn)

)
sgn(xi − yi) ≤

≤
n∑

k=1

pik(t)|xk − yk| (i = 1, . . . , n)

and
σi(φi(x)− αix) ≥ 0, σi

[
(φi(x)− φi(y)) sgn(x− y)− βi|x− y|

]
≤ 0

(i = 1, . . . , n)

hold, where pik : [a, b] → R+ (i, k = 1, · · · , n) are integrable functions. Let,
moreover, there exist continuous functions ℓi : [a, b] → R0+ (i = 1, . . . , n)
such that the matrix H = (hik)

n
i,k=1 with the components

hik=max
{

1

ℓi(t)

b∫
a

∣∣g(pi, βi)(t, s)
∣∣pik(s)ℓk(s) ds : a≤ t≤b

}
(i, k=1, . . . , n)

satisfies the inequality (20). Then the problem (21), (2) has a unique positive
solution.

Theorem 3 results in the following corollaries.

Corollary 4. For the existence of a unique positive solution of the problem
(22), (15) it is necessary and sufficient that real parts of eigenvalues of the
matrix (pik)

n
i,k=1 be negative.
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Corollary 5. For the existence of a unique positive solution of the problem
(23), (17) it is necessary and sufficient that the matrix H = (hik)

n
i,k=1 satisfy

the inequality (20).
Remark 2. In the conditions of Theorem 3 and its corollaries, the functions
qi (i = 1, . . . , n) may have singularities of arbitrary order in the second
argument. For example, in (21), (22) and (23) we may assume that

qi(t, x) = qi1(t)x
−µi1 + qi2(t) exp(x−µi2) (i = 1, . . . , n),

where µi1 > 0, µi2 > 0 (i = 1, . . . , n), and qik : [a, b] → R+ (i = 1, . . . , n;
k = 1, 2) are integrable functions such that

b∫
a

(
qi1(t) + qi2(t)

)
dt > 0 (i = 1, . . . , n).
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