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Abstract. The aim of the present article is to get efficient conditions for the solvability of the periodic
boundary value problem

u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω),

where the function f : [0, ω]× ]0,+∞[→ R satisfies local Carathéodory conditions, i.e., it may have
“singularity” for u = 0. For this purpose, first the technique of differential inequalities is developed
and the question on existence and uniqueness of a positive solution of the linear problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

is studied. A systematic application of the above-mentioned technique enables one to derive sufficient
and in certain cases also necessary conditions for the solvability of the nonlinear problem considered.
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÛÄÓßÀÅËÉËÉÀ

u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω)

ÐÄÒÉÏÃÖËÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÉÓÀ ÃÀ ÄÒÈÀÃÄÒÈÏÁÉÓ ÓÀÊÉÈáÉ, ÓÀÃÀÝ
f : [0, ω]× ]0,+∞[→ R ÀÒÉÓ ÊÀÒÀÈÄÏÃÏÒÉÓ ×ÖÍØÝÉÀ, ÒÏÌÄËÓÀÝ ÛÄÉÞËÄÁÀ äØÏÍÃÄÓ ÓÉÍÂÖËÀ-
ÒÏÁÀ u = 0 ßÄÒÔÉËÛÉ. ÀÌ ÌÉÆÍÉÈ ãÄÒ ÂÀÍÅÉÈÀÒÄÁÖËÉÀ ÃÉ×ÄÒÄÍÝÉÀËÖÒ ÖÔÏËÏÁÀÈÀ
ÔÄØÍÉÊÀ ÃÀ ÛÄÓßÀÅËÉËÉÀ

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

ßÒ×ÉÅÉ ÀÌÏÝÀÍÉÓ ÃÀÃÄÁÉÈÉ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÉÓ ÓÀÊÉÈáÉ. ÛÄÌÃÂÏÌ, ÀÙÍÉÛÍÖËÉ ÔÄØÍÉÊÉÓ
ÂÀÌÏÚÄÍÄÁÉÈ ÃÀÃÂÄÍÉËÉÀ ÀÒÀßÒ×ÉÅÉ ÀÌÏÝÀÍÉÓ ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÉÓÀ ÃÀ ÄÒÈÀÃÄÒÈÏÁÉÓ
Ä×ÄØÔÖÒÉ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ.



Introduction

The aim of the present work is to study solvability of the periodic boundary value problem

u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω), (0.1)

where the function f satisfies either
f ∈ K([0, ω]× R;R) (0.2)

(i.e., f : [0, ω]× R → R satisfies Carathéodory conditions), or

f ∈ Kloc([0, ω]× ]0,+∞[ ;R) (0.3)

(i.e., f : [0, ω]× ]0,+∞[→ R satisfies local Carathéodory conditions).
Under a solution of the problem (0.1) in the case when (0.2) holds we understand a function

u ∈ AC′([0, ω]) satisfying given equation for almost all t ∈ [0, ω] and boundary conditions in (0.1),
while in the case when (0.3) is fulfilled, solutions of (0.1) are supposed to be positive.

Among the earlier works playing an important role in the development of the theory of the periodic
boundary value problem for differential equations and their systems, we refer to [7, 15, 11, 13]. In
particular, all these works contributed significantly to the study of problem (0.1) with f satisfying
(0.2). A comprehensive exposition of the topic with relevant historical and bibliographical notes up to
2006 can be found in [4] (see also the survey [20]). The last mentioned book, which is devoted mainly
to boundary value problems for second order equations, is the first monographic publication dealing
with “phase singular” periodic problems (0.1), i.e., when f satisfies (0.3). The further development
of the theory of singular periodic problems is described in [21] (mainly in Section 8). The theory of
phase singular problems (0.1) is currently under active development and is far from being complete.
A number of recent results are contained, in particular, in [1, 6, 3, 9] and papers cited therein.

The present work is organized as follows. Chapter 1 is of technical character and contains several
known results in a suitable for us form for the convenience of references.

Chapter 2 is devoted to the description of the sets V−(ω) and V+(ω) introduced in Definition 0.1.
Both these sets play crucial role for the whole article with two reasons. First, each of the inclusions
p ∈ V−(ω) and p ∈ V+(ω) yield the unique solvability of the linear problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω), (0.4)

and the second, that the condition p ∈ V−(ω), resp. p ∈ V+(ω), implies the validity of a certain
theorem on differential inequalities which is widely used further for the study of nonlinear problem
(0.1) (see Remarks 0.5 and 0.6).

In the case when p is a constant function, say p(t) def
= c, the inclusion p ∈ V−(ω) holds if and only

if c ∈ ]0,+∞[ while the inclusion p ∈ V+(ω) is equivalent with c ∈ [−π2

ω2 , 0[ (if c = 0 then p ∈ V0(ω),
where the set V0(ω) is introduced in Definition 0.2). However, in general, description of the sets V−(ω)
and V+(ω) is not so simple and is far from to be complete. In Section 8, resp. Section 9, we state
necessary and sufficient conditions for the validity of the the inclusion p ∈ V−(ω), resp. p ∈ V+(ω),
while in Sections 11 and 12 several optimal efficient conditions are stated. Section 10 is devoted to
the properties of the sets V−(ω) and V+(ω). For example, Proposition 10.7 states that the set V+(ω)
is unbounded from above. This property of the set V+(ω) is not possible to realise for the constant
function p. In Section 13, difference of the sets V−(ω) and V+(ω) is shown with respect to Lyapunov
stability. In particular, it is shown that if p ∈ V−(ω) then the equation

u′′ = p(t)u (0.5)
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is exponentially dichotomic while if p ∈ V+(ω) then it is Lyapunov stable. As an off product of
Chapter 2 there are efficient conditions for stability, resp. unstability of the equation (0.5).

Chapter 3 is devoted to the periodic boundary value problem (0.1). First, in Section 16, the
existence of a positive solution of the linear problem (0.4) is studied. As it follows from the definitions
of the sets V−(ω) and V+(ω), if p ∈ V−(ω), resp. p ∈ V+(ω), and q is nontrivial and nonpositive,
resp. nonnegative, then then the problem (0.4) has a unique solution and this solution is positive.
In Section 16 optimal efficient conditions are stated guaranteeing the existence of a (unique) positive
solution of (0.4) even in the case when the function q may change its sign.

Section 17 is rather technical, however Theorem 17.1 stated therein together with the results of
Section 11 generalize, resp. make more complete, previously known results on the solvability of the
problem (0.1) with f satisfying (0.2) (see Remark 17.5).

The rest of the article is devoted to the solvability of the problem (0.1) in the case when (0.3) is
fulfilled. Clearly, the assumption (0.3) include the case when the function f is defined only for positive
values of the second variable and may have “singularity” for u = 0. In this case the problem (0.1) is
referred as “phase singular”. A typical example of phase singular problem is

u′′ = p(t)u+
h(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω) (0.6)

with λ > 0. If λ < 0 in (0.6) then the “phase singularity” disappears however, as it was mentioned in
very beginning of the introduction now we will be interested in the existence of a positive solution
of the given problem.

In Sections 19 and 22, general theorems on the solvability of (0.1) and their consequences for the
problem

u′′ = p(t)u+ h(t, u); u(0) = u(ω), u′(0) = u′(ω) (0.7)
are established. Applications of these general results for the problem (0.6) can be found in Sections 20
and 23.

Roughly speaking, results of Sections 19 and 20 concern the problems (0.7) and (0.6) with p ∈ V−(ω)
while the case when p ∈ V+(ω) is considered in Sections 22 and 23.

The problem (0.7) with p ∈ V0(ω) we refer as “resonant like case” and it is considered in Sections 21
and 24. Interest on the resonant like problems became from historical development of the theory of
singular periodic problems. Although phase singular periodic problems have been studied even in
earlier 60’th of 20’th century, actually its systematic treatment began from 1987 after the paper [16]
by Lazer and Solimini.

In [16], the authors considered the problems
u′′ = g(u) + q(t); u(0) = u(ω), u′(0) = u′(ω) (0.8)

and
u′′ = −g(u) + q(t); u(0) = u(ω), u′(0) = u′(ω), (0.9)

where g : ]0,+∞[→ ]0,+∞[ is a continuous function and
lim
x→0+

g(x) = +∞, lim
x→+∞

g(x) = 0.

In our terminology problems (0.8) and (0.9) belongs to the resonant like case. Results of Section 21
and 24 generalize and make more complete results of [16].

An important step in development of the theory of phase singular periodic problems was the paper
[5]. One of the main results of this paper is a Fredholm alternative like result for the problem

u′′ = −cu+
1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (0.10)

where c > 0, λ ≥ 1, and q ∈ C([0, ω];R). Theorem 1.1 of [5] states that the problem (0.10) is solvable
provided c ̸= π2n2

ω2 for n ∈ N. Theorem 23.5 below partially make more complete mentioned results of
[5] (see Corollaries 23.8 and 23.9).



Notations and Main Definitions

The following notations are used below:
• N is a set of natural numbers.
• R = ]−∞,+∞[ , R+ = [0,+∞[ .
• If x ∈ R then [x]+ = 1

2

(
|x|+ x

)
and [x]− = 1

2

(
|x| − x

)
.

• C(A;B), where A,B ⊆ R, is the set of continuous functions u : A→ B.
• For u ∈ C([a, b];D) we put ∥u∥C = max

{
|u(t)| : t ∈ [a, b]

}
.

• Cω is a Banach space of all continuous and ω-periodic real functions u : R → R equipped with
the norm ∥u∥C = max{|u(t)| : t ∈ [0, ω]}.

• AC(I), where I ⊆ R, is a set of absolutely continuous functions u : I → R.
• AC′(I), where I ⊆ R, is a set of functions u : I → R which are absolutely continuous on I

together with their first derivatives.

• ÃC
′
(I), where I ⊆ R, is a set of functions γ ∈ AC(I) such that the function γ′ admits the

representation γ′(t) = α0(t) + α1(t) for t ∈ I, where α0 ∈ AC(I) and α1 is a nondecreasing
function whose derivative is equal to zero almost everywhere on I.

• L([a, b]) is the Banach space of Lebesgue integrable functions p : [a, b] → R endowed with the

norm ∥p∥L =
b∫
a

|p(s)|ds.

• Lν([a, b]) is the set of functions p : [a, b] → R such that |p|ν ∈ L([a, b]).

• For p ∈ Lν([a, b]) we put ∥p∥Lν = (
b∫
a

|p(s)|ν ds)1/ν .

• Lω is a Banach space of all ω-periodic real functions, which are Lebesgue integrable on [0, ω],
equipped with the norm ∥p∥L =

ω∫
0

|p(s)|ds.

• For A ⊆ Lω the symbols A, IntA, and ∂A denote closure, interior part, and boundary of the
set A.

• For any δ > 0, we denote B(p, δ)
def
=
{
g ∈ Lω : ∥p− g∥L < δ

}
.

• If p ∈ Lω then we put

p
def
=

1

ω

ω∫
0

p(s) ds. (0.11)

and

ρ(p)
def
= exp

(
ω

4

ω∫
0

[p(s)]+ ds
)
. (0.12)

• If q ∈ Lω then we put

Q+
def
=

ω∫
0

[q(s)]+ ds, Q−
def
=

ω∫
0

[q(s)]− ds. (0.13)
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• ℓ : Lω → Cω is an operator defined by

ℓ(p)(t)
def
= − 1

ω

t+ω∫
t

s∫
t

(
p(ξ)− p

)
dξ ds for t ∈ R (0.14)

and
ℓ

def
= max

{
|ℓ(p)(t)| : t ∈ [0, ω]

}
. (0.15)

• If p ∈ Lω then

p∗
def
=


1

M
if 0 < M < +∞,

0 if M = 0 or M = +∞,
(0.16)

where M def
= ess sup

{
[p(t)]− : t ∈ [0, ω]

}
.

• K([a, b] × A;B) , where A,B ⊆ R, is the set Carathéodory functions, i.e., the set functions
f : [a, b]×A→ B such that:
(1) for any x ∈ A, the function f( · , x) : [a, b] → R is a measurable;
(2) for almost all t ∈ [a, b], the function f(t, · ) : A→ B is continuous;
(3) for any r > 0, there exists qr ∈ L([a, b]) such that

|f(t, x)| ≤ qr(t) for t ∈ [a, b], x ∈ A ∩ [−r, r].

• Kloc([0, ω]× ]0,+∞[ ;B), where B ⊆ R, is the set of function f : [0, ω]× ]0,+∞[→ B such that
f ∈ K([0, ω]× [ε,+∞[ ;B) for any ε > 0.

• Ksl([0, ω]×R;R) is the set of sublinear functions, i.e., the set of functions q ∈ K([0, ω]×R;R)
satisfying

lim
r→+∞

1

r

ω∫
0

|q(s, r)| ds = 0.

• Having a function h ∈ Kloc([0, ω]× ]0,+∞[ ;R), we put

H(x)
def
=

ω∫
0

h(s, x)ds for x > 0. (0.17)

• Under a solution of the equation
u′′ = p(t)u+ q(t),

where p, q ∈ L([a, b]), we understand a function u ∈ AC′([a, b]) satisfying given equation
almost everywhere on [a, b].

• Let u ∈ AC′([a, b]) be such that u(0) = u(ω) and u′(0) = u′(ω). If it will be needed we will
extend the function u periodically and denote it by the same letter.

Definition 0.1. We say that the function p ∈ Lω belongs to the set V−(ω) (resp., V+(ω)) if, for any
function u ∈ AC′([0, ω]) satisfying

u′′(t) ≥ p(t)u(t) for t ∈ [0, ω]; u(0) = u(ω), u′(0) = u′(ω),

the inequality
u(t) ≤ 0 for t ∈ [0, ω]

(
resp., u(t) ≥ 0 for t ∈ [0, ω]

)
is fulfilled.

Definition 0.2. We say that the function p ∈ Lω belongs to the set V0(ω) if the problem
u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω) (0.18)

has a (nontrivial) sign-constant solution.
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Definition 0.3. We say that the function p ∈ Lω belongs to the set D if any nontrivial solution of
the equation u′′ = p(t)u has at most one zero in R.

Definition 0.4. We say that the function p ∈ Lω belongs to the set D(ω) if the problem
u′′ = p(t)u; u(α) = 0, u(β) = 0

has no nontrivial solution for any α < β satisfying β − α < ω.

Remark 0.5. It is clear that if p ∈ V−(ω) (resp., p ∈ V+(ω)) then the problem (0.18) has no nontrivial
solution. Therefore, by virtue of Fredholm’s alternative, for any q ∈ Lω, the problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

has a unique solution u. Moreover, if q(t) ≥ 0 (resp., q(t) ≤ 0) for t ∈ R then u(t) ≤ 0 (resp., u(t) ≥ 0)
for t ∈ R.

Remark 0.6. One can easily verify that if p ∈ V−(ω) then a certain assertion on differential in-
equalities holds. More precisely, let p ∈ V−(ω), q ∈ Lω, and the functions u, v ∈ AC′([0, ω]) satisfy
differential inequalities

u′′(t) ≤ p(t)u(t) + q(t), v′′(t) ≥ p(t)v(t) + q(t) for t ∈ [0, ω]

and boundary conditions
u(0) = u(ω), v(0) = v(ω), u′(0) = u′(ω), v′(0) = v′(ω).

Then the inequality
u(t) ≥ v(t) for t ∈ [0, ω]

is fulfilled. Analogously, if p ∈ V+(ω), q ∈ Lω, and the functions u and v are the same as above then
the inequality

u(t) ≤ v(t) for t ∈ [0, ω]

holds.

Remark 0.7. The inclusion p ∈ V0(ω) holds if and only if the function p admits the representation

p(t) = g(t) +
(
ℓ(g)(t)

)2 for t ∈ R, (0.19)
where g ∈ Lω and g = 0. Indeed, if p admits the representation (0.19) then one can easily verify that
p ∈ Lω and the function

u(t)
def
= exp

[ t∫
0

ℓ(g)(s) ds
]

for t ∈ R

is a solution of the problem (0.18). Let now p ∈ V0(ω) and u be a sign-constant solution of the problem
(0.18). Put

ϱ(t)
def
=

u′(t)

u(t)
, g(t)

def
= ϱ′(t) for t ∈ R.

It is clear that g = 0 and p(t) = ϱ′(t) + ϱ2(t) for t ∈ R. On the other hand, one can easily verify that
ϱ(t) = ℓ(ϱ′)(t) for t ∈ R, and thus (0.19) is fulfilled.

From Definitions 0.2–0.4 and Sturm’s separation theorem if follows

Proposition 0.8. V0(ω) ⊆ D and D ⊆ D(ω).



Chapter 1

Auxiliary Propositions

1. On the Set D

The next proposition follows from Definition 0.3.

Proposition 1.1. Let p ∈ D. Then the problem
u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω) (1.1)

has no more then one, up to a constant multiple, nontrivial solution.

Lemma 1.2. Let p ∈ Lω and there exist a function β ∈ ÃC
′
(R+) such that

β′′(t) ≤ p(t)β(t) for t ≥ 0,

β(t) > 0 for t ≥ 0.

Then the equation v′′ = p(t)v possesses a solution v satisfying
0 < v(t) ≤ β(t) for t ≥ 0, v(0) = β(0). (1.2)

In particular, p ∈ D.

Proof. For any k ∈ N, consider on [0, k] the Dirichlet problem
v′′ = p(t)v; v(0) = β(0), v(k) = 0. (1.3k)

Since the functions α1 ≡ 0 and β are, respectively, lower and upper functions of the problem (1.31),
there is a solution v1 ∈ AC′([0, 1]) of this problem satisfying

0 < v1(t) ≤ β(t) for t ∈ [0, 1[

(see, e. g., [4] or [14, Lemma 3.7]). Moreover,
v′1(0) ≤ β′(0), v′1(1) < 0.

Let now vk be a solution of the problem (1.3k) and
0 < vk(t) ≤ β(t) for t ∈ [0, k[ .

Clearly, v′k(k) < 0 and the function

αk+1(t)
def
=

{
vk(t) for t ∈ [0, k],

0 for t ∈ ]k, k + 1]

is a lower function of the problem (1.3k+1), while the function β is its upper function. Then there is
a solution vk+1 ∈ AC′([0, k + 1]) of the problem (1.3k+1) such that

αk+1(t) ≤ vk+1(t) ≤ β(t) for t ∈ [0, k + 1].

Clearly, v′k(0) ≤ v′k+1(0) ≤ β′(0). Therefore, for any k ∈ N, we have
0 < vk(t) ≤ vk+1(t) ≤ β(t) for t ∈ [0, k[

and
vk(0) = β(0), v′1(0) ≤ v′k(0) ≤ v′k+1(0) ≤ β′(0).

8



Theorems on Differential Inequalities and Periodic BVP for Second-Order ODEs 9

Hence, we easily get that the sequences
{
v
(i)
k

}+∞
k=1

, i = 0, 1, are uniformly bounded and equicontinuous
in [0,+∞[ (i.e., on every closed subinterval of [0,+∞[ ). Then, by virtue of the Arzelá–Ascolli lemma,
there is a v ∈ AC′(R+) and a subsequence {vkn}+∞

n=1 such that

lim
n→+∞

v
(i)
kn
(t) = v(i)(t) uniformly in [0,+∞[ , i = 0, 1.

It is clear that the function v is a solution of the equation v′′ = p(t)v and satisfies (1.2). As for the
inclusion p ∈ D, it follows immediately from Sturm’s (separation) theorem. �

Lemma 1.3. Let p ∈ D, q ∈ Lω, q(t) ≥ 0 for t ∈ R, and u be a solution of the problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

satisfying u(t) > 0 for t ∈ R. Let, moreover, a ≥ 0, v be a solution of the problem

v′′ = p(t)v; v(a) = u(a), v′(a) ≤ u′(a),

and
u′(a)− v′(a) + mes

{
t ∈ [0, ω] : q(t) > 0

}
> 0. (1.4)

Then the function v does not preserve its sign in [a,+∞[ .

Proof. Suppose the contrary that
v(t) > 0 for t ≥ a. (1.5)

Evidently,

u′(t)v(t)− u(t)v′(t) = u(a)
(
u′(a)− v′(a)

)
+

t∫
a

q(s)v(s) ds for t ≥ a. (1.6)

Hence, in view of (1.4) and (1.5), we get

u′(t)v(t)− u(t)v′(t) ≥ δ > 0 for t ≥ a+ ω, (1.7)

where δ = u(a)(u′(a)− v′(a)) +
a+ω∫
a

q(s)v(s) ds. Therefore,

(u(t)
v(t)

)′
> 0 for t ≥ a+ ω (1.8)

and, consequently,
0 < v(t) < c0u(t) for t > a+ ω, (1.9)

where c0 = v(a+ω)
u(a+ω) .

Introduce the notation

vk(t)
def
= v(t+ kω) for t ∈ [a, a+ ω], k ∈ N. (1.10)

It follows from (1.8) (since u(t+ kω) = u(t) for t ∈ R) that
u(t)

vk(t)
=
u(t+ kω)

v(t+ kω)
<
u(t+ (k + 1)ω)

v(t+ (k + 1)ω)
=

u(t)

vk+1(t)
for t ∈ [a, a+ ω], k ∈ N.

Thus
0 < vk+1(t) < vk(t) for t ∈ [a, a+ ω], k ∈ N. (1.11)

On the other hand, (1.9) and (1.10) yield

0 < vk(t) < c0u(t) for t ∈ [a, a+ ω], k ∈ N. (1.12)

It is clear that, for any k ∈ N, there is a ξk ∈ [a, a+ ω] such that

vk(a+ ω)− vk(a) = v′k(ξk)ω.

Hence, in view of (1.12),

|v′k(ξk)| ≤
2c0
ω

u(a) for k ∈ N. (1.13)
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By virtue of (1.12) and (1.13), we get

|v′k(t)| ≤ |v′k(ξk)|+
a+ω∫
a

|p(t)|vk(t) dt

≤ 2c0
ω

u(a) + c0∥u∥C∥p∥L for t ∈ [a, a+ ω], k ∈ N (1.14)

and
|v′′k (t)| ≤ c0|p(t)|∥u∥C for t ∈ [a, a+ ω], k ∈ N. (1.15)

Now it follows from (1.12), (1.14), and (1.15) that the sequences {v(i)k }+∞
k=1, i = 0, 1, are uniformly

bounded and equicontinuous on [a, a+ ω]. Therefore, by virtue of the Arzelá–Ascolli lemma, there is
a function v0 ∈ AC′([a, a+ ω]) and a subsequence {vkn}+∞

n=1 such that

lim
n→+∞

v
(i)
kn
(t) = v

(i)
0 (t) uniformly on [a, a+ ω], i = 0, 1. (1.16)

Taking, moreover, into account (1.11), we get
lim

k→+∞
vk(t) = v0(t) uniformly on [a, a+ ω], (1.17)

as well. Moreover, (1.11) and (1.17) imply
vk(t) ≥ v0(t) for t ∈ [a, a+ ω], k ∈ N, (1.18)

v0(t) ≥ 0 for t ∈ [a, a+ ω]. (1.19)
On the other hand, in view of (1.7) and (1.10), we have

u′(t)vkn(t)− v′kn(t)u(t) ≥ δ > 0 for t ∈ [a, a+ ω],

which, together with (1.16), results in
u′(t)v0(t)− v′0(t)u(t) ≥ δ > 0 for t ∈ [a, a+ ω], (1.20)

Taking, moreover, into account (1.19) we get
v0(t) > 0 for t ∈ [a, a+ ω]. (1.21)

On account of (1.10) and (1.18), it is clear that
a+(k+1)ω∫
a+ω

q(s)v(s)ds =
k∑
i=1

a+(i+1)ω∫
a+iω

q(s)v(s)ds

=

k∑
i=1

a+ω∫
a

q(s)vi(s)ds ≥ k

a+ω∫
a

q(s)v0(s)ds for k ∈ N.

Consequently, (1.6) implies that

u′(a)vk+1(a)− v′k+1(a)u(a) ≥ k

a+ω∫
a

q(s)v0(s) ds for k ∈ N.

The latter inequality (with k = kn − 1), together with (1.16) and (1.21), yields that
q ≡ 0. (1.22)

Hence, in view of (1.4), (1.6), and (1.10) we get
u′(t)vk(t)− v′k(t)u(t) = c for t ∈ [a, a+ ω], k ∈ N, (1.23)

where c = u(a)(u′(a) − v′(a)) > 0. Since u(t) > 0 for t ∈ R, it easily follows from (1.23), on account
of (1.17), that the sequence {v′k}

+∞
k=1 is uniformly convergent. However, its subsequence {v′kn}

+∞
n=1

uniformly converges to v′0 and thus
lim

k→+∞
v′k(t) = v′0(t) uniformly on [a, a+ ω]. (1.24)
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By virtue of (1.10), (1.17) and (1.24), it is clear that the function v0 is a solution of the equation
v′′ = p(t)v.

On the other hand, in view of (1.10),

v
(i)
k+1(a) = v

(i)
k (a+ ω) for k ∈ N, i = 0, 1,

which, together with (1.17) and (1.24), results in
v0(a) = v0(a+ ω), v′0(a) = v′0(a+ ω).

Moreover, in view of (1.17) and (1.24), we get from (1.23) that
u′(t)v0(t)− v′0(t)u(t) = c > 0 for t ∈ [a, a+ ω]. (1.25)

Therefore, we have proved that the equation v′′ = p(t)v has a (nontrivial) periodic solution v0 satis-
fying (1.25). On the other hand, in view of (1.22), the function u is a nontrivial periodic solution of
the same equation. Hence, by virtue of Proposition 1.1, there is a λ > 0 such that u = λv0. However,
this contradicts (1.25). �

Lemma 1.4. Let p ∈ Lω, v be a solution of the equation
u′′ = p(t)u (1.26)

and
0 < v(t) ≤M for t ≥ 0, (1.27)

where M > 0. Then
v(t+ ω) =

v(ω)

v(0)
v(t) for t ≥ 0. (1.28)

Proof. It is clear that for any k ∈ N there is a ξk ∈ [(k − 1)ω, kω] such that
v(kω)− v((k − 1)ω) = v′(ξk)ω.

Hence, in view of (1.27), we get

|v′(ξk)| ≤
2M

ω
for k ∈ N. (1.29)

On the other hand,

|v′(t)| ≤ |v′(ξk)|+
kω∫

(k−1)ω

|p(s)|v(s)ds for t ∈ [(k − 1)ω, kω], k ∈ N.

This inequality together with (1.27) and (1.29) implies
|v′(t)| ≤M1 for t ≥ 0, (1.30)

where M1 = 2M
ω +M∥p∥L.

Introduce the notation
v1(t)

def
= v(t+ ω) for t ∈ R.

Since the function v1 is a solution of the equation (1.26), there is a c ∈ R such that
v′1(t)v(t)− v1(t)v

′(t) = c for t ∈ R. (1.31)

Hence,
(
v1(t)
v(t)

)′
= c

v2(t) for t ≥ 0 and thus

v1(t)

v(t)
=
v1(0)

v(0)
+ c

t∫
0

1

v2(s)
ds for t ≥ 0. (1.32)

Suppose that c < 0. Then it follows from (1.32), in view of (1.27), that
v1(t)

v(t)
≤ v1(0)

v(0)
− |c|
M2

t for t ≥ 0,

which contradicts first inequality in (1.27).
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Let now c > 0. Then it follows from (1.32), in view of (1.27), that

M ≥ v1(t) ≥
(v1(0)
v(0)

+
c t

M2

)
v(t) for t ≥ 0.

Hence
lim

t→+∞
v(t) = 0. (1.33)

Now we get from (1.31), in view of (1.30) and (1.33) that c = 0, which contradicts our assumption.
Thus we have proved that c = 0, which together with (1.32) implies (1.28). �

2. On the Set D(ω)

Proposition 2.1. D(ω) = D(ω).

Proof. Suppose the contrary, let D(ω) ̸= D(ω). Then there exist p ∈ D(ω), α ∈ [0, ω[ , and β ∈
]α, α+ ω[ such that the problem

u′′ = p(t)u; u(α) = 0, u(β) = 0

possesses a nontrivial solution u such that
u(t) > 0 for t ∈ ]α, β[ .

Clearly,
u′(α) > 0 (2.1)

and there exists β0 ∈ ]β, α+ ω[ such that u(β0) < 0.
On the other hand, there is a sequence {pn}+∞

n=1 ⊂ D(ω) such that
lim

n→+∞
∥pn − p∥L = 0. (2.2)

For any n ∈ N consider on [α, α+ ω] the Cauchy problem
v′′ = pn(t)v; v(α) = 0, v′(α) = u′(α)

and denote its solution by vn. In view of (2.1) it is clear that
vn(t) > 0 for t ∈ ]α, α+ ω[ n ∈ N. (2.3)

Let now ε ∈]0,−u(β0)[ . Then, by virtue of (2.2) and well-posedness of the Cauchy problem there
exists n0 ∈ N such that

|vn(t)− u(t)| < ε for t ∈ [α, α+ ω], n > n0.

Consequently, vn(β0) < u(β0) + ε < 0 for n > n0, which contradicts (2.3). �
Proposition 2.2. Let p ∈ Lω. Then the inclusion p ∈ IntD(ω) holds if and only if the problem

u′′ = p(t)u; u(α) = 0, u(β) = 0 (2.4)
has no nontrivial solution for any α < β satisfying β − α ≤ ω.
Proof. Denote by A the set of p ∈ Lω such that the problem (2.4) has no nontrivial solution for any
α < β satisfying β − α ≤ ω.

Let p ∈ IntD(ω) and p ̸∈ A. Then there is a α ∈ [0, ω[ such that the problem
u′′ = p(t)u; u(α) = 0, u(α+ ω) = 0

possesses a solution u and
u(t) > 0 for t ∈]α, α+ ω[ .

Clearly,
u′(α+ ω) < 0. (2.5)

Since p ∈ IntD(ω), there is a δ > 0 such that p− δ ∈ D(ω). Let v be a solution of the problem
v′′ =

(
p(t)− δ

)
v; v(α) = 0, v′(α) = 1.

Clearly,
v(t) > 0 for t ∈ ]α, α+ ω[
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and, consequently,
v(α+ ω) ≥ 0. (2.6)

On the other hand,(
u′(t)v(t)− u(t)v′(t)

)′
= δu(t)v(t) > 0 for t ∈ ]α, α+ ω[ .

Integrating the latter inequality on [α, α+ ω] we get

u′(α+ ω)v(α+ ω) > 0,

which contradicts (2.5) and (2.6). Therefore, we have proved that IntD(ω) ⊆ A.
Let now p ∈ A and p ̸∈ IntD(ω). Then there is a sequence {pn}+∞

n=1 ⊂ Lω such that pn ̸∈ D(ω) for
n ∈ N and

lim
n→+∞

∥pn − p∥L = 0. (2.7)

Hence, for some αn ∈ [0, ω[ and βn ∈ ]αn, αn + ω[ the problem

u′′ = pn(t)u; u(αn) = 0, u(βn) = 0

possesses a nontrivial solution un. Suppose without loss of generality that

lim
n→+∞

αn = α, lim
n→+∞

βn = β. (2.8)

Clearly, α ∈ [0, ω] and β ∈ [α, ω].
Let vn is a solution of the Cauchy problem

v′′ = pn(t)v; v(αn) = 0, v′(αn) = 1.

Clearly, vn(t) = 1
u′
n(a)

un(t) and, consequently,

vn(βn) = 0 for n ∈ N. (2.9)

In view of (2.7), (2.8) and well-posedness of the Cauchy problem we get

lim
n→+∞

v(i)n (t) = v(i)(t) uniformly on [0, 2ω], i = 0, 1, (2.10)

where v is a solution of the Cauchy problem

v′′ = p(t)v; v(α) = 0, v′(α) = 1.

Since vn(αn) = 0 and vn(βn) = 0, there is a ξn ∈ ]αn, βn[ such that v′n(ξn) = 0. Hence, β > α,
since otherwise, on account of (2.10), we get the contradiction v′(α) = 0. On the other hand, (2.9)
and (2.10) imply v(β) = 0. Therefore, v is a nontrivial solution of the equation v′′ = p(t)v satisfying
v(α) = 0 and v(β) = 0, where α < β and β − α ≤ ω. However, this contradicts our assumption that
p ∈ A. Therefore, we have proved that A ⊆ IntD(ω) as well. �

Proposition 2.3. Let p ∈ Lω. Then the inclusion p ∈ ∂D(ω) holds if and only if the problem (2.4)
has no nontrivial solution for any α < β satisfying β − α < ω and there is a α0 ∈ [0, ω[ such that the
problem

u′′ = p(t)u; u(α0) = 0, u(α0 + ω) = 0

has a nontrivial solution.

Proof. The assertion follows immediately from Proposition 2.1 and 2.2, and the formula ∂D(ω) =

D(ω) \ IntD(ω). �

Proposition 2.4. Let p ∈ ∂D(ω). Then the problem (1.1) has no nontrivial solution.

Proof. The assertion of the proposition follows immediately from Proposition 2.3 and Sturm’s sepa-
ration theorem. �
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Proposition 2.5. Let p ∈ D(ω) (p ∈ IntD(ω)). Then for any α < β and u ∈ AC′([α, β]) satisfying
β − α < ω (β − α ≤ ω) and

u′′(t) ≥ p(t)u(t) for t ∈ [α, β], (2.11)
u(α) ≤ 0, u(β) ≤ 0, (2.12)

the inequality
u(t) ≤ 0 for t ∈ [α, β]

holds.

Proof. Suppose the contrary, let the assertion of the proposition is violated. Then there are p ∈ D(ω)
(p ∈ IntD(ω)), α < β, and u ∈ AC′([α, β]) such that β − α < ω (β − α ≤ ω), (2.11) is fulfilled and

u(t) > 0 for t ∈ ]α, β[ , u(α) = 0, u(β) = 0.

It is clear that
u′(β) ≤ 0. (2.13)

Moreover, either u′(β) < 0 or
u′(β) = 0 and mes

{
t ∈ [α, β] : u′′(t) > p(t)u(t)

}
> 0. (2.14)

Let v is a solution of the problem
v′′ = p(t)v; v(α) = 0, v′(α) = 1.

The inclusion p ∈ D(ω) (p ∈ IntD(ω)) implies that
v(t) > 0 for t ∈ ]α, α+ ω[

(
v(t) > 0 for t ∈ ]α, α+ ω]

)
. (2.15)

On the other hand, it is clear that(
u′(t)v(t)− u(t)v′(t)

)′
= v(t)

(
u′′(t)− p(t)u(t)

)
for t ∈ [α, β].

Integration of the latter equality on [α, β] results in

u′(β)v(β) =

β∫
α

v(s)
(
u′′(s)− p(s)u(s)

)
ds. (2.16)

Hence, in view of (2.11) and (2.15) we get that u′(β) ≥ 0 which, together with (2.13), implies that
(2.14) is fulfilled. However, (2.14) and (2.15) contradicts (2.16). �

Proposition 2.6. Let p ∈ Lω. Then the inclusion p ∈ IntD(ω) holds if and only if for any α ∈ [0, ω[
there exists γα ∈ AC′([α, α+ ω]) satisfying

γ′′α(t) ≤ p(t)γα(t) for t ∈ [α, α+ ω], (2.17)
γα(t) > 0 for t ∈ ]α, α+ ω[ , (2.18)

and
γα(α) + γα(α+ ω) + mes

{
t ∈ [α, α+ ω] : γ′′α(t) < p(t)γα(t)

}
> 0. (2.19)

Proof. Let p ∈ IntD(ω) and α ∈ [0, ω[ . By virtue of Proposition 2.2, the problem
u′′ = p(t)u; u(α) = 0, u(α+ ω) = 0

has no nontrivial solution. Therefore, by virtue of Fredholm’s alternative, the problem
γ′′ = p(t)γ; γ(α) = 1, γ(α+ ω) = 1

possesses a (unique) solution γα. Clearly, (2.17) and (2.19) hold. It is also evident that min{γα(t) :
t ∈ [α, α + ω]} ≠ 0 because otherwise there is a t0 ∈ ]α, α + ω[ such that γα(t0) = 0, γ′α(t0) = 0 and
therefore γα ≡ 0.

Suppose that min{γα(t) : t ∈ [α, α+ ω]} < 0. Then there are α0 ∈ ]α, α+ ω[ and β0 ∈ ]α0, α0 + ω[
such that γα(α0) = 0 and γα(β0) = 0, which contradicts the assumption p ∈ IntD(ω). Thus the
function γα satisfies (2.18) as well.
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Let now for any α ∈ [0, ω[ there is a γα ∈ AC′([α, α+ω]) satisfying (2.17)–(2.19) and p ̸∈ IntD(ω).
Then, by virtue of Proposition 2.2, there are α ∈ [0, ω[ , β ∈ ]α, α+ ω] and u ∈ AC′([α, β]) such that

u′′(t) = p(t)u(t) for t ∈ [α, β], u(α) = 0, u(β) = 0,

u(t) > 0 for t ∈ ]α, β[ . (2.20)
It is clear that,

u′(α) > 0, u′(β) < 0. (2.21)
On the other hand,(

u′(t)γα(t)− u(t)γ′α(t)
)′

= u(t)
(
p(t)γα(t)− γ′′α(t)

)
for t ∈ [α, β].

Integration of this inequality on [α, β] results in

u′(β)γα(β)− u′(α)γα(α) =

β∫
α

u(s)
(
p(s)γα(s)− γ′′α(s)

)
ds. (2.22)

Hence, in view of (2.17), (2.20), and (2.21), we get γα(α) = 0, γα(β) = 0. Taking, moreover, into
account (2.18) we get that β = α+ ω. Thus

γα(α) = 0, γα(α+ ω) = 0,

α+ω∫
α

u(s)
(
p(s)γα(s)− γ′′α(s)

)
ds = 0

which, together with (2.19) and (2.20), yields the contradiction 0 > 0. �

Lemma 2.7. Let p ∈ D(ω) and u be a solution of the problem
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω), (2.23)

where q ∈ Lω and
q(t) ≥ 0 for t ∈ R. (2.24)

Then either u(t) ≥ 0 for t ∈ R or u(t) ≤ 0 for t ∈ R. If, moreover, q ̸≡ 0 then either u(t) > 0 for
t ∈ R or u(t) < 0 for t ∈ R.

Proof. Let u be a solution of (2.23) and
max

{
u(t) : t ∈ [0, ω]

}
> 0, min

{
u(t) : t ∈ [0, ω]

}
< 0.

Then there are α ∈ [0, ω[ and β ∈ ]α, α+ ω[ such that
u(α) = 0, u(β) = 0, (2.25)
u(t) > 0 for t ∈ ]α, β[ . (2.26)

In view of (2.24) and (2.25), it follows from Proposition 2.5 that u(t) ≤ 0 for t ∈ [α, β], which
contradicts (2.26). Therefore, either u(t) ≥ 0 for t ∈ R or u(t) ≤ 0 for t ∈ R.

Suppose, moreover, that q ̸≡ 0 and there is a t0 ∈ [0, ω[ such that u(t0) = 0. Then, in view of the
above-proved we get that u′(t0) = 0 as well. However, u is an ω-periodic function and therefore

u(t0) = 0 = u(t0 + ω), u′(t0) = 0 = u′(t0 + ω). (2.27)
Let v be a solution of the problem

v′′ = p(t)v; v(t0) = 0, v′(t0) = 1.

Since p ∈ D(ω), we get v(t) > 0 for t ∈ ]t0, t0 + ω[ . Consequently,
t0+ω∫
t0

q(s)v(s)ds > 0. (2.28)

On the other hand, clearly(
u′(t)v(t)− u(t)v′(t)

)′
= q(t)v(t) for t ∈ [t0, t0 + ω].



16 Alexander Lomtatidze

Integrating the latter equality on [t0, t0+ω] and taking (2.27) into account, we get
t0+ω∫
t0

q(s)v(s) ds = 0

which contradicts (2.28). Therefore, either u(t) > 0 for t ∈ R or u(t) < 0 for t ∈ R. �

Lemma 2.8. Let p ∈ ∂D(ω), q ∈ Lω satisfy (2.24), and q ̸≡ 0. Let, moreover, u be a solution of the
problem (2.23). Then u(t) > 0 for t ∈ R.

Proof. By virtue of Proposition 2.1 and Lemma 2.7 either u(t) > 0 for t ∈ R or
u(t) < 0 for t ∈ R. (2.29)

Suppose that (2.29) is fulfilled. Then it is clear that the function γα(t)
def
= −u(t) for t ∈ [α, α+ω] and

α ∈ [0, ω[ satisfies (2.17)–(2.19). Therefore, by virtue of Proposition 2.6, we get p ∈ IntD(ω), which
contradicts the assumption p ∈ ∂D(ω). �

3. On a Sequence of Periodic Problems

First of all we recall that a linear periodic problem is well-posed. More precisely, consider the
problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω), (3.1)
and a sequence of the problems

u′′ = pn(t)u+ qn(t); u(0) = u(ω), u′(0) = u′(ω), (3.1n)
where p, q ∈ Lω and pn, qn ∈ Lω for n ∈ N.

From the general theory of boundary value problems for the systems of linear equations it follows
that (see [13, Theorem 1.2])

Lemma 3.1. Let the problem (3.1) have a unique solution u. Let, moreover,
sup

{
∥pn∥L : n ∈ N

}
< +∞,

lim
n→+∞

t∫
0

pn(s) ds =
t∫

0

p(s)ds uniformly on [0, ω],

lim
n→+∞

t∫
0

qn(s) ds =
t∫

0

q(s) ds uniformly on [0, ω].

Then there is a n0 ∈ N such that, for any n > n0, the problem (3.1n) has a unique solution un and
lim

n→+∞
∥un − u∥C = 0.

Next proposition immediately follows from Lemma 3.1.

Proposition 3.2. Let the problem (3.1) have a unique solution u. Then for any ε > 0 there exists
δ > 0 such that, for any g, q̃ ∈ Lω satisfying

∥g − p∥L < δ,∣∣∣∣
t∫

0

(
g(s)− q̃(s)

)
ds
∣∣∣∣ < δ for t ∈ [0, ω],

the problem
v′′ = g(t)v + q̃(t); v(0) = v(ω), v′(0) = v′(ω)

has a unique solution v and
∥u− v∥C < ε.

By the standard arguments using in the proof of well-posedness of a periodic boundary value
problem one can show that
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Proposition 3.3. Let
lim

n→+∞
∥pn − p∥L = 0, lim

n→+∞
∥qn − q∥L = 0.

Let, moreover, for any n ∈ N, un be a solution of the problem (3.1n) and the sequence {∥un∥C}+∞
n=1 is

bounded. Then there is a subsequence {unk
}+∞
k=1 such that

lim
k→+∞

u(i)nk
(t) = u(i)(t) uniformly on [0, ω], i = 0, 1,

where u is a solution of the problem (3.1).

4. Some Technical Estimates

Let p ∈ Lω, a ∈ [0, ω[ and p∗ be the number defined by (0.16). Let, moreover,

F1(t)
def
=

t∫
a

s∫
a

[p(ξ)]− dξ ds for t ∈ [a, a+ ω],

F2(t)
def
=

a+ω∫
t

a+ω∫
s

[p(ξ)]− dξ ds for t ∈ [a, a+ ω].

(4.1)

Proposition 4.1. The inequality

F1(t) + F2(t) ≥
p∗

4

∥∥[p]−∥∥2L for t ∈ [a, a+ ω]. (4.2)

is satisfied.

Proof. Set

h1(t)
def
= F1(t)−

p∗

2

( t∫
a

[p(s)]− ds
)2

for t ∈ [a, a+ ω],

h2(t)
def
= F2(t)−

p∗

2

( a+ω∫
t

[p(s)]− ds
)2

for t ∈ [a, a+ ω].

It is clear that, h1(a) = 0, h2(a+ ω) = 0 and

h′1(t) =
(
1− p∗[p(t)]−

) t∫
a

[p(s)]− ds ≥ 0 for t ∈ [a, a+ ω],

h′2(t) =
(
p∗[p(t)]− − 1

) a+ω∫
t

[p(s)]− ds ≤ 0 for t ∈ [a, a+ ω].

Hence,
h1(t) ≥ 0, h2(t) ≥ 0 for t ∈ [a, a+ ω]. (4.3)

On the other hand, in view of the inequality x2 + (c− x)2 ≥ c2

2 for x ∈ [0, c], we get( t∫
a

[p(s)]− ds
)2

+

( a+ω∫
t

[p(s)]− ds
)2

≥ 1

2

∥∥[p]−∥∥2L for t ∈ [a, a+ ω]. (4.4)

Inequality (4.2) now follows from (4.3) and (4.4). �
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Proposition 4.2. Let p ∈ Lω and

I(t)
def
=

ω∫
0

exp
(
2

t∫
s

ℓ(p)(ξ)dξ
)

ds for t ∈ R,

where ℓ(p) is defined by (0.14). Then the estimate

I(t) ≤ eωℓ−1

ℓ
for t ∈ R (4.5)

holds.

Proof. Introduce the notation

h(t, s) = 2

t∫
s

ℓ(p)(ξ) dξ for t, s ∈ R.

Since
ω∫

0

ℓ(p)(ξ) dξ = 0 (4.6)

it is sufficient to prove the validity of (4.5) only for t ∈ [0, ω].
Assume that t ∈ [0, ω/2]. Then it is clear

h(t, s) ≤ 2ℓ(t− s) for s ∈ [0, t],

h(t, s) ≤ 2ℓ(s− t) for s ∈ [t, ω/2 + t].

Moreover, in view of (4.6), clearly

h(t, s) = 2

t∫
0

ℓ(p)(ξ) dξ − 2

s∫
0

ℓ(p)(ξ)dξ = 2

t∫
0

ℓ(p)(ξ)dξ + 2

ω∫
s

ℓ(p)(ξ)dξ

≤ 2ℓ(t+ ω − s) for s ∈ [t+ ω/2, ω].

Hence
t∫

0

eh(t,s) ds ≤ e2ℓt−1

2ℓ
,

t+ω
2∫

t

eh(t,s) ds ≤ eωℓ−1

2ℓ
,

ω∫
t+ω

2

eh(t,s) ds ≤ eωℓ− e2ℓt
2ℓ

and therefore (4.5) is fulfilled for t ∈ [0, ω/2].
Analogously, if t ∈ [ω/2, ω] then

h(t, s) = 2

t∫
0

ℓ(p)(ξ) dξ − 2

s∫
0

ℓ(p)(ξ)dξ

= −2

ω∫
t

ℓ(p)(ξ)dξ − 2

s∫
0

ℓ(p)(ξ)dξ ≤ 2ℓ(ω − t+ s) for s ∈ [0, t− ω/2],

h(t, s) ≤ 2ℓ(t− s) for s ∈ [t− ω/2, t], h(t, s) ≤ 2ℓ(s− t) for s ∈ [t, ω]

and by direct calculation one can verify that (4.5) is fulfilled for t ∈ [ω/2, ω]. �

Proposition 4.3. Let p ∈ Lω, ν ∈ ]0, 1/2[ , and

ω
∥∥[p]+∥∥L <

(1− ν)(1− 2ν)

ν2
.

Let, moreover, a ∈ [0, ω] and v be a solution of the equation
v′′ = p(t)v (4.7)

satisfying
v(t) > 0 for t ∈ ]a, a+ ω[ .
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Then
a+ω∫
a

1

[v(s)]
ν

1−ν
ds ≤ ω

∥v∥
ν

1−ν

C([a,a+ω])

r, (4.8)

where
r

def
= (1− ν)

(
(1− ν)2 − ν

√
(1− ν)2 + (1− ν)ω

∥∥[p]+∥∥L

)−1

.

Proof. First of all mention that

lim
t→a+

t− a

[v(t)]
ν

1−ν
= 0, lim

t→(a+ω)−

a+ ω − t

[v(t)]
ν

1−ν
= 0. (4.9)

Choose c ∈ [a, a+ ω] such that
v(c) = ∥v∥C([a,a+ω]).

It is clear that, either
c ̸= a and v′(c) ≥ 0, (4.10)

or
c ̸= a+ ω and v′(c) ≤ 0.

Suppose that c ̸= a. Introduce the notations

I
def
=

c∫
a

1

[v(s)]
ν

1−ν
ds, A

def
=

c∫
a

(s− a)|v′(s)|
[v(s)]

1
1−ν

ds,

B
def
=

c∫
a

(s− a)2[v′(s)]2

[v(s)]
2−ν
1−ν

ds.

By virtue of Hölder’s inequality, we have
A2 ≤ IB. (4.11)

In view of (4.9), clearly

I ≤ c− a

∥v∥
ν

1−ν

C([a,a+ω])

+
ν

1− ν
A. (4.12)

Multiplying both sides of (4.7) by (t−a)2

[v(t)]
1

1−ν
and integrating it on [a, c], we get

(c− a)2v′(c)

∥v∥
1

1−ν

C([a,a+ω])

−
c∫
a

v′(s)

(
2(s− a)

[v(s)]
1

1−ν

− (s− a)2v′(s)

(1− ν)[v(s)]
2−ν
1−ν

)
ds =

c∫
a

(s− a)2

[v(s)]
ν

1−ν
p(s)ds.

Hence,on account of (4.10), we have

1

1− ν
B ≤ 2A+

c∫
a

(s− a)2

[v(s)]
ν

1−ν
[p(s)]+ ds. (4.13)

It is clear that,
c∫
a

(s− a)2

[v(s)]
ν

1−ν
[p(s)]+ ds

=
1

∥v∥
ν

1−ν

C([a,a+ω])

c∫
a

(s− a)2[p(s)]+ ds+ ν

1− ν

c∫
a

v′(s)

[v(s)]
1

1−ν

( s∫
a

(ξ − a)2[p(ξ)]+ dξ
)

ds

≤
( c− a

∥v∥
ν

1−ν

C([a,a+ω])

+
ν

1− ν
A
)
ω
∥∥[p]+∥∥L. (4.14)
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It follows from (4.11), by virtue of (4.12)–(4.14), that

A2 ≤
(

ν

1− ν
A+

c− a

∥v∥
ν

1−ν

C([a,a+ω])

)[(
2− 2ν + νω

∥∥[p]+∥∥L
)
A+

(1− ν)(c− a)

∥v∥
ν

1−ν

C([a,a+ω])

ω
∥∥[p]+∥∥L

]
and, consequently,

A ≤ 1− ν

(1− ν)(1− 2ν)− ν2ω
∥∥[p]+∥∥L

×
(
1− ν + νω

∥∥[p]+∥∥L +
√
(1− ν)2 + (1− ν)ω

∥∥[p]+∥∥L

) c− a

∥v∥
ν

1−ν

C([a,a+ω])

.

The latter inequality, together with (4.12), results in

I ≤ c− a

∥v∥
ν

1−ν

C([a,a+ω])

1− ν

(1− ν)2 − ν
√
(1− ν)2 + (1− ν)ω

∥∥[p]+∥∥L

.

Thus we have proved that
c∫
a

1

[v(s)]
ν

1−ν
ds ≤ c− a

∥v∥
ν

1−ν

C([a,a+ω])

r if c ̸= a.

Analogously, one can show that
a+ω∫
c

1

[v(s)]
ν

1−ν
ds ≤ a+ ω − c

∥v∥
ν

1−ν

C([a,a+ω])

r if c ̸= a+ ω.

Clearly, the latter two inequalities imply (4.8). �

The next proposition is an analog of the well-known Gronwall–Bellman lemma.

Proposition 4.4. Let v ∈ C([0, ω];R), a ∈ [0, ω], λ ∈ ]0, 1[ , and µ > 0 be such that

0 ≤ v(t) ≤ µ

∣∣∣∣
t∫
a

vλ(s)ds
∣∣∣∣ for t ∈ [0, ω]. (4.15)

Then
v(t) ≤

[
(1− λ)µ

] 1
1−λ |t− a|

1
1−λ for t ∈ [0, ω]. (4.16)

Proof. Let ε > 0 is arbitrary and w(t) def
= ε+µ|

t∫
a

vλ(s) ds| for t ∈ [0, ω]. It is clear that, w ∈ AC([0, ω])

and
w′(t) sgn(t− a) = µvλ(t) for t ∈ [0, ω].

Hence, in view of (4.15), we get that

w′(t) sgn(t− a) ≤ µwλ(t) for t ∈ [0, ω].

Therefore,
1

1− λ

(
w1−λ(t)− ε1−λ

)
≤ µ|t− a| for t ∈ [0, ω]

and, consequently,
v(t) ≤

[
(1− λ)µ|t− a|+ ε1−λ

] 1
1−λ for t ∈ [0, ω].

Since ε > 0 was arbitrary, the latter inequality implies (4.16). �
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5. Efficient Conditions for Inclusion p ∈ IntD(ω)

Remark 5.1. It is well known that, for any ω > 0, there is a (best) constant k∗(ω) such that, for
any a ∈ R and v ∈ AC′([a, a+ ω]) satisfying v(a) = 0 and v(a+ ω) = 0, the inequality

a+ω∫
a

v4(t)dt ≤ k∗(ω)

( a+ω∫
a

(
v′(t)

)2 dt
)2

(5.1)

holds (see, e. g., [2, 22]). It is also known that

1

k∗(ω)
=

π2

12ω3

(
Γ( 14 )

Γ( 34 )

)4

or alternatively 1

k∗(ω)
=

64

3ω3
χ4,

where Γ is a Gamma function of Euler and χ
def
=

1∫
0

ds√
1−s4 .

Proposition 5.2. Let p ∈ Lω, [p]2− ∈ Lω, and

k∗(ω)
∥∥[p]2−∥∥L < 1. (5.2)

Then p ∈ IntD(ω).

One can prove Proposition 5.2 using inequality (5.1). Proof based on elementary arguments can
be found in [12]. Mention also that the inequality (5.2) is optimal in Proposition 5.2 and cannot be
weaken to k∗(ω)

∥∥[p]2−∥∥L ≤ 1 (see Lemmas 2.1 and 2.2 in [12]).

Proposition 5.3. Let p ∈ Lω be such that∥∥[p]−∥∥L ≤ 4

ω
+
p∗

4ω

∥∥[p]−∥∥2L, (5.3)

where the number p∗ is defined by (0.16). Then p ∈ IntD(ω).

Proof. Let a ∈ [0, ω[ and

Ia(t)
def
= (a+ ω − t)

t∫
a

(s− a)[p(s)]− ds+ (t− a)

a+ω∫
t

(a+ ω − s)[p(s)]− ds

for t ∈ [a, a+ ω]. It is proved in [18, Theorem 1.1] that if

sup
{
Ia(t) : t ∈ [a, a+ ω]

}
≤ ω (5.4)

then any nontrivial solution of the equation u′′ = p(t)u has at most one zero in [a, a+ ω]. Therefore,
if (5.4) is fulfilled for any a ∈ [0, ω[ then p ∈ IntD(ω) (see Proposition 2.2). Now we show that (5.3)
implies that (5.4) is fulfilled for any a ∈ [0, ω[ . Clearly,

Ia(t) = (a+ ω − t)(t− a)
∥∥[p]−∥∥L − (a+ ω − t)F1(t)− (t− a)F2(t)

≤ (t− a)(a+ ω − t)
(∥∥[p]−∥∥L − 1

ω

(
F1(t) + F2(t)

))
for t ∈ [a, a+ ω],

where the functions F1 and F2 are defined by (4.1). Hence, in view of Proposition 4.1, we get

Ia(t) ≤
ω2

4

(∥∥[p]−∥∥L − p∗

4ω

∥∥[p]−∥∥2L) for t ∈ [a, a+ ω]

which, together with (5.3), implies (5.4). �
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6. On the Set IntD(ω)

Let p ∈ IntD(ω). Then, in view of Proposition 2.2 and Fredholm’s first theorem, for any a ∈ [0, ω[
and q ∈ Lω the problem

u′′ = p(t)u+ q(t); u(a) = 0, u(a+ ω) = 0 (6.1)
possesses a unique solution u. Let Ωa : L([a, a + ω]) → C([a, a + ω];R) is a Green’s operator of the
problem (6.1), i.e.,

Ωa(q)(t)
def
= u(t) for t ∈ [a, a+ ω].

It is known that Ωa is a bounded linear operator (this actually follows from well-posedness of Dirichlet
problem). Denote by ∥Ωa∥ the norm of the operator Ωa and set

A
def
=
{
∥Ωa∥ : a ∈ [0, ω]

}
.

Proposition 6.1. Let p ∈ IntD(ω). Then the set A is bounded.

Proof. Suppose the contrary, let the set A be unbounded from above. Then, for any n ∈ N, there are
an ∈ [0, ω[ and qn ∈ Lω such that

∥qn∥L ≤ 1 (6.2)
and

∥vn∥C ≥ n, (6.3)
where vn ∈ AC′([an, an + ω]) is a solution of the problem

v′′n = p(t)vn + qn(t); vn(an) = 0, vn(an + ω) = 0.

Assume without loss of generality that
lim

n→+∞
an = a0, (6.4)

where a0 ∈ [0, ω]. Put

ṽn(t) =
1

∥vn∥C
vn(t), q̃n(t) =

1

∥vn∥C
qn(t) for t ∈ [an, an + ω], n ∈ N.

Clearly,
∥ṽn∥C = 1, lim

n→+∞
∥q̃n∥L = 0, (6.5)

and for any n ∈ N
ṽ′′n(t) = p(t)ṽn(t) + q̃n(t) for t ∈ [an, an + ω],

ṽn(an) = 0, ṽn(an + ω) = 0.
(6.6)

Moreover, for any n ∈ N, there is a tn ∈ [an, an + ω] such that ṽ′n(tn) = 0. Hence, in view of (6.2),
(6.3), and (6.6), we get

|ṽ′n(t)| =
∣∣∣∣

t∫
tn

ṽ′′n(s)ds
∣∣∣∣ ≤

an+ω∫
an

|ṽ′′n(s)| ds ≤ ∥p∥L +
1

n
for t ∈ [an, an + ω], n ∈ N. (6.7)

Introduce the notation ˜̃vn(t) = {ṽn(t) for t ∈ [an, an + ω],

0 for t ∈ [0, 2ω] \ [an, an + ω].

In view of (6.5) and (6.7), the sequence {˜̃vn}+∞
n=1 is uniformly bounded and equicontinuous on [0, 2ω].

Hence, by virtue of the Arzelá–Ascoli lemma we can assume without loss of generality that

lim
n→+∞

˜̃vn(t) = v0(t) uniformly on [0, 2ω], (6.8)

where v0 ∈ C([0, 2ω];R). It is clear that,
v0(a0) = 0, v0(a0 + ω) = 0, and ∥v0∥C = 1. (6.9)
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On the other hand, in view of (6.6), we have

ṽn(t) = − 1

ω

[
(an + ω − t)

t∫
an

(s− an)
(
p(s)ṽn(s) + q̃n(s)

)
ds

+ (t− an)

an+ω∫
t

(an + ω − s)
(
p(s)ṽn(s) + q̃n(s)

)
ds
]

for t ∈ [an, an + ω].

Hence, on account of (6.4), (6.5), and (6.8), we get

v0(t) = − 1

ω

[
(a0 + ω − t)

t∫
a0

(s− a0)p(s)v0(s)ds

+ (t− a0)

a0+ω∫
t

(a0 + ω − s)p(s)v0(s) ds
]

for t ∈ [a0, a0 + ω].

Thus v0 ∈ AC′([a0, a0 + ω]) and
v′′0 (t) = p(t)v0(t) for t ∈ [a0, a0 + ω].

However the latter equality, together with (6.9), contradicts the assumption p ∈ IntD(ω) (see Propo-
sition 2.2). �

Introduce the definition

Definition 6.2. Let p ∈ IntD(ω). Set

ρ0(p)
def
= sup

{
∥Ωa∥ : a ∈ [a, a+ ω]

}
,

where Ωa is defined as above.

Remark 6.3. Let p ≡ Const. and p ∈
]
− π2

ω2 , 0
[

. Then, by direct calculation one can easily show
that

ρ0(p) ≤
ω2
√

|p|
4 sin(ω

√
|p|)

.

Remark 6.4. In view of Proposition 6.1, the number ρ0(p) is finite and, for any a ∈ [0, ω] and
q ∈ L([a, a+ ω]), the (unique) solution v of the problem (6.1) satisfies the estimate

|v(t)| ≤ ρ0(p)∥q∥L for t ∈ [a, a+ ω].

Bellow we will establish some estimates of the number ρ0(p). First of all mention that, by virtue
of Proposition 2.5, if p ∈ IntD(ω) then the operator Ωa is nonpositive, i.e., transforms the set of
nonnegative functions to the set of nonpositive functions. Therefore,

∥Ωa∥ = sup
{
∥Ωa(q)∥C : q(t) ≤ 0 for t ∈ [a, a+ ω], ∥q∥L ≤ 1

}
. (6.10)

Proposition 6.5. Let p ∈ Lω and ∥∥[p]−∥∥L <
4

ω
+
p∗

4ω

∥∥[p]−∥∥2L, (6.11)

where p∗ is defined by (0.16). Then

ρ0(p) ≤
[ 4
ω

+
p∗

4ω

∥∥[p]−∥∥2L −
∥∥[p]−∥∥L

]−1

. (6.12)

Proof. In view of (6.11) and Proposition 5.3, we have −[p]− ∈ IntD(ω). On account of Proposition 2.6,
we easily get that p ∈ IntD(ω) as well. Let a ∈ [0, ω[ be arbitrary and let u ∈ AC′([a, a + ω]) be
a solution of the problem (6.1), where q ∈ L([a, a+ ω]),

q(t) ≤ 0 for t ∈ [a, a+ ω], ∥q∥L ≤ 1. (6.13)
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On account of Proposition 2.5 we have

u(t) ≥ 0 for t ∈ [a, a+ ω]. (6.14)

By direct calculation one can verify that

u(t) = − 1

ω

[
(a+ ω − t)

t∫
a

(s− a)
(
p(s)u(s) + q(s)

)
ds

+ (t− a)

a+ω∫
t

(a+ ω − s)
(
p(s)u(s) + q(s)

)
ds
]

for t ∈ [a, a+ ω].

Hence, in view of (6.13) and (6.14) we get

0 ≤ u(t) ≤ ω

4
+

∥u∥C
ω

I(t) for t ∈ [a, a+ ω], (6.15)

where

I(t)
def
= (a+ω−t)

t∫
a

(s−a)[p(s)]− ds+(t−a)
a+ω∫
t

(a+ω−s)[p(s)]− ds for t ∈ [a, a+ ω].

It is clear that,

I(t) = (t− a)(a+ ω − t)
∥∥[p]−∥∥L − (a+ ω − t)F1(t)− (t− a)F2(t)

≤ (t− a)(a+ ω − t)
(∥∥[p]−∥∥L − 1

ω

(
F1(t) + F2(t)

))
for t ∈ [a, a+ ω],

where the functions F1 and F2 are defined by (4.1). Hence, by virtue of Proposition 4.1 we get

I(t) ≤ ω2

4

(∥∥[p]−∥∥L − p∗

4ω

∥∥[p]−∥∥2L) for t ∈ [a, a+ ω].

The latter inequality together with (6.11) and (6.15) imply that

∥u∥C ≤
[ 4
ω

+
p∗

4ω

∥∥[p]−∥∥2L −
∥∥[p]−∥∥L

]−1

,

which, in view of (6.10), leads to the desired estimate (6.12). �

Proposition 6.6. Let p ∈ Lω, [p]2− ∈ Lω, and

k∗(ω)
∥∥[p]2−∥∥L < 1, (6.16)

where k∗(ω) is a number appearing in Remark 5.1. Then

ρ0(p) ≤
ω

4

(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

. (6.17)

Proof. In view of (6.16) we have −[p]− ∈ IntD(ω) (see Proposition 5.2). Hence, on account of
Proposition 2.6, we get p ∈ IntD(ω) as well. Let a ∈ [0, ω[ be arbitrary and let u ∈ AC′([a, a+ω]) be
a solution of the problem (6.1), where q ∈ L([a, a+ω]) satisfies (6.13). On account of Proposition 2.5,
we have that (6.14) holds.

Multiplying both sides of (6.1) by u and integrating it on [a, a+ ω] we get
a+ω∫
a

[
u′(s)

]2 ds = −
a+ω∫
a

p(s)u2(s) ds−
a+ω∫
a

q(s)u(s)ds

which, together with (6.13) and (6.14), results in
a+ω∫
a

[
u′(s)

]2 ds ≤
a+ω∫
a

[p(s)]−u
2(s)ds+ ∥u∥C . (6.18)
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By virtue of Hölder’s inequality and Remark 5.1, we have( a+ω∫
a

[p(s)]−u
2(s)ds

)2

≤
a+ω∫
a

[p(s)]2− ds
a+ω∫
a

u4(s)ds ≤ k∗(ω)
∥∥[p]2−∥∥L

( a+ω∫
a

[
u′(s)

]2 ds
)2

which, together with (6.16) and (6.18), implies
a+ω∫
a

[
u′(s)

]2 ds ≤
(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

∥u∥C . (6.19)

Let now t0 ∈ ]a, a+ω[ be such that u(t0) = ∥u∥C . Then, by virtue of Hölder’s inequality we obtain

∥u∥2C =

( t0∫
a

u′(s)ds
)2

≤ (t0 − a)

t0∫
a

[
u′(s)

]2 ds,

∥u∥2C =

( a+ω∫
t0

u′(s) ds
)2

≤ (a+ ω − t0)

a+ω∫
t0

[
u′(s)

]2 ds.

Hence, using the inequality 4xy ≤ (x+ y)2 we get

∥u∥2C ≤ ω

4

a+ω∫
a

[
u′(s)

]2 ds,

which, together with (6.19), implies that

∥u∥C ≤ ω

4

(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

.

Taking now (6.10) into account we get that the desired estimate (6.17) is fulfilled. �
Let now again p ∈ IntD(ω) and a ∈ [0, ω]. Then, in view of Proposition 2.2 and Fredholm’s first

theorem the problem
u′′ = p(t)u; u(a) = 1, u(a+ ω) = 1 (6.20)

possesses a unique solution ua and
ua(t) > 0 for t ∈ [a, a+ ω]. (6.21)

Introduce the notation
ν∗(p)

def
= sup

{
∥ua∥C : a ∈ [0, ω]

}
. (6.22)

Remark 6.7. By direct calculation one can easily verify that if p ≡ Const. and p ∈
]
− π2

ω2 , 0
]

then
ν∗(p) = 1

cos ω
√

|p|
2

.

Proposition 6.8. Let p ∈ IntD(ω). Then
ν∗(p) ≤ 1 + ρ0(p)

∥∥[p]−∥∥L. (6.23)

Proof. Let a ∈ [0, ω[ be arbitrary, ua be a solution of the problem (6.20), and let va be a solution of
the problem

v′′ = p(t)v − [p(t)]−; v(a) = 0, v(a+ ω) = 0.

Put w(t) def
= ua(t)− va(t)− 1 for t ∈ [a, a+ ω]. It is clear that,

w′′(t) = p(t)w(t) + [p(t)]+ for t ∈ [a, a+ ω],

w(a) = 0, w(a+ ω) = 0.

Hence, by virtue of Proposition 2.5, we get that w(t) ≤ 0 for t ∈ [a, a+ ω]. Consequently,
ua(t) ≤ 1 + va(t) for t ∈ [a, a+ ω].

Taking now (6.21) and Remark 6.4 into account, we get
∥ua∥C ≤ 1 + ρ0(p)

∥∥[p]−∥∥L
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which, together with (6.22), implies (6.23). �

Recall that the numbers p and ℓ are defined by (0.11) and (0.15), respectively.

Proposition 6.9. Let p ∈ Lω and

ℓ2
(
1− π2

(eωℓ−1)2

)
< p < ℓ2. (6.24)

Then p ∈ IntD(ω) and

ν∗(p) ≤ eωℓ
1− c0

, (6.25)

where c0
def
= eωℓ −1

πℓ

√
ℓ2 − p .

Proof. First of all mention that, by virtue of the first inequality in (6.24), c0 < 1. Put

p0(t)
def
= p(t)− p+ ℓ2(p)(t), u0(t)

def
= e

t∫
0

ℓ(p)(s) ds
for t ∈ [0, ω].

It is clear that, p0 ∈ Lω, u0(t+ ω) = u0(t) for t ∈ R,

u0(t) < eωℓ for t ∈ R, (6.26)

and
u′′0(t) = p0(t)u0(t) for t ∈ R. (6.27)

Moreover, it follows from Proposition 4.2 that

u20(t)

ω∫
0

1

u20(s)
ds ≤ eωℓ−1

ℓ
for t ∈ R. (6.28)

Let a ∈ [0, ω[ and

λ0
def
= c0π

( ω∫
0

1

u20(s)
ds
)−1

,

φa(t)
def
=

1

sin c0π

[
sin
(
λ0

t∫
a

1

u20(s)
ds
)
+ sin

(
λ0

a+ω∫
t

1

u20(s)
ds
)]

for t ∈ [a, a+ ω]. One can easily verify that

0 < φa(t) ≤
1

cos c0π2
<

1

1− c0
for t ∈ [a, a+ ω] (6.29)

and
φ′′
a(t) = − λ20

u40(t)
φa(t)− 2ℓ(p)(t)φ′

a(t) for t ∈ [a, a+ ω],

φa(a) = 1, φa(a+ ω) = 1.

(6.30)

Let now
va(t)

def
= u0(t)φa(t) for t ∈ [a, a+ ω]. (6.31)

In view of (6.27) and (6.30), we easily get that

v′′a(t) =
(
p0(t)−

λ20
u40(t)

)
va(t) for t ∈ [a, a+ ω], (6.32)

va(a) = 1, va(a+ ω) = 1. (6.33)

On the other hand, by virtue of (6.24) and (6.28), the inequality

p− ℓ2(p)(t) ≥ p− ℓ2 = − c20π
2

(eωℓ−1)
2 ℓ

2 ≥ − λ20
u40(t)

for t ∈ R
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holds. Hence, it follows from (6.32), by virtue of (6.29) and (6.31), that
v′′a(t) ≤ p(t)va(t) for t ∈ [a, a+ ω], (6.34)

va(t) > 0 for t ∈ [a, a+ ω]. (6.35)
Consequently, by virtue of Proposition 2.6, we get that p ∈ IntD(ω).

Let now ua be a solution of the problem
u′′ = p(t)u; u(a) = 1, u(a+ ω) = 1.

Then, in view of (6.33), (6.34), and Proposition 2.5, we get that
ua(t) ≤ va(t) for t ∈ [a, a+ ω].

Hence, on account of (6.26), (6.29), and (6.31), the inequality

ua(t) ≤
eωℓ

1− c0
for t ∈ [a, a+ ω]

holds and, consequently, (6.25) is fulfilled. �
Proposition 6.10. Let p ∈ IntD(ω), q ∈ Lω, and

q(t) ≤ 0 for t ∈ [0, ω], q ̸≡ 0.

Then, for any a ∈ [0, ω], the unique solution u of the problem
u′′ = p(t)u+ q(t); u(a) = 0, u(a+ ω) = 0

satisfies
u(t) > 0 for t ∈ ]a, a+ ω[ . (6.36)

Proof. In view of Proposition 2.5 we have that
u(t) ≥ 0 for t ∈ [0, ω]. (6.37)

Let there is a t0 ∈ ]a, a+ ω[ such that
u(t0) = 0. (6.38)

Then, in view of (6.37), we have
u′(t0) = 0. (6.39)

Denote by u1, resp. u2 solutions of the problems
u′′1 = p(t)u1; u1(a) = 0, u′1(a) = 1, (6.40)
u′′2 = p(t)u2; u2(a+ ω) = 0, u′2(a+ ω) = −1. (6.41)

Since p ∈ IntD(ω), we have
u1(t) > 0 for t ∈ ]a, a+ ω], u2(t) > 0 for t ∈ [a, a+ ω[ . (6.42)

On the other hand, it is clear that(
u′(t)ui(t)− u(t)u′i(t)

)′
= q(t)ui(t) for t ∈ [a, a+ ω], i = 1, 2.

Integrating the latter equalities on [a, t0] and [t0, a+ω], and taking into account (6.38) and (6.39) we
get

t0∫
a

q(s)u1(s)ds = 0,

a+ω∫
t0

q(s)u2(s) ds = 0.

Hence, on account of (6.42) we get q ≡ 0, which contradicts an assumption of the proposition. �
Proposition 6.11. Let p ∈ Lω, p(t) ≥ 0 for t ∈ [0, ω], and p ̸≡ 0. Then, for any a ∈ [0, ω], the
unique solution u of the problem (6.20) satisfies the estimates

ω

u2(a)
< u(t) <

ω

u2(a)
ρ(p) for t ∈ ]a, a+ ω[ , (6.43)

u(t) >
1

ρ(p)
for t ∈ ]a, a+ ω[ , (6.44)

where u2 is a solution of the problem (6.41) and ρ(p) is defined by (0.12).
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Proof. In view of Proposition 2.6 (with γa ≡ 1), clearly p ∈ IntD(ω). Hence, for any a ∈ [0, ω],
the problem (6.20) possesses a unique solution u. Let u1 be a solution of the problem (6.40). Since
p ∈ IntD(ω), it is clear that (6.42) holds. On the other hand, u′1(t)u2(t) − u1(t)u

′
2(t) = Const. and

thus u1(a+ ω) = u2(a). Now it is clear that

u(t) =
1

u2(a)

(
u1(t) + u2(t)

)
for t ∈ [a, a+ ω].

Let us estimate the functions u1 and u2. It follows from (6.40) and (6.41) that

u1(t) = t−a+
t∫
a

(t−s)p(s)u1(s) ds for t∈ [a, a+ ω],

u2(t) = a+ω−t+
a+ω∫
t

(s−t)p(s)u2(s) ds for t∈ [a, a+ ω].

(6.45)

Hence, on account of (6.42) and the conditions p(t) ≥ 0, p ̸≡ 0, we get

u1(t) + u2(t) > ω for t ∈ [a, a+ ω]

and, consequently, the first inequality in (6.43) holds.
On the other hand, by virtue of the inequalities

t− s

t− a
<
a+ ω − s

ω
for s ∈ ]a, t[ ,

s− t

a+ ω − t
<
s− a

ω
for s ∈ ]t, a+ ω[ ,

it follows from (6.45) that

u1(t)

t− a
= 1 +

1

ω

t∫
a

(a+ ω − s)(s− a)p(s)
u1(s)

s− a
ds for t ∈ ]a, a+ ω[ ,

u2(t)

a+ ω − t
= 1 +

1

ω

a+ω∫
t

(a+ ω − s)(s− a)p(s)
u2(s)

a+ ω − s
ds for t ∈ ]a, a+ ω[ .

Hence, by virtue of Gronwall–Bellman’s lemma we get

u1(t) ≤ (t− a) exp
[
ω

4

t∫
a

p(s)ds
]
, u2(t) ≤ (a+ ω − t) exp

[
ω

4

a+ω∫
t

p(s) ds
]

for t ∈ [a, a+ ω]. The latter inequalities, together with the condition p ̸≡ 0, imply that

u1(t) ≤ (t− a)ρ(p), u2(t) ≤ (a+ ω − t)ρ(p) for t ∈ [a, a+ ω] (6.46)

and, for any t ∈ ]a, a+ ω[ , at least one of the previous inequalities is strict. Consequently,

u1(t) + u2(t) < ωρ(p) for t ∈ ]a, a+ ω[

and therefore, the second inequality in (6.43) is fulfilled.
As for the inequality (6.44), it immediately follows from the first inequality in (6.43) and the second

inequality in (6.46). �

Proposition 6.12. Let p ∈ IntD(ω) and [p]− ̸≡ 0. Then, for any a ∈ [0, ω], the unique solution u of
the problem (6.20) satisfies the estimate

u(t) >
1

ρ(p)
for t ∈ ]a, a+ ω[ , (6.47)

where ρ(p) is a number defined by (0.12).
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Proof. Let a ∈ [0, ω] be arbitrary and let u be a solution of the problem (6.20). It is clear that
u(t) > 0 for t ∈ [a, a+ ω]. (6.48)

Denote by v the solution of the problem
v′′ = [p(t)]+v; v(a) = 1, v(a+ ω) = 1

and put w(t) def
= u(t)− v(t) for t ∈ [a, a+ ω]. It is clear that

w′′(t) = [p(t)]+w(t) + q(t) for t ∈ [a, a+ ω],

w(a) = 0, w(a+ ω) = 0,

where q(t) def
= −[p(t)]−u(t) for t ∈ [a, a+ω]. By virtue of (6.48) and the assumption [p]− ̸≡ 0, we have

that
q(t) ≤ 0 for t ∈ [a, a+ ω], q ̸≡ 0.

Taking, moreover, into account that [p]+ ∈ IntD(ω) we get, by virtue of Proposition 6.10 that
u(t) > v(t) for t ∈ ]a, a+ ω[ . (6.49)

If [p]+ ≡ 0 then clearly v ≡ 1 and, consequently, in view of (6.49), the desired estimate (6.47) holds.
If [p]+ ̸≡ 0 then, by virtue of proposition 6.11, we get v(t) > 1

ρ(p) pro t ∈ ]a, a + ω[ which, together
with (6.49), yields the desired estimate (6.47). �

In the next proposition we will establish estimates of the numbers ρ0(p) and ν∗(p) (see Definition 6.2
and (6.22)) in the case when p ∈ V0(ω). It is clear that, V0(ω) ⊂ IntD(ω) and therefore ρ0(p) and
ν∗(p) are defined correctly.

Proposition 6.13. Let p ∈ V0(ω). Then the estimates

ν∗(p) ≤ eω
2

√
p, ρ0(p) ≤

ω

4
eω

√
p (6.50)

are fulfilled, where p is a number defined by (0.11).

Proof. Let a ∈ [0, ω] be fixed and un be a solution of the problem
u′′a = p(t)ua, (6.51)

ua(a) = 1, ua(a+ ω) = 1. (6.52)
Since p ∈ V0(ω), it is clear that ua(t) > 0 for t ∈ [a, a+ ω] and

u′a(a) = u′a(a+ ω) (6.53)
as well. Extend the function ua periodically and denote it by the same letter. Put

ρa(t) =
u′a(t)

ua(t)
for t ∈ R,

Ma = max
{
ua(t) : t ∈ [0, ω]

}
, ma = min

{
ua(t) : t ∈ [0, ω]

}
,

and choose α ∈ [a, a+ ω[ and β ∈ ]α, α+ ω[ such that
ua(α) =Ma, ua(β) = ma.

It is clear that,
ρ′a(t) = p(t)− ρ2a(t) for t ∈ R

and
α+ω∫
α

ρ2a(s) ds = ωp. (6.54)

On the other hand, by virtue of Hölder’s inequality, we have that

ln2 Ma

ma
=

( β∫
α

ρa(s) ds
)2

≤ (β − α)

β∫
α

ρ2a(s)ds
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and

ln2 Ma

ma
=

( α+ω∫
β

ρa(s) ds
)2

≤ (α+ ω − β)

α+ω∫
β

ρ2a(s)ds.

Hence, in view of the inequality 4xy ≤ (x+ y)2 for x, y ∈ R, we get that

ln4 Ma

ma
≤ ω2

16

( α+ω∫
α

ρ2a(s)ds
)2

which, together with (6.54), implies that
Ma

ma
≤ eω

2

√
p . (6.55)

In view of (6.52), we have that ma ≤ 1. Consequently, (6.55) implies that Ma ≤ eω
2

√
p and therefore,

the firs inequality in (6.50) is fulfilled.
Now we will show that the second estimate in (6.50) is fulfilled. Let q ∈ Lω, q(t) ≤ 0 for t ∈ R and

∥q∥L ≤ 1. Denote by u a solution of the problem

u′′ = p(t)u+ q(t); u(a) = 0, u(a+ ω) = 0.

Let, moreover, u1 and u2 be solutions of the problems (6.40) and (6.41), respectively. It is clear that
u(t) > 0 for t ∈ ]a, a+ ω[ . By direct calculations one can easily verify that

u1(t) = ua(t)

t∫
a

1

u2a(s)
ds, u2(t) = ua(t)

a+ω∫
t

1

u2a(s)
ds for t ∈ [a, a+ ω]

and

u(t)=
1

u1(a+ω)

(
u2(t)

t∫
a

u1(s)|q(s)| ds+u1(t)
a+ω∫
t

u2(s)|q(s)| ds
)

for t ∈ [a, a+ ω]. Hence we get that

0 ≤ u(t) ≤ ua(t)

u1(a+ ω)

t∫
a

1

u2a(s)
ds

a+ω∫
t

1

u2a(s)
ds

a+ω∫
a

ua(s)|q(s)| ds

≤ ua(t)

4u1(a+ ω)

( a+ω∫
a

1

u2a(s)
ds
)2

a+ω∫
a

ua(s)|q(s)|ds

≤ M2
a

4

a+ω∫
a

1

u2a(s)
ds∥q∥L ≤ ω

4

(Ma

ma

)2
∥q∥L for t ∈ [a, a+ ω]

which, together with (6.55), implies that

0 ≤ u(t) ≤ ω

4
eω

√
p ∥q∥L for t ∈ [a, a+ ω].

Now, in view of Definition 6.2 and (6.10), it is clear that the second estimate in (6.50) is fulfilled. �

Proposition 6.14. Let pn, p ∈ IntD(ω) and

lim
n→+∞

∥pn − p∥L = 0. (6.56)

Then
lim

n→+∞
ρ0(pn) = ρ0(p), lim

n→+∞
ν∗(pn) = ν∗(p). (6.57)
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Proof. Let a ∈ [0, ω[ and una and va be solutions of the problems
u′′ = pn(t)u+ q(t); u(a) = 0, u(a+ ω) = 0,

v′′ = p(t)v + q(t); v(a) = 0, v(a+ ω) = 0,

where q ∈ Lω, q(t) ≥ 0 for t ∈ R, ∥q∥L ≤ 1. It is clear, the function una is a solution of the problem
u′′ = p(t)u+ q(t) +

(
pn(t)− p(t)

)
una(t); u(a) = 0, u(a+ ω) = 0

as well. Hence,
una(t) = va(t) + Ωa

(
(pn − p)una

)
(t) for t ∈ [a, a+ ω], n ∈ N, (6.58)

where Ωa is a Green’s operator of the problem (6.1). It follows from (6.58) that
∥una∥C ≤ ∥va∥C + ∥Ωa∥ ∥pn − p∥L ∥una∥C for n ∈ N,
∥va∥C ≤ ∥una∥C + ∥Ωa∥ ∥pn − p∥L ∥una∥C for n ∈ N.

(6.59)

Hence, in view of the inequality ∥Ωa∥ ≤ ρ0(p) (see Definition 6.2), we get that

∥una∥C

(
1− ρ0(p)∥pn − p∥L

)
≤ ∥va∥C for n ∈ N,

∥va∥C ≤ ∥una∥C

(
1 + ρ0(p)∥pn − p∥L

)
for n ∈ N.

(6.60)

Taking now into account that ∥va∥C ≤ ρ0(p) and ∥una∥C ≤ ρ0(pn) (see Remark 6.4), we get

∥una∥C

(
1− ρ0(p)∥pn − p∥L

)
≤ ρ0(p) for n ∈ N,

∥va∥C ≤ ρ0(pn)
(
1 + ρ0(p)∥pn − p∥L

)
for n ∈ N.

Consequently, in view of (6.56) and Definition 6.2, the inequalities
ρ0(p)

1 + ρ0(p)∥pn − p∥L
≤ ρ0(pn) ≤

ρ0(p)

1− ρ0(p)∥pn − p∥L

hold for n ∈ N large enough which, in view of (6.56), implies that lim
n→+∞

ρ0(pn) = ρ0(p).
Let now una and va be solutions of the problems

u′′ = pn(t)u; u(a) = 1, u(a+ ω) = 1,

v′′ = p(t)v; v(a) = 1, v(a+ ω) = 1.

Clearly, una is a solution of the problem
u′′ = p(t)u+

(
pn(t)− p(t)

)
una(t); u(a) = 1, u(a+ ω) = 1

as well. In view of Green’s formula, we have that (6.58) holds and, consequently, (6.59) and (6.60)
are fulfilled. Taking now into account that ∥va∥C ≤ ν∗(p) and ∥una∥C ≤ ν∗(pn) (see (6.22)), we get
from (6.60) that

∥una∥C

(
1− ρ0(p)∥pn − p∥L

)
≤ ν∗(p) for n ∈ N,

∥va∥C ≤ ν∗(pn)
(
1 + ρ0(p)∥pn − p∥L

)
for n ∈ N.

Consequently, the inequalities

∥una∥C ≤ ν∗(p)

1− ρ0(p)∥pn − p∥L

and

∥va∥C ≤ ν∗(pn)

1 + ρ0(p)∥pn − p∥L

hold for n ∈ N large enough. The latter inequalities, in view of (6.22), implies that for n ∈ N large
enough,

ν∗(p)
(
1 + ρ0(p)∥pn − p∥L

)
≤ ν∗(pn) ≤

ν∗(p)

1− ρ0(p)∥pn − p∥L
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which, together with (6.56), implies that lim
n→+∞

ν∗(pn) = ν∗(p). �

7. On the Floquet Theory

In this chapter, for convenience of references, we recall Floquet theorems for the equation
u′′ = p(t)u, (7.1)

where p ∈ Lω.
Denote by v1 and v2 solutions of the problems

v′′1 = p(t)v1; v1(0) = 1, v′1(0) = 0,

v′′2 = p(t)v2; v2(0) = 0, v′2(0) = 1.

The number A def
= v1(ω) + v′2(ω) is called Lyapunov constant and the equation

x2 −Ax+ 1 = 0

is called a characteristic equation for (7.1). Roots of the characteristic equation are called Floquet’s
multipliers of equation (7.1).

Floquet’s first theorem states that

Theorem 7.1. Equation (7.1) is stable if and only if either
(1) Floquet multipliers of equation (7.1) are complex valued,

or
(2) Floquet multipliers µ1 and µ2 of equation (7.1) are real valued, µ1 = µ2, |µ1| = 1, and any

solution u of the equation (7.1) satisfies
u(t+ ω) = µ1u(t) for t ∈ R.

Floquet’s second theorem states that

Theorem 7.2. The number µ ∈ R is a Floquet multiplier of the equation (7.1) if and only if there is
a nontrivial solution u of the equation (7.1) satisfying

u(t+ ω) = µu(t) for t ∈ R.

Theorem 7.3. The complex number µ ̸∈ R with real and imaginary parts α and β, respectively, is
a Floquet multiplier of the equation (7.1) if and only if

α2 + β2 = 1, (7.2)
and there are linearly independent solutions u and v of the equation (7.1) satisfying

u(t+ ω) = αu(t)− βv(t), v(t+ ω) = βu(t) + αv(t) for t ∈ R. (7.3)

It is well known that the stability of the equation (7.1) is connected with the solvability of a certain
periodic boundary value problem. More precisely, consider the problem

w′′ = p(t)w +
1

w3
; w(0) = w(ω), w′(0) = w′(ω), (7.4)

where p ∈ Lω. Under a solution of the problem (7.4) we understand a positive function w ∈
AC′([0, ω]) satisfying given equation almost everywhere on [0, ω] and boundary conditions in (7.4).

Proposition 7.4. Equation (7.1) is stable if and only if the problem (7.4) is solvable.

Proof. Let equation (7.1) is stable. Then, by virtue of Theorems 7.1–7.3 there are linearly independent
solutions u and v of the equation (7.1) satisfying either (7.2) and (7.3), or

u(t+ ω) = µu(t), v(t+ ω) = µv(t) for t ∈ R,
where µ ∈ R and |µ| = 1. Assume without loss of generality that

u′(t)v(t)− u(t)v′(t) = 1 for t ∈ R (7.5)
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and put
w(t) =

√
u2(t) + v2(t) for t ∈ R.

It is clear that w ∈ AC′([0, ω]),
w(t) > 0, w(t+ ω) = w(t) for t ∈ R. (7.6)

On the other hand, one can easily verify that

w′′(t) = p(t)w(t) +
1

w3(t)
for t ∈ R. (7.7)

Hence, w is a solution of the problem (7.4).
Let now the problem (7.4) possess a solution w. Extend the function w periodically and denote it

by the same letter. Clearly, (7.6) and (7.7) are fulfilled. It is also evident that there is a t0 ∈ [0, ω[
such that

w′(t0) = 0.

Denote by u and v solutions of the problems

u′′ = p(t)u; u(t0) = 0, u′(t0) =
1

w(t0)
,

v′′ = p(t)v; v(t0) = w(t0), v′(t0) = 0

and put
w0(t)

def
=
√
u2(t) + v2(t) for t ∈ R. (7.8)

It is clear that (7.5) holds. One can easily verify that

w′′
0 (t) = p(t)w0(t) +

1

w3
0(t)

for t ∈ [0, ω],

w0(t0) = w(t0), w′
0(t0) = 0.

(7.9)

Let now

α(t)
def
= w(t)− w0(t), p̃(t)

def
= p(t)− w2(t) + w0(t)w(t) + w2

0(t)(
w(t)w0(t)

)3 for t ∈ R.

It follows from (7.7) and (7.9) that the function α is a solution of the initial value problem
α′′ = p̃(t)α; α(t0) = 0, α′(t0) = 0.

Hence, α ≡ 0 and, consequently, w0(t) = w(t) for t ∈ R. Therefore, in view of (7.6), the function w0

is bounded. Taking now into account (7.8) we get that any solution of the equation (7.1) is bounded
and thus the equation (7.1) is stable. �



Chapter 2

Theorems on Differential Inequalities

8. On the Set V−(ω)

Theorem 8.1. V−(ω) ∪ V0(ω) = D.

Proof. Show that V−(ω) ∪ V0(ω) ⊆ D. In view of Proposition 0.8, we have V0(ω) ⊆ D. Thus, it is
sufficient to show that V−(ω) ⊆ D. Let p ∈ V−(ω). By virtue of Remark 0.5, the problem

u′′ = p(t)u− |p(t)| − 1; u(0) = u(ω), u′(0) = u′(ω) (8.1)
has a unique solution u and

u(t) ≥ 0 for t ∈ R. (8.2)
By direct calculation one can easily verify that the function β defined by

β(t) = 1 + u(t− kω) for t ∈ [(k − 1)ω, kω], k ∈ N

satisfies assumptions of Lemma 1.2 and, therefore, p ∈ D.
Now we will show that D ⊆ V−(ω) ∪ V0(ω). Let p ∈ D. Suppose first that the problem

u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω) (8.3)
has a nontrivial solution u. Since p ∈ D, the function u is of a constant sign and thus p ∈ V0(ω).

Now suppose that the problem (8.3) has no nontrivial solution. We will show that p ∈ V−(ω) in
this case. Assume the contrary, let p ̸∈ V−(ω). Then there is a q ∈ Lω such that

q(t) ≥ 0 for t ∈ R, q ̸≡ 0, (8.4)
and the solution u of the problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

does not satisfy the inequality u(t) ≤ 0 for some t ∈ R. Then, by virtue of Proposition 0.8 and
Lemma 2.7 we get

u(t) > 0 for t ∈ R. (8.5)
Let v be a solution of the initial value problem

v′′ = p(t)v; v(0) = 0, v′(0) = 1.

Since p ∈ D, we have
v(t) > 0 for t > 0. (8.6)

Therefore, (
u′(t)v(t)− u(t)v′(t)

)′
= q(t)v(t) ≥ 0 for t ≥ 0. (8.7)

However u′(0)v(0)− u(0)v′(0) = −u(0) < 0. Hence, we get from (8.7) that either
u′(t)v(t)− u(t)v′(t) < 0 for t > 0 (8.8)

or there is a a > 0 such that
u′(a)v(a)− u(a)v′(a) = 0. (8.9)

First assume that (8.8) is fulfilled. Then, in view of (8.6), we get(u(t)
v(t)

)′
< 0 for t > 0.

34
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Therefore, there are c > 0 and t0 > 0 such that

v(t) > cu(t) for t ≥ t0.

Hence, it follows from (8.7) that

u′(t)v(t)− u(t)v′(t) = δ +

t∫
t0

q(s)v(s)ds ≥ δ + c

t∫
t0

q(s)u(s) ds for t ≥ t0, (8.10)

where

δ = −u(0) +
t0∫
0

q(s)v(s) ds.

On the other hand, on account of (8.4) and (8.5), we have
+∞∫
t0

q(s)u(s) ds = +∞

which, together with (8.10), contradicts (8.8).
Now assume that (8.9) holds for a certain a > 0. Then, in view of (8.5) and (8.6), there is a λ > 0

such that
v(a) = λu(a), v′(a) = λu′(a).

However, conditions (8.4), (8.5) and Lemma 1.3 imply that the function 1
λ v does not preserve its sign

in [a,+∞[ , which contradicts (8.6). �

Remark 8.2. It follows from Theorem 8.1, Proposition 0.8, Lemma 2.7, and Remark 0.5 that if
p ∈ V−(ω), q ∈ Lω, q(t) ≥ 0 for t ∈ R, and q ̸≡ 0, then the (unique) solution u of the problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

satisfies u(t) < 0 for t ∈ R.

Theorem 8.3. Let p ∈ Lω. Then the inclusion p ∈ V−(ω) holds if and only if there exists a function
γ ∈ AC′([0, ω]) satisfying

γ′′(t) ≤ p(t)γ(t) for t ∈ [0, ω], (8.11)
γ(t) > 0 for t ∈ [0, ω], (8.12)

γ(0) ≥ γ(ω),
γ′(ω)

γ(ω)
≥ γ′(0)

γ(0)
, (8.13)

and

γ(0)− γ(ω) +
γ′(ω)

γ(ω)
− γ′(0)

γ(0)
+ mes

{
t ∈ [0, ω] : γ′′(t) < p(t)γ(t)

}
> 0. (8.14)

Proof. Let p ∈ V−(ω). Then, on account of Remark 0.5, the problem (8.1) has a unique solution u

and (8.2) is fulfilled. Evidently, the function γ(t)
def
= 1 + u(t) for t ∈ [0, ω] satisfies (8.11)–(8.14).

Suppose now that there is a γ ∈ AC′([0, ω]) satisfying (8.11)–(8.14). Introduce the function β by

β(t)
def
=
(γ(ω)
γ(0)

)k−1

γ(t− (k − 1)ω) for t ∈ [(k − 1)ω, kω[ , k ∈ N.

In view (8.13), it is clear that β ∈ ÃC
′
(R+). Moreover, by virtue of (8.11) and (8.12), the function β

satisfies assumptions of Lemma 1.2 and therefore

p ∈ D. (8.15)
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Consequently, by virtue of Theorem 8.1, we have p ∈ V−(ω) ∪ V0(ω). Let us show that p ̸∈ V0(ω).
Assume the contrary, let p ∈ V0(ω). Then, there is a u ∈ AC′([0, ω]) satisfying

u′′(t) = p(t)u(t) for t ∈ [0, ω], (8.16)
u(0) = u(ω), u′(0) = u′(ω), (8.17)

u(0) = β(0), (8.18)
u(t) > 0 for t ∈ [0, ω]. (8.19)

By virtue of Lemma 1.2, there is a function v ∈ AC′(R+) satisfying
v′′(t) = p(t)v(t) for t ∈ [0, ω] (8.20)

and (1.2). In view of (1.2), (8.15), (8.18), and (8.19), it follows from Lemma 1.3 (with a = 0 and
q ≡ 0) that

v′(0) ≥ u′(0). (8.21)
Relations (1.2), together with the first inequality in (8.13), imply that v(ω) ≤ v(0). Therefore, either

v(ω) < v(0), (8.22)
or

v(ω) = v(0). (8.23)
Assume first that (8.22) holds. Put w(t) = v(t)−u(t) for t ≥ 0. Clearly, the function w is a solution of
the equation w′′ = p(t)w. On the other hand, by virtue of (1.2), (8.18), and (8.21), we have w(0) = 0
and w′(0) ≥ 0. Taking , moreover, into account (8.15) we get

w(t) ≥ 0 for t ≥ 0. (8.24)
However, in view of (1.2), (8.17), (8.18) and (8.22) we have w(ω) < 0, which contradicts (8.24).

Now assume that (8.23) is fulfilled. Then, it follows from (1.2) and the first inequality in (8.13)
that

γ(0) = γ(ω), (8.25)
v′(ω) ≥ γ′(ω), v′(ω) ≤ γ′(0).

Taking, moreover, into account the second inequality in (8.13) we get
γ′(0) = γ′(ω). (8.26)

By virtue of (8.11), (8.14), (8.25), and (8.26), we have
γ′′(t) = p(t)γ(t)− q(t) for t ∈ [0, ω], (8.27)

where

q(t)
def
= p(t)γ(t)− γ′′(t) for t ∈ [0, ω],

q(t) ≥ 0 for t ∈ [0, ω], q ̸≡ 0. (8.28)

In view of (8.16) and (8.27), we have(
u′(t)γ(t)− u(t)γ′(t)

)′
= q(t)u(t) ≥ 0 for t ≥ 0.

Hence, on account of (8.17), (8.25), and (8.26), we get
ω∫

0

q(s)u(s) ds = 0.

However, the latter equality contradicts (8.19) and (8.28). �

Remark 8.4. Theorem 8.3 (with γ ≡ 1) implies, in particular, that if p(t) ≥ 0 for t ∈ [0, ω] and p ̸≡ 0
then p ∈ V−(ω). More general, if p0 ∈ V0(ω), p(t) ≥ p0(t) for t ∈ [0, ω], and p ̸≡ p0 then p ∈ V−(ω).

Remark 8.5. It follows from Theorem 8.3 that if p0 ∈ V−(ω) and p(t) ≥ p0(t) for t ∈ [0, ω] then
p ∈ V−(ω) as well.
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Remark 8.6. Let p ∈ Lω, a ∈ ]0, ω[ , and pa(t)
def
= p(t+ a) for t ∈ R. Then the inclusion pa ∈ V−(ω)

implies the inclusion p ∈ V−(ω). Indeed, let pa ∈ V−(ω). Then, in view of Remark 8.2, the problem
u′′ = pa(t)u− 1; u(0) = u(ω), u′(0) = u′(ω)

has a unique solution u and u(t) > 0 for t ∈ R. Clearly, the function

γ(t)
def
= u(t− a) for t ∈ [0, ω]

satisfies the assumptions of Theorem 8.3 and thus p ∈ V−(ω) as well.

9. On the �et V+(ω)

Theorem 9.1. Let p ∈ Lω. Then the inclusion p ∈ V+(ω) holds if and only if p ∈ D(ω) and there
exists a function γ ∈ AC′([0, ω]) satisfying

γ′′(t) ≥ p(t)γ(t) for t ∈ [0, ω], (9.1)
γ(t) > 0 for t ∈ [0, ω], (9.2)

γ(0) = γ(ω), γ′(0) ≥ γ′(ω), (9.3)
and

γ′(0)− γ′(ω) + mes
{
t ∈ [0, ω] : γ′′(t) > p(t)γ(t)

}
> 0. (9.4)

Proof. Let p ∈ V+(ω). Then, in view of Remark 0.5, the problem
u′′ = p(t)u+ |p(t)|+ 1; u(0) = u(ω), u′(0) = u′(ω)

has a unique solution u0 and u0(t) ≥ 0 for t ∈ R. By direct calculations one can easily verify that the
function γ(t)

def
= 1 + u0(t) for t ∈ [0, ω] satisfies (9.1)–(9.4).

Now we will show that p ∈ D(ω). Suppose the contrary, let p ̸∈ D(ω). Then there are α < β,
β − α < ω, and a solution v of the equation

v′′ = p(t)v

such that
v(t) > 0 for t ∈ ]α, β[ , v(α) = 0, v(β) = 0.

Clearly,
v′(α) > 0, v′(β) < 0, (9.5)

and there is a β0 ∈ ]β, α+ ω[ such that
v(t) < 0 for t ∈ ]β, β0]. (9.6)

Put

q(t) =

{
0 for t ∈ [α, β]∪ ]β0, α+ ω],

1 for t ∈ ]β, β0]

and extend it ω-periodically. Since p ∈ V+(ω), the problem
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

has a unique solution u and
u(t) ≥ 0 for t ∈ R. (9.7)

Let
w(t)

def
= u′(t)v(t)− u(t)v′(t) for t ∈ R. (9.8)

It is clear that,
w′(t) = q(t)v(t) ≤ 0 for t ∈ [α, α+ ω], (9.9)

w′ ̸≡ 0 on [α, α+ ω]. (9.10)
However,

w′(t) = 0 for t ∈ [α, β]
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and
w(α) = −v′(α)u(α), w(β) = −v′(β)u(β).

Taking, together with this, into account (9.5) and (9.7), we get u(α) = 0 and u′(α) = 0. Since u is
an ω-periodic function, we have u(α + ω) = 0 and u′(α + ω) = 0, as well. Consequently, in view of
(9.8), we get w(α) = 0 and w(α+ ω) = 0, which contradicts (9.9) and (9.10). Therefore, p ∈ D(ω).

Now let p ∈ D(ω) and there is a function γ ∈ AC′([0, ω]) satisfying (9.1)–(9.4). We will show that
p ∈ V+(ω). Suppose the contrary, let p ̸∈ V+(ω). Then there are u ∈ AC′(R) and q ∈ Lω such that

u′′(t) = p(t)u(t) + q(t) for t ∈ R, (9.11)
u(0) = u(ω), u′(0) = u′(ω), (9.12)

q(t) ≥ 0 for t ∈ R, (9.13)
and the inequality u(t) ≥ 0 does not hold for some t ∈ R (consequently, u ̸≡ 0). Then, in view of
Lemma 2.7, we get

u(t) ≤ 0 for t ∈ R, u ̸≡ 0. (9.14)
By virtue of (9.11) and (9.14) it is clear that(

u′(t)γ(t)− u(t)γ′(t)
)′

= q(t)γ(t) + |u(t)|
(
γ′′(t)− p(t)γ(t)

)
for t ∈ [0, ω].

The integration of the latter equality on [0, ω], together with (9.3), (9.12), and (9.14), implies

|u(0)|
(
γ′(ω)− γ′(0)

)
=

ω∫
0

[
q(t)γ(t) + |u(t)|

(
γ′′(t)− p(t)γ(t)

)]
dt.

Hence, in view of (9.1), (9.2), (9.13), and the second inequality in (9.3), we get
ω∫

0

[
q(t)γ(t) + |u(t)|

(
γ′′(t)− p(t)γ(t)

)]
dt = 0.

Consequently,
q(t) = 0 for t ∈ [0, ω], (9.15)

|u(t)|
(
γ′′(t)− p(t)γ(t)

)
= 0 for t ∈ [0, ω], (9.16)

|u(0)|
(
γ′(ω)− γ′(0)

)
= 0. (9.17)

However, (9.11), (9.14), and (9.15) yield that u(t) < 0 for t ∈ [0, ω]. Hence, it follows from (9.16) and
(9.17) that

γ′′(t) = p(t)γ(t) for t ∈ [0, ω], γ′(ω) = γ′(0),

which contradicts (9.4). �

Remark 9.2. It follows from Theorem 9.1, Lemma 2.7, and Remark 0.5 that if p ∈ V+(ω), q ∈ Lω,
q(t) ≥ 0 for t ∈ R, and q ̸≡ 0, then the (unique) solution u of the problem

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

satisfies u(t) > 0 for t ∈ R.

Theorem 9.1′. Let p ∈ Lω. Then the inclusion p ∈ IntV+(ω) holds if and only if p ∈ IntD(ω) and
there exists γ ∈ AC′([0, ω]) satisfying (9.1)–(9.4).

Proof. Let p ∈ IntV+(ω). Then, in view of Theorem 9.1, there is a function γ ∈ AC′([0, ω]) satisfying
(9.1)–(9.4). On the other hand, there is an ε0 > 0 such that B(p, ε0) ⊂ V+(ω). Hence, by virtue of
Theorem 9.1, we get B(p, ε0) ⊂ D(ω) and therefore p ∈ IntD(ω).

Let now p ∈ IntD(ω) and there is a function γ ∈ AC′([0, ω]) satisfying (9.1)–(9.4). Then, by virtue
of Theorem 9.1, p ∈ V+(ω). Consequently, there is a (unique) solution u of the problem

u′′ = p(t)u+ |p(t)|+ 1; u(0) = u(ω), u′(0) = u′(ω),

and moreover (see Remark 0.6)
u(t) ≥ 1 for t ∈ R. (9.18)
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On account of Proposition 3.2, there is an δ1 > 0 such that, for any g ∈ B(p, δ1), the problem

v′′ = g(t)v + |g(t)|+ 1; v(0) = v(ω), v′(0) = v′(ω) (9.19)

has a unique solution v and |u(t)− v(t)| < 1
2 for t ∈ R. Hence, in view of (9.18), we get

v(t) ≥ 1

2
for t ∈ R. (9.20)

On the other hand, since p ∈ IntD(ω), there is an δ2 > 0 such that

B(p, δ2) ⊂ D(ω). (9.21)

Let now δ = min{δ1, δ2}. Then, in view of (9.19)–(9.21), it follows from Theorem 9.1 that B(p, δ) ⊂
V+(ω). Consequently, p ∈ IntV+(ω). �

Theorem 9.3. Let p ∈ Lω be such that

p ̸≡ 0,

ω∫
0

p(s) ds ≤ 0. (9.22)

Then p ∈ V+(ω) (p ∈ IntV+(ω)) if and only if p ∈ D(ω) (p ∈ IntD(ω)).

Proof. By virtue of Theorem 9.1 (Theorem 9.1′), we have V+(ω) ⊂ D(ω) (IntV+(ω) ⊂ IntD(ω)).
Thus it is sufficient to prove that the conditions (9.22) and the inclusion p ∈ D(ω) (p ∈ IntD(ω))
imply p ∈ V+(ω) (p ∈ IntV+(ω)).

Let

ρ(t)
def
= − 1

ω

t+ω∫
t

s∫
t

(
p(ξ)− p

)
dξ ds for t ∈ R,

where p is defined by (0.11). It is clear that

ρ′(t) = p(t)− p for t ∈ R, (9.23)

ρ(t) = ρ(0) +

t∫
0

(
p(s)− p

)
ds for t ∈ R. (9.24)

In, particular,
ρ(0) = ρ(ω). (9.25)

The integration of (9.24) over [0, ω] yields
ω∫

0

ρ(s) ds = ωρ(0) +

ω∫
0

s∫
0

(
p(ξ)− p

)
dξ ds = 0. (9.26)

Mention also that either p < 0 or p = 0. If p = 0 holds then, in view of the condition p ̸≡ 0, we get
from (9.23) that ρ ̸≡ 0. Thus in both cases

ρ2(t) ≥ p for t ∈ R, mes
{
t ∈ [0, ω] : ρ2(t) > p

}
> 0. (9.27)

Now, let,

γ(t)
def
= exp

( t∫
0

ρ(s)ds
)

for t ∈ [0, ω].

On account of (9.23) and (9.25)–(9.27), one can easily verify that (9.1)–(9.4) are fulfilled. Taking,
moreover, into account assumption p ∈ D(ω) (p ∈ IntD(ω)) we get from Theorem 9.1 (Theorem 9.1′)
that p ∈ V+(ω) (p ∈ IntV+(ω)). �
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10. Properties of the Sets V−(ω) and V+(ω)

Proposition 10.1. The set V−(ω) is unbounded, open, and convex.

Proof. Unboundedness of V−(ω) follows from Remark 8.4. Show that the set V−(ω) is open. Let
p ∈ V−(ω). Then, in view of Remark 0.6, there is a unique solution u of the problem

u′′ = p(t)u− |p(t)| − 1; u(0) = u(ω), u′(0) = u′(ω),

and moreover
u(t) ≥ 1 for t ∈ R. (10.1)

On account of Proposition 3.2, there is a δ > 0 such that, for any g ∈ B(p, δ), the problem
v′′ = g(t)v − |g(t)| − 1; v(0) = v(ω), v′(0) = v′(ω)

has a unique solution v and |u(t)− v(t)| < 1
2 for t ∈ R. Hence, in view of (10.1), we get v(t) ≥ 1

2 for
t ∈ R. and therefore, by virtue of Theorem 8.3, we have B(p, δ) ⊂ V−(ω).

Now we will show that the set V−(ω) is convex. Let p0, p1 ∈ V−(ω). In view of Remark 0.6, the
problems

u′′i = pi(t)ui − |pi(t)| − 1; ui(0) = ui(ω), u′i(0) = u′i(ω), i = 0, 1

possess unique solutions u0 and u1 respectively and, moreover, ui(t) ≥ 1 for t ∈ R, i = 0, 1. Introduce
the notations

ρi(t)
def
=

u′i(t)

ui(t)
, hi(t)

def
=

1

ui(t)

(
1 + |pi(t)|

)
for t ∈ R, i = 0, 1.

It is clear that,
ρ′i(t) = pi(t)− hi(t)− ρ2i (t) for t ∈ R, i = 0, 1, (10.2)

ρi(0) = ρi(ω),

ω∫
0

ρi(s) ds = 0, i = 0, 1. (10.3)

Let now λ ∈ [0, 1] and ρ(t)
def
= (1− λ)ρ0(t) + λρ1(t) for t ∈ R. Then, in view of (10.2) we get

ρ′(t) = (1− λ)p0(t) + λp1(t)−
[
(1−λ)h0(t)+λh1(t)

]
−
[
(1−λ)ρ20(t)+λρ21(t)

]
for t∈R. (10.4)

However, (1− λ)x2 + λy2 ≥ ((1− λ)x+ λy)2 for x, y ∈ R. Hence, it follows from (10.4) that
ρ′(t) ≤ (1− λ)p0(t) + λp1(t)− ρ2(t) for t ∈ R (10.5)

and
mes

{
t ∈ [0, ω] : ρ′(t) < (1− λ)p0(t) + λp1(t)− ρ2(t)

}
> 0.

Set γ(t) def
= exp(

t∫
0

ρ(s) ds) for t ∈ [0, ω]. In view of (10.3) and (10.5), one can easily verify that

the function γ satisfies (8.11)–(8.14) with p(t)
def
= (1 − λ)p0(t) + λp1(t) and therefore, by virtue of

Theorem 8.3, we get (1− λ)p0 + λp1 ∈ V−(ω). �

Proposition 10.2. V−(ω) = V−(ω) ∪ V0(ω) and V+(ω) = V+(ω) ∪ V0(ω).

Proof. Let p ∈ V−(ω) (p ∈ V+(ω)). Then there is a sequence {pn}+∞
n=1 ⊂ V−(ω) ({pn}+∞

n=1 ⊂ V+(ω))
such that

lim
n→+∞

∥pn − p∥L = 0. (10.6)

By virtue of Remark 0.6, for any n ∈ N, there is a unique solution vn of the problem
v′′ = pn(t)v − |pn(t)| − 1; v(0) = v(ω), v′(0) = v′(ω)(
v′′ = pn(t)v + |pn(t)|+ 1; v(0) = v(ω), v′(0) = v′(ω)

)
and, moreover,

vn(t) ≥ 1 for t ∈ R. (10.7)
Without loss of generality we can assume that there exists a finite or infinite limit

lim
n→+∞

∥vn∥C = λ.
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In view of (10.7) clearly either 1 ≤ λ < +∞ or λ = +∞. Introduce the notations

un(t)
def
=

vn(t)

∥vn∥C
, qn(t)

def
=

1

∥vn∥C
(
1 + |pn(t)|

)
,

and

q(t)
def
=

0 if λ = +∞,
1

λ

(
1 + |p(t)|

)
if λ < +∞.

On account of (10.6), clearly
lim

n→+∞
∥qn − q∥L = 0.

By virtue of Proposition 3.3, we can assume without loss of generality that
lim

n→+∞
u(i)n (t) = u(i)(t) uniformly on [0, ω], i = 0, 1,

where u is a solution of the problem
u′′ = p(t)u− q(t); u(0) = u(ω), u′(0) = u′(ω)(
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω)

)
.

(10.8)

Moreover, it is clear that
u(t) ≥ 0 for t ∈ [0, ω], ∥u∥C = 1. (10.9)

If λ = +∞ then (by definition) q ≡ 0 and it follows from (10.8) and (10.9) that u(t) > 0 for t ∈ [0, ω].
Hence, in this case p ∈ V0(ω).

Let now λ < +∞. By direct calculation one can easily verify that the function γ(t)
def
= u(t) + 1

λ

for t ∈ [0, ω] satisfies (8.11)–(8.14) ((9.1)–(9.4)). Then, in view of Theorem 8.3, we get p ∈ V−(ω) (by
virtue of Theorem 9.1 we have pn ∈ D(ω). Taking, moreover, into account (10.6) and Proposition 2.1,
we get p ∈ D(ω). Hence, on account of Theorem 9.1, we get p ∈ V+(ω)). Thus we have proved that
V−(ω) ⊆ V−(ω) ∪ V0(ω) (V+(ω) ⊆ V+(ω) ∪ V0(ω)).

To complete the proof it is sufficient to show that V0(ω) ⊆ V−(ω) (V0(ω) ⊆ V+(ω)). Let p ∈ V0(ω).
Then there is a function γ ∈ AC′([0, ω]) satisfying

γ(t) > 0, γ′′(t) = p(t)γ(t) for t ∈ [0, ω];

γ(0) = γ(ω), γ′(0) = γ′(ω).
(10.10)

Introduce the notation pn(t)
def
= p(t)+ 1

n (pn(t)
def
= p(t)− 1

n ). In view of Theorem 8.3 and (10.10), we get
pn ∈ V−(ω) (by virtue of (10.10) and Sturm’s comparison theorem we get pn ∈ D. However, D ⊂ D(ω)
and thus pn ∈ D(ω). Taking moreover into account (10.10), we get, by virtue of Theorem 9.1, that
pn ∈ V+(ω)).On the other hand, clearly (10.6) holds and therefore p ∈ V−(ω) (p ∈ V+(ω)). �
Remark 10.3. It follows from Propositions 10.1 and 10.2 that ∂V−(ω) = V0(ω).

Proposition 10.4. ∂V+(ω) = ∂D(ω) ∪ V0(ω) and ∂D(ω) ⊂ V+(ω).

Proof. It is clear that ∂V+(ω) = V+(ω) \ IntV+(ω). Taking into account Proposition 10.2 and the
fact that V+(ω) ∩ V0(ω) = ∅, we get

∂V+(ω) =
(
V+(ω) \ IntV+(ω)

)
∪ V0(ω).

By virtue of Theorems 9.1 and 9.1′, the inclusion p ∈ V+(ω) \ IntV+(ω) holds if and only if there is
a function γ ∈ AC′([0, ω]) satisfying (9.1)–(9.4) and the inclusion

p ∈ D(ω) \ IntD(ω) (10.11)
is fulfilled. On account of Proposition 2.1, the inclusion (10.11) is equivalent with

p ∈ ∂D(ω). (10.12)
Therefore, to complete the proof it is sufficient to show that if (10.12) is fulfilled then there exists
γ ∈ AC′([0, ω]) satisfying (9.1)–(9.4). Let (10.12) holds. Then, by virtue of Proposition 2.4 and
Fredholm’s alternative, the problem

γ′′ = p(t)γ + |p(t)|+ 1; γ(0) = γ(ω), γ′(0) = γ′(ω)
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has a unique solution γ. In view of (10.12) and Proposition 2.1, we have p ∈ D(ω). Hence, by virtue of
Lemma 2.8, we get γ(t) > 0 for t ∈ [0, ω]. Now, it is clear that, the function γ satisfies (9.1)–(9.4). �

The next proposition immediately follows from the previous one.

Proposition 10.5. V+(ω) = ∂D(ω) ∪ IntV+(ω).

Proposition 10.6. V+(ω) ∪ V−(ω) ∪ V0(ω) = D(ω).

Proof. In view of Theorem 9.1, we have V+(ω) ⊂ D(ω) while, by virtue of Theorem 8.1 (and Propo-
sition 0.8), V−(ω) ∪ V0(ω) = D ⊂ D(ω). Hence, V+(ω) ∪ V−(ω) ∪ V0(ω) ⊆ D(ω).

Let now p ∈ D(ω). Suppose first that the problem
u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω) (10.13)

has a nontrivial solution u. Then, in view of Lemma 2.7, we can assume without loss of generality
that u(t) ≥ 0 for t ∈ R. However, u ̸≡ 0 and thus u(t) > 0 for t ∈ R. Therefore, in this case p ∈ V0(ω).

Suppose now that the problem (10.13) has no nontrivial solution. Then, by virtue of Fredholm’s
alternative, the problem

u′′ = p(t)u+ |p(t)|+ 1; u(0) = u(ω), u′(0) = u′(ω)

has a unique solution u. On account of Lemma 2.7, either
u(t) > 0 for t ∈ R (10.14)

or
u(t) < 0 for t ∈ R. (10.15)

If (10.14) holds then, by virtue of Theorem 9.1 (with γ = u) we get p ∈ V+(ω), while if (10.15)
is fulfilled then, in view of Theorem 8.3 (with γ = −u) we get p ∈ V−(ω). Therefore, D(ω) ⊆
V+(ω) ∪ V−(ω) ∪ V0(ω). �

Now we will show that the set V+(ω) is unbounded. More precisely, the following proposition holds.

Proposition 10.7. For any c > 0 there is a p ∈ V+(ω) such that
ω∫
0

p(s)ds > c.

Proof. Let c > 0. Choose g ∈ Lω such that
ω∫

0

g(s) ds = 0,

ω∫
0

(ℓ(g)(t))2 dt > c+ ω (10.16)

and introduce the notation p0(t)
def
= g(t) + (ℓ(g)(t))2, where ℓ is the operator defined by (0.14). In

view of Remark 0.7, we have p0 ∈ V0(ω). By virtue of Proposition 0.8, p0 ∈ D as well. In view of
Proposition 2.2, we have D ⊂ IntD(ω). Hence, there is a ε ∈ ]0, 1[ such that p0 − ε ∈ D(ω). On the
other hand, since p0 ∈ V0(ω) the problem

γ′′ = p0(t)γ; γ(0) = γ(ω), γ′(0) = γ′(ω)

has a positive solution γ. Let now p(t)
def
= p0(t)−ε. Then, by virtue of Theorem 9.1, we get p ∈ V+(ω).

On the other hand, on account of (10.16), it is clear that
ω∫
0

p(s) ds =
ω∫
0

p0(s) ds− εω > c. �

Proposition 10.8. If p∈V−(ω), then
ω∫
0

p(s)ds>0 while if p∈V+(ω), then
ω∫
0

p(s) ds> −π2

ω .

Proof. Let p ∈ V−(ω) and u be a solution of the problem
u′′ = p(t)u− 1; u(0) = u(ω), u′(0) = u′(ω).

In view of Remark 8.2, we have u(t) > 0 for t ∈ [0, ω]. Put ρ(t) = u′(t)
u(t) for t ∈ [0, ω]. It is clear that

ρ(0) = ρ(ω) and
ρ′(t) = p(t)− 1

u(t)
− ρ2(t) for t ∈ [0, ω].
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The integration of the latter equality yields
ω∫

0

p(s) ds =
ω∫

0

( 1

u(s)
+ ρ2(s)

)
ds > 0.

Let now p ∈ V+(ω). By virtue of Theorem 9.1, the inclusion p ∈ D(ω) holds. It follows from
Corollary 2 of [17] that, for any a ∈ [0, ω[ , the inequality

a+ω∫
a

sin2 π(s− a)

ω
p(s)ds > − π2

2ω
(10.17)

holds. The latter inequality with a = 0 and a = ω
2 implies that

ω∫
0

sin2 πs

ω
p(s) ds > − π2

2ω
and

ω∫
0

cos2 πs
ω
p(s)ds > − π2

2ω
,

respectively, and, consequently, we have
ω∫
0

p(s)ds > −π2

ω . �

Remark 10.9. Let ω = 2π, c > 0, and p(t)
def
= −c(1 − cos t). As it was mentioned in the proof of

Proposition 10.8, if p ∈ V+(ω) then (10.17) holds for any a ∈ [0, ω[ . Taking a = 0 in (10.17), we get
c < 1

6 . Thus the condition c ∈
]
0, 16

[
is necessary for the inclusion p ∈ V+(ω).

Proposition 10.10. Let p ∈ Lω and p ̸∈ V−(ω). Then there is a p̃ ∈ V0(ω) such that p̃(t) ≥ p(t) for
t ∈ R.

Proof. If p ∈ V0(ω) then the assertion of the proposition holds with p̃ ≡ p.
Suppose that p ̸∈ V−(ω) ∪ V0(ω). Introduce the notation

pλ(t)
def
= p(t) + λ

(
|p(t)|+ 1

)
for t ∈ R, λ > 0,

A
def
=
{
λ > 0 : pλ ∈ V−(ω)

}
.

Since the inequality
pλ(t) ≥ 1 for t ∈ R

holds for λ ≥ 1, it follows from Remark 8.4 that pλ ∈ V−(ω) for λ ≥ 1. Hence, [1,+∞[⊆ A and,
consequently, A ̸= ∅. On the other hand, it is clear that 0 ̸∈ A.

Let now
λ∗

def
= infA.

First we will show that
λ∗ ̸∈ A. (10.18)

Indeed, if λ∗ ∈ A then pλ∗ ∈ V−(ω). However, λ∗ ̸= 0 and, consequently, λ∗ > 0. By virtue of
Proposition 10.1, the set V−(ω) is open. Hence, there is an ε ∈ ]0, λ∗[ such that pλ ∈ V−(ω) for
λ ∈ ]λ∗ − ε, λ∗[ which contradicts the definition of the number λ∗. Thus we have proved that (10.18)
holds.

Let now {λn}+∞
n=1 ⊂ A is such that

λk+1 < λk for k ∈ N, lim
k→+∞

λk = λ∗.

Denote by uk the solution of the problem
u′′k = pλk

(t)uk − 1; uk(0) = uk(ω), u′k(0) = u′k(ω). (10.19)
By virtue of Remark 8.2, we have

uk(t) > 0 for t ∈ [0, ω], k ∈ N. (10.20)
It is clear that,

pλk+1
(t) ≤ pλk

(t) for t ∈ [0, ω], k ∈ N.
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Taking, moreover, in to account (10.20), it follows from (10.19) that, for any k ∈ N, we have

u′′k(t) ≥ pλk+1
(t)uk(t)− 1 for t ∈ [0, ω],

uk(0) = uk(ω), u′k(0) = u′k(ω).

Hence, in view of (10.19), it follows from Remark 0.6 that

uk+1(t) ≥ uk(t) for t ∈ [0, ω], k ∈ N. (10.21)

Now we will show that
lim

k→+∞
∥uk∥C = +∞. (10.22)

Suppose the contrary, let lim
k→+∞

∥uk∥C = c. Then, in view of Proposition 3.3, we can assume without
loss of generality that

lim
k→+∞

u
(i)
k (t) = u

(i)
0 uniformly on [0, ω], i = 0, 1, (10.23)

where u0 is a solution of the problem

u′′0 = pλ∗(t)u0 − 1; u0(0) = u0(ω), u′0(0) = u′0(ω). (10.24)

However, in view of (10.20), (10.21), and (10.23), we have u0(t) ≥ u1(t) > 0 for t ∈ [0, ω]. Hence, it
follows from Theorem 8.3 (with γ ≡ u0) that pλ∗ ∈ V−(ω) which contradicts (10.18). Thus we have
proved that (10.22) is fulfilled.

Let now
vk(t)

def
=

1

∥uk∥C
uk(t), qk(t)

def
= − 1

∥uk∥C
for t ∈ [0, ω], k ∈ N.

It is clear that,

∥vk∥C = 1 for k ∈ N, (10.25)
lim

k→+∞
∥qk∥L = 0, (10.26)

and vk is a solution of the problem

v′′k = pλk
(t)vk + qk(t); vk(0) = vk(ω), v′k(0) = v′k(ω).

By virtue of Proposition 3.3 and (10.26) we can assume without loss of generality that

lim
k→+∞

v
(i)
k (t) = v

(i)
0 uniformly on [0, ω], i = 0, 1, (10.27)

where v0 is a solution of the problem

v′′0 = pλ∗(t)v0; v0(0) = v0(ω), v′0(0) = v′0(ω). (10.28)

On the other hand, in view of (10.20), (10.25), and (10.27), it is clear that

v0(t) ≥ 0 for t ∈ [0, ω], ∥v0∥C = 1.

Hence, v0(t) > 0 for t ∈ [0, ω] and, consequently, pλ∗ ∈ V0(ω). Thus the assertion of the proposition
holds for p̃(t) def

= pλ∗(t) for t ∈ R. �

Proposition 10.11. Let p0 ∈ V0(ω). Then there is an ε0 > 0 such that for any ε ∈ ]0, ε0[ , the
inclusion p0 − ε ∈ IntV+(ω) holds.

Proof. In view of Sturm’s (separation) theorem and Proposition 2.2, the inclusion V0(ω) ⊂ IntD(ω)
holds. Then there is an ε0 > 0 such that p0−ε ∈ IntD(ω) for every ε ∈ ]0, ε0[ . Denote by γ a positive
solution of the problem

γ′′ = p0(t)γ; γ(0) = γ(ω), γ′(0) = γ′(ω).

It is clear that, γ satisfies (9.1)–(9.4), where p ≡ p0−ε, ε ∈ ]0, ε0[ . Therefore, by virtue of Theorem 9.1′,
we get that p0 − ε ∈ IntV+(ω) for every ε ∈ ]0, ε0[ . �
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11. Efficient Conditions for the Inclusion p ∈ V−(ω)

Theorem 11.1. Let p ∈ Lω, p ̸≡ 0, ∥∥[p]−∥∥L <
4

ω
+
p∗

4ω

∥∥[p]−∥∥2L, (11.1)

and ∥∥[p]+∥∥L ≥
∥∥[p]−∥∥L

(
1 +

p∗

16

∥∥[p]−∥∥2L − ω

4

∥∥[p]−∥∥L

)−1

, (11.2)

where the number p∗ is defined by (0.16). Then p ∈ V−(ω).

Proof. It follows from assumptions of the theorem that [p]+ ̸≡ 0. Then, in view of Remark 8.4, we
have [p]+ ∈ V−(ω). Assume, moreover, that [p]− ̸≡ 0 because otherwise the theorem is trivial. By
virtue of Remark 8.2, the problem

γ′′ = [p(t)]+γ − [p(t)]−; γ(0) = γ(ω), γ′(0) = γ′(ω) (11.3)
has a unique solution γ and

γ(t) > 0 for t ∈ R. (11.4)
Set

m
def
= min

{
γ(t) : t ∈ [0, ω]

}
(11.5)

and choose a ∈ [0, ω[ such that
γ(a) = m. (11.6)

It follows from (11.3) that
ω∫

0

[p(s)]+γ(s)ds =
ω∫

0

[p(s)]− ds.

Hence, on account of (11.5), we get

m ≤
∥∥[p]−∥∥L∥∥[p]+∥∥L

. (11.7)

By direct calculations one can easily verify that

γ(t) = m+
1

ω
(a+ ω − t)

t∫
a

(s− a)
(
[p(s)]− − [p(s)]+γ(s)

)
ds

+
1

ω
(t− a)

a+ω∫
t

(a+ ω − s)
(
[p(s)]− − [p(s)]+γ(s)

)
ds for t ∈ [a, a+ ω].

The latter equality, together with (11.4), imply

γ(t) < m+
1

ω
I(t) for t ∈ [a, a+ ω], (11.8)

where

I(t)
def
= (a+ω−t)

t∫
a

(s−a)[p(s)]− ds+(t−a)
a+ω∫
t

(a+ω−s)[p(s)]− ds.

Now we estimate the function I. First of all mention that
I(t) = (t−a)(a+ω−t)

∥∥[p]−∥∥L−
(
(a+ω−t)F1(t)+(t−a)F2(t)

)
≤ (t− a)(a+ ω − t)

(∥∥[p]−∥∥L − 1

ω
(F1(t) + F2(t))

)
for t ∈ [a, a+ ω],

where the functions F1 and F2 are defined by (4.1). Hence, by virtue of Proposition 4.1, we get that
the inequality

I(t) ≤ ω2

4

(∥∥[p]−∥∥L − p∗

4ω

∥∥[p]−∥∥2L) for t ∈ [a, a+ ω]
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holds. Taking, moreover, into account (11.7), we get from (11.8) that

γ(t) <

∥∥[p]−∥∥L∥∥[p]+∥∥L
+
ω

4

∥∥[p]−∥∥L − p∗

16

∥∥[p]−∥∥2L for t ∈ [a, a+ ω].

Hence, on account of (11.1), (11.2), and periodicity of the function γ we get
γ(t) < 1 for t ∈ [0, ω]. (11.9)

Now, it follows from Theorem 8.3, by virtue of (11.3), (11.4), (11.9), and the assumption [p]− ̸≡ 0,
that p ∈ V−(ω). �

Remark 11.2. Let p0, g ∈ Lω and
g(t) ≥ 0 for t ∈ [0, ω], mes

{
t ∈ [0, ω] : g(t) = 0

}
= 0. (11.10)

Then there is a c > 0 such that p0 + cg ∈ V−(ω). Indeed, it is clear that,
lim

c→+∞

∥∥[p0 + cg]+
∥∥

L = +∞.

On the other hand, by virtue of (11.10), one can easily show that
lim

c→+∞

∥∥[p0 + cg]−
∥∥

L = 0.

Hence, there is a c > 0 such that the function p(t)
def
= p0(t) + cg(t) for t ∈ [0, ω] satisfies (11.1) and

(11.2) and, consequently, by virtue of Theorem 11.1, p ∈ V−(ω).

Theorem 11.3. Let p ∈ Lω, [p]2− ∈ Lω, p ̸≡ 0,

k∗(ω)
∥∥[p]2−∥∥L < 1, (11.11)

and ∥∥[p]+∥∥L ≥
∥∥[p]−∥∥L +

ω

4

∥∥[p]−∥∥2L(1−√k∗(ω)∥∥[p]2−∥∥L

)−1

, (11.12)

where k∗(ω) is the number appearing in Remark 5.1. Then p ∈ V−(ω).

Proof. It follows from assumptions of the theorem that [p]+ ̸≡ 0. Assume, moreover, that [p]− ̸≡ 0
because otherwise the theorem is trivial (see Remark 8.4). By virtue of Proposition 5.2 and (11.11),
the inclusion −[p]− ∈ D(ω) holds. Then, on account of Theorem 9.3, we have −[p]− ∈ V+(ω). Thus,
in view of Remark 9.2, the problem

γ′′ = −[p(t)]−γ + [p(t)]+, (11.13)
γ(0) = γ(ω), γ′(0) = γ′(ω) (11.14)

has a unique solution γ and γ(t) > 0 for t ∈ R. Set

M
def
= max

{
γ(t) : t∈ [0, ω]

}
, m

def
= min

{
γ(t) : t∈ [0, ω]

}
(11.15)

and choose a ∈ [0, ω[ and b ∈ ]a, a+ ω] such that
γ(a) = m, γ(b) =M. (11.16)

In view of (11.13) and (11.14), it is clear that
ω∫

0

[p(s)]+ ds =
ω∫

0

[p(s)]−γ(s) ds. (11.17)

Hence,

M ≥
∥∥[p]+∥∥L∥∥[p]−∥∥L

(≥ m). (11.18)

Multiplying both sides of (11.13) by γ and integrating it on [a, a+ ω] we get
a+ω∫
a

(
γ′(s)

)2 ds =
a+ω∫
a

[p(s)]−γ
2(s) ds−

a+ω∫
a

[p(s)]+γ(s)ds. (11.19)
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Evidently,
a+ω∫
a

[p(s)]−γ
2(s) ds−

a+ω∫
a

[p(s)]+γ(s)ds

=

a+ω∫
a

[p(s)]−
(
γ(s)−m

)2 ds−m2

a+ω∫
a

[p(s)]− ds+ 2m

a+ω∫
a

[p(s)]−γ(s)ds−
a+ω∫
a

[p(s)]+γ(s)ds.

Taking, moreover, into account (11.15) and (11.17), we easily conclude from (11.19) that
a+ω∫
a

(
γ′(s)

)2 ds ≤
a+ω∫
a

[p(s)]−
(
γ(s)−m

)2 ds+m

a+ω∫
a

[p(s)]+ ds−m2

a+ω∫
a

[p(s)]− ds. (11.20)

On the other hand, by virtue of Hölder’s inequality and (5.1), we have( a+ω∫
a

[p(s)]−
(
γ(s)−m

)2 ds
)2

≤
a+ω∫
a

[p(s)]2− ds
a+ω∫
a

(
γ(s)−m

)4 ds

≤ k∗(ω)

a+ω∫
a

[p(s)]2− ds
( a+ω∫

a

(
γ′(s)

)2 ds
)2

which, together with (11.11) and (11.20), results in
a+ω∫
a

(
γ′(s)

)2 ds ≤ m
(∥∥[p]+∥∥L −m

∥∥[p]−∥∥L

)(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

. (11.21)

Since γ′ ̸≡ Const. we get, by virtue of Hölder’s inequality, that

(M −m)2 =

( b∫
a

γ′(s)ds
)2

< (b− a)

b∫
a

(
γ′(s)

)2 ds

and

(M −m)2 =

( a+ω∫
b

γ′(s) ds
)2

<
(
ω − (b− a)

) a+ω∫
b

(
γ′(s)

)2 ds.

Therefore,

(M −m)4 < (b− a)
(
ω − (b− a)

) b∫
a

(
γ′(s)

)2 ds
a+ω∫
b

(
γ′(s)

)2 ds ≤ ω2

16

( a+ω∫
a

(
γ′(s)

)2 ds
)2

.

Thus

(M −m)2 <
ω

4

a+ω∫
a

(γ′(s))2 ds.

Hence, in view of (11.18), we get(∥∥[p]+∥∥L −m
∥∥[p]−∥∥L

)2∥∥[p]−∥∥2L <
ω

4

a+ω∫
a

(γ′(s))2 ds.

The latter inequality, together with (11.21), implies∥∥[p]+∥∥L < m

(∥∥[p]−∥∥L +
ω

4

∥∥[p]−∥∥2L(1−√k∗(ω)∥∥[p]2−∥∥L

)−1
)

which, together with (11.12), yields
m > 1.
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Taking now into account (11.13), (11.14), and the condition [p]+ ̸≡ 0, we get from Theorem 8.3 that
p ∈ V−(ω). �

Theorem 11.4. Let p ∈ Lω and there exist a c > 0 such that∥∥[p− c2
]
−

∥∥
L ≤ 2c

ecω −1

ecω +1
. (11.22)

Then p ∈ V−(ω).

Proof. Assume that
[p(t)− c2]− ̸≡ 0 (11.23)

because otherwise p(t) ≥ c2 for t ∈ R and, in view of Remark 8.4 we get p ∈ V−(ω). By virtue of
Remarks 8.2 and 8.4 and (11.23), the problem

γ′′ = c2γ − [p(t)− c2]−, (11.24)
γ(0) = γ(ω), γ′(0) = γ′(ω) (11.25)

has a unique solution γ and
γ(t) > 0 for t ∈ R. (11.26)

Set
M

def
= max

{
γ(t) : t ∈ [0, ω]

}
(11.27)

and choose a ∈ [0, ω[ such that γ(a) = M . It is clear that the function γ is a unique solution of
Dirichlet problem

γ′′ = c2γ − [p(t)− c2]−; γ(a) =M, γ(a+ ω) =M

as well. Hence, by virtue of Green’s formula (for Dirichlet problem), we get

γ(t) =
M

u2(a)

(
u1(t) + u2(t)

)
+

1

u2(a)

(
u2(t)

t∫
a

u1(s)h(s)ds+ u1(t)

a+ω∫
t

u2(s)h(s) ds
)

(11.28)

for t ∈ [a, a+ ω], where
h(t)

def
= [p(t)− c2]− for t ∈ R (11.29)

and u1 and u2 are solutions of the initial value problems
u′′1 = c2u1; u1(a) = 0, u′1(a) = 1, (11.30)
u′′2 = c2u2; u2(a+ ω) = 0, u′2(a+ ω) = −1. (11.31)

It follows from (11.28), in view of (11.30) and (11.31), that

γ′(a) =
M

u2(a)

(
1 + u′2(a)

)
+

1

u2(a)

a+ω∫
a

u2(s)h(s)ds,

γ′(a+ ω) =
M

u2(a)

(
u′1(a+ ω)− 1

)
− 1

u2(a)

a+ω∫
a

u1(s)h(s) ds.

However γ′(a) = γ′(a+ ω) and thus

M
(
u′1(a+ ω)− u′2(a)− 2

)
=

a+ω∫
a

(
u1(s) + u2(s)

)
h(s)ds. (11.32)

Solving (11.30) and (11.31) one can easily verify that

u′1(a+ ω)− u′2(a)− 2 =
(ecω −1)2

ecω (11.33)

and

u1(a+ ω) =
e2cω −1

2c ecω . (11.34)
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On the other hand, in view of (11.30) and (11.31), the function v(t)
def
= u1(t) + u2(t) satisfies v′′(t) =

c2v(t) > 0 for t ∈ [a, a+ ω], v(a) = v(a+ ω), and v(a) = u1(a+ ω). Hence, on account of (11.34), we
get

u1(t) + u2(t) = v(t) < v(a) =
e2cω −1

2c ecω for t ∈ ]a, a+ ω[ . (11.35)
Now it follows from (11.32), in view of (11.23), (11.29), (11.33), and (11.35), that

M <
ecω +1

2c(ecω −1)

∥∥[p− c2
]
−

∥∥
L.

Hence, on account of (11.22) and (11.27), we get
γ(t) < 1 for t ∈ [0, ω].

The latter inequality, together with (11.23)–(11.26), implies (8.11)–(8.14). Therefore, by virtue of
Theorem 8.3, we get p ∈ V−(ω). �
Theorem 11.5. Let p ∈ Lω, p > 0, and

|ℓ(p)(t)| ≤
√
p for t ∈ [0, ω], (11.36)

where p and ℓ(p) are defined by (0.11) and (0.14), respectively. Then p ∈ V−(ω).

Proof. Assume that
p(t) ̸≡ p (11.37)

because otherwise the theorem is trivial (see Remark 8.4). Let

ρ(t)
def
= −ℓ(p)(t) for t ∈ [0, ω].

It is clear that
ρ′(t) = p(t)− p for t ∈ [0, ω]. (11.38)

In view of (11.37), evidently ρ′(t) ̸≡ 0. Hence, ℓ(p)(t) ̸≡ Const. Thus it follows from (11.36) that

mes
{
t ∈ [0, ω] : |ℓ(p)(t)| <

√
p
}
> 0. (11.39)

Now we get from (11.38), in view of (11.36) and (11.39), that
ρ′(t) ≤ p(t)− ρ2(t) for t ∈ [0, ω], (11.40)

mes
{
t ∈ [0, ω] : ρ′(t) < p(t)− ρ2(t)

}
> 0. (11.41)

Integrating (11.38) from 0 to t we get

ρ(t) = ρ(0)−
t∫

0

(
p(s)− p

)
ds for t ∈ [0, ω]. (11.42)

In particular,
ρ(0) = ρ(ω). (11.43)

Integration of (11.42) over [0, ω] implies
ω∫

0

ρ(s)ds = ωρ(0)−
ω∫

0

( s∫
0

(
p(ξ)− p

)
dξ
)

ds = 0. (11.44)

Let now

γ(t)
def
= exp

( t∫
0

ρ(s)ds
)

for t ∈ [0, ω].

Then (11.40), (11.41), (11.43), and (11.44) imply (8.11)–(8.14). Hence, by virtue of Theorem 8.3, we
get p ∈ V−(ω). �
Example 11.6. Let ω = 2π, p(t) = c + λ cos t, λ ̸= 0. Then p = c and ℓ(p)(t) = λ sin t. It follows
from Theorem 11.5 that if c ≥ λ2 then p ∈ V−(ω).
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12. Efficient Conditions for the Inclusion p ∈ V+(ω)

Next two theorems immediately follows from Theorem 9.3 and Propositions 5.2 and 5.3.

Theorem 12.1. Let p ∈ Lω, p ̸≡ 0, p ≤ 0, and

k∗(ω)

ω∫
0

[p(s)]2− ds < 1.

Then p ∈ IntV+(ω).

Theorem 12.2. Let p ∈ Lω, p ̸≡ 0, p ≤ 0, and∥∥[p]−∥∥L ≤ 4

ω
+
p∗

4ω

∥∥[p]−∥∥2L. (12.1)

Then p ∈ IntV+(ω).

The next theorem, in spite of previous ones, does not exclude the case when p > 0.

Theorem 12.3. Let p ∈ Lω, p ̸≡ Const., and

ℓ2
(
1− π2

(eωℓ−1)2

)
≤ p ≤ ℓ

ω(eωℓ−1)

( ω∫
0

|ℓ(p)(s)| ds
)2

, (12.2)

where the number ℓ and the function ℓ(p) are defined by (0.15) and (0.14), respectively. Then p ∈
IntV+(ω).

Proof. Introduce the notations

u0(t)
def
= exp

( t∫
0

ℓ(p)(ξ)dξ
)
, λ = π

( ω∫
0

1

u20(s)
ds
)−1

σα(t)
def
= λ ctg

(
λ

t∫
α

1

u20(s)
ds
)

for t ∈ ]α, α+ ω[ , α ∈ [0, ω[ ,

and

ρα(t)
def
= ℓ(p)(t) +

σα(t)

u20(t)
for t ∈ ]α, α+ ω[ , α ∈ [0, ω[ .

Since σ′
α(t) = − 1

u2
0(t)

(λ2 + σ2
α(t)) one can easily verify that

ρ′α(t) = p(t)− p+ ℓ2(p)(t)− λ2

u40(t)
− ρ2α(t) for t ∈ ]α, α+ ω[ . (12.3)

By virtue of Proposition 4.2, we have

u20(t)

ω∫
0

1

u20(s)
ds ≤ eωℓ−1

ℓ
. (12.4)

Hence,
λ2

u40(t)
≥ π2ℓ2

(ωℓ− 1)2
. (12.5)

Since p ̸≡ Const. we have |ℓ(p)| ̸≡ Const. and hence ℓ2(p)(t) ≤ ℓ2 for t ∈ R and ℓ2(p)(t) ̸≡ ℓ2 on
[α, α+ ω]. Taking, moreover, into account the first inequality in (12.2), we get

ℓ2(p)(t) ≤ λ2

u40(t)
+ p for t ∈ R

and
mes

{
t ∈ [α, α+ ω] : ℓ2(p)(t) <

λ2

u40(t)
+ p

}
> 0.
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Hence, it follows from (12.3) that

ρ′α(t) ≤ p(t)− ρ2α(t) for t ∈ ]α, α+ ω[ , α ∈ [0, ω[ , (12.6)

mes
{
t ∈ [α, α+ ω] : ρ′α(t) < p(t)− ρ2α(t)

}
> 0. (12.7)

Set

γα(t)
def
= exp

[ t∫
α+ω

2

ρα(s) ds
]

for t ∈ ]α, α+ ω[ . (12.8)

By direct calculation one can easily verify that

γα(t) = sin
(
λ

t∫
α

1

u20(s)
ds
)

exp
[ t∫
α+ω

2

ℓ(p)(s)ds
]

1

sin
(
λ
α+ω

2∫
α

1
u2
0(s)

ds
) .

Hence, γα ∈ AC′([α, α+ω]), γα(α) = 0, γα(α+ω) = 0, and γα(t) > 0 for t ∈ ]α, α+ω[ . On the other
hand, in view of (12.6)–(12.8), we get that

γ′′α(t) ≤ p(t)γα(t) for t ∈ [α, α+ ω],

mes
{
t ∈ [α, α+ ω] : γ′′α(t) < p(t)γα(t)

}
> 0.

Therefore, by virtue of Proposition 2.6, the inclusion

p ∈ IntD(ω) (12.9)

holds.
Let now

h(t)
def
= u40(t)

(
p− ℓ2(p)(t)

)
for t ∈ R,

h
def
=

( ω∫
0

1

u20(s)
ds
)−1

ω∫
0

h(s)

u20(s)
ds,

c
def
= −

( ω∫
0

1

u20(s)
ds
)−1

ω∫
0

u−2
0 (t)

t∫
0

u−2
0 (s)

(
h(s)− h

)
dsdt,

and

ρ(t)
def
= ℓ(p)(t)+u−2

0 (t)

(
c+

t∫
0

u−2
0 (s)

(
h(s)−h

)
ds
)

for t∈ [0, ω].

Since
ω∫
0

ℓ(p)(ξ)dξ = 0 we have that

ω∫
0

ρ(t)dt = 0. (12.10)

On the other hand, since ℓ(p)(0) = ℓ(p)(ω) and
ω∫
0

u−2
0 (s)(h(s)− h) ds = 0, we get

ρ(0) = ρ(ω). (12.11)
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By direct calculation one can easily verify that

ρ′(t) = p(t)− 2
ℓ(p)(t)

u20(t)

(
c+

t∫
0

u−2
0 (s)

(
h(s)− h

)
ds
)
− ℓ2(p)(t)− h

u40(t)

= p(t)− ρ2(t) +
1

u40(t)

(
c+

t∫
0

u−2
0 (s)

(
h(s)− h

)
ds
)2

− h

u40(t)
(12.12)

for t ∈ [0, ω]. By virtue of (12.5) and the second inequality in (12.2), we get

p

ω∫
0

u20(s)ds
ω∫

0

1

u20(s)
ds ≤

( ω∫
0

|ℓ(p)(s)|ds
)2

.

On the other hand, by virtue of Hölder’s inequality( ω∫
0

|ℓ(p)(s)| ds
)2

≤
ω∫

0

1

u20(s)
ds

ω∫
0

u20(s)
(
ℓ(p)(s)

)2 ds.

The latter two inequalities yield that
ω∫

0

u20(s)
(
p− (ℓ(p)(s))2

)
ds ≤ 0

and therefore h ≤ 0. As it was mentioned above |ℓ(p)(t)| ̸≡ Const. Hence h ̸≡ 0 as well. Therefore,
either h < 0 or h = 0 and

c+

t∫
0

u−2
0 (s)

(
h(s)− h

)
ds ̸≡ 0 on [0, ω].

Now, it follows from (12.12) that

ρ′(t) ≥ p(t)− ρ2(t) for t ∈ [0, ω], (12.13)

mes
{
t ∈ [0, ω] : ρ′(t) > p(t)− ρ2(t)

}
> 0. (12.14)

Let now

γ(t)
def
= exp

( t∫
0

ρ(s)ds
)

for t ∈ [0, ω].

In view of (12.10), (12.11), (12.13), and (12.14), one can easily verify that (9.1)–(9.4) are fulfilled.
Taking, moreover, into account (12.9), we get from Theorem 9.1′ that p ∈ IntV+(ω). �

Corollary 12.4. Let p ∈ Lω, p ̸≡ Const., p ≤ 0, and
1

ℓ
(eωℓ−1)

√
|p|+ ℓ2 ≤ π.

Then p ∈ IntV+(ω).

Corollary 12.5. Let p ∈ Lω, p ̸≡ Const.,

ℓ ≤ 1

ω
ln(1 + π) (12.15)

and

0 ≤ p ≤ ln(1 + π)

ω2π

( ω∫
0

|ℓ(p)(ξ)| dξ
)2

. (12.16)

Then p ∈ IntV+(ω).
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Proof. In view of (12.15) and the first inequality in (12.16) we get that the first inequality in (12.2)
holds. Taking now into account that the function x 7→ 1

x (eωx−1) is increasing on ]0,+∞[ , we get
from the second inequality in (12.16) that the second inequality in (12.2) is fulfilled. �

Example 12.6. Let ω = 2π, p(t) = c + λ cos t, λ ̸= 0. Then p = c, ℓ(p)(t) = λ sin t, ℓ = |λ|,
ω∫
0

|ℓ(p)(s)| ds = 4|λ|. It follows from Corollary 12.4 that if

λ2 − λ2
π2

(e2π|λ| −1)2
≤ c ≤ 0

then p ∈ IntV+(ω). On the other hand, Corollary 12.5 implies that if

|λ| ≤ 1

2π
ln(1 + π)

and
0 ≤ c ≤ 4λ2

π3
ln(1 + π)

then p ∈ IntV+(ω).

13. Connection with Lyapunov Stability

Consider the equation
u′′ = p(t)u, (13.1)

where p ∈ Lω.

Definition 13.1. We say that the equation (13.1) is strongly exponentially dichotomic (SED) if there
are µ > 0 and linearly independent solutions u and v of the equation (13.1) such that the functions

u(t) e−µt and v(t) eµt

are ω-periodic and do not change their signs.

Remark 13.2. It is clear that if the equation (13.1) is SED then it is unstable.

Theorem 13.3. Equation (13.1) is SED if and only if p ∈ V−(ω).

Proof. Let p ∈ V−(ω). Then, in view of Remark 0.6, the problem
β′′ = p(t)β − |p(t)| − 1,

β(0) = β(ω), β′(0) = β′(ω) (13.2)

has a unique solution β and β(t) ≥ 1 for t ∈ R. On account of Lemma 1.2, there is a solution v of the
equation (13.1) such that

0 < v(t) ≤ β(t) for t ≥ 0, (13.3)
v(0) = β(0). (13.4)

By virtue of (13.3) and Lemma 1.4, we get
v(t+ ω) = λv(t) for t ≥ 0, (13.5)

where
λ =

v(ω)

v(0)
. (13.6)

It easily follows from (13.5) that

v(kω) = λkv(0) for k ∈ N. (13.7)
On the other hand, (13.2), (13.3), and (13.4) imply

v(kω) ≤ β(kω) = β(0) = v(0) for k ∈ N.
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Hence, in view of (13.7), we get λ ≤ 1. However, λ ̸= 1 because otherwise, in view of (13.5) and the
first inequality in (13.3), we get p ∈ V0(ω), which contradicts our assumption. Therefore,

0 < λ < 1. (13.8)
Denote by u a solution of the initial value problem

u′′ = p(t)u; u(0) = c1, u′(0) = c2,

where

c1 =
λ2v(0)

1− λ2

ω∫
0

1

v2(s)
ds, c2 =

1 + c1v
′(0)

v(0)
. (13.9)

Clearly,
u′(t)v(t)− u(t)v′(t) = c2v(0)− c1v

′(0) = 1. (13.10)
Therefore, u and v are linearly independent. Moreover, it follows from (13.10) that (u(t)v(t) )

′ = 1
v2(t) pro

t ≥ 0 and thus
u(t)

v(t)
=

c1
v(0)

+

t∫
0

1

v2(s)
ds for t ≥ 0.

Hence, in view of (13.5) and (13.9), we get

u(t+ ω)

v(t+ ω)
=

c1
v(0)

+

ω∫
0

1

v2(s)
ds+

t+ω∫
ω

1

v2(s)
ds = c1

v(0)
+

ω∫
0

1

v2(s)
ds+ 1

λ2

t∫
0

1

v2(s)
ds

=
1

λ2

(
c1
v(0)

+

t∫
0

1

v2(s)
ds
)
+
λ2 − 1

λ2
c1
v(0)

+

ω∫
0

1

v2(s)
ds

=
1

λ2

(
c1
v(0)

+

t∫
0

1

v2(s)
ds
)

=
u(t)

λ2v(t)
=

u(t)

λv(t+ ω)
for t ≥ 0.

Thus
u(t+ ω) =

1

λ
u(t) for t ≥ 0. (13.11)

Now let µ def
= − 1

ω lnλ. In view of (13.8), clearly µ > 0. Let, moreover,

φ(t)
def
= v(t) eµt, ψ(t)

def
= u(t) e−µt for t ∈ R.

In view of (13.6), we have

φ(t+ω)=v(t+ω) eµ(t+ω)=λv(t) eµt eµω=v(t) eµt=φ(t) for t∈R.

Analogously, on account of (13.11), we get that ψ(t + ω) = ψ(t) for t ∈ R. On the other hand, it is
clear that the functions φ and ψ are continuously differentiable. Mention also that since p ∈ V−(ω) we
get from Theorem 8.1 that p ∈ D. Hence, the functions φ and ψ do not change their signs. Therefore,
the equation (13.1) is SED.

Suppose now that the equation (13.1) is SED. Let v is a solution of the equation (13.1) such that
v(t) = φ(t) e−µt for t ∈ R, (13.12)

where µ > 0 and φ is an ω-periodic and sign-constant. Assume without loss of generality that φ(t) > 0
for t ∈ R. Clearly, there is a number a ∈ [0, ω[ such that

φ′(a) = 0.

Then we get from (13.12) that
v′(a) < 0. (13.13)

On the other hand, (13.12) implies
v(t+ ω) = λv(t) for t ∈ R, (13.14)
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where
λ =

1

eµω < 1. (13.15)

Introduce the notations

γ(t)
def
= v(t+ a), pa(t)

def
= p(t+ a) for t ∈ R.

On account of (13.13)–(13.15), we have

γ(ω) = v(a+ ω) = λv(a) < v(a) = γ(0)

and
γ′(ω) = v′(a+ ω) = λv′(a) > v′(a) = γ′(0).

It is clear that γ′′(t) = pa(t)γ(t) for t ∈ R. Hence, by virtue of Theorem 8.3, we get pa ∈ V−(ω)
which, in view of Remark 8.6 implies that p ∈ V−(ω). �

Theorem 13.4. Let p ∈ IntV+(ω). Then the equation (13.1) is stable.

Proof. In view of Theorem 7.1, it is sufficient to show that Floquet multipliers of equation (13.1) are
complex valued. Suppose the contrary, let µ ∈ R be a Floquet multiplier of equation (13.1). Then,
by virtue of Theorem 7.2, there is a nontrivial solution u0 of the equation (13.1) satisfying

u0(t+ ω) = µu0(t) for t ∈ R. (13.16)

Since p ∈ IntV+(ω), in view of Theorem 8.1, we have p ̸∈ D. Hence, any solution of the equation
(13.1) has at least one zero in R. Taking, moreover, into account (13.16) we get that there is an
a ∈ [0, ω[ such that

u0(a) = 0, u0(a+ ω) = 0.

Thus the function u0 is a nontrivial solution of the problem

u′′ = p(t)u; u(a) = 0, u(a+ ω) = 0.

On the other hand, by virtue of Theorem 9.1′, the inclusion p ∈ IntD(ω) holds as well. Hence, in
view of Proposition 2.2, we get the contradiction u0 ≡ 0. �

Remark 13.5. The assumption p ∈ IntV+(ω) in Theorem 13.4 cannot weakened to the assumption
p ∈ V+(ω). As it was mentioned above (see Proposition 10.5), V+(ω) \ IntV+(ω) = ∂D(ω). By virtue
of Proposition 14.1 below there is a p ∈ ∂D(ω) such that the equation (13.1) is unstable. Mention also
that the constant function p(t)

def
= −

(
π
ω

)2 also belongs to ∂V+(ω), while the corresponding equation
(13.1) is stable. Thus if p ∈ V+(ω) \ IntV+(ω) then the equation (13.1) may be either stable or
unstable.

Remark 13.6. It follows from Theorem 7.1, Theorem 7.2, Proposition 0.8, and Proposition 1.1 that
if p ∈ V0(ω) then the equation (13.1) is unstable.

14. On Mathieu Equation

On R consider the equation
u′′ = pc(t)u, (14.1)

where pc(t)
def
= −c(1 − cos t) for t ∈ R, c ∈ R. It is clear that p0 ∈ V0(2π) and, for any c < 0, the

inclusion pc ∈ V−(2π) holds (see Remark 8.4). Hence, we will be interested in the case c > 0. Recall
that the number k∗(2π) is introduced in Remark 5.1.

Proposition 14.1. There is a c∗ ∈
[

1√
3πk∗(2π)

, 16
[

such that pc ∈ IntV+(2π) if and only if c ∈ ]0, c∗[ .
Moreover, pc∗ ∈ ∂D(2π) (and, consequently, pc∗ ∈ V+(2π)) and the equation (14.1) with c = c∗ is
unstable.
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Proof. For any a ∈ [0, 2π] put

A(a)
def
=
{
c > 0 : wa(t) > 0 for t ∈ ]a, a+ 2π]

}
,

where wa is solution of the initial value problem
w′′ = pc(t)w; w(a) = 0, w′(a) = 1.

By virtue of Proposition 5.2, if c > 0 and
k∗(2π)∥p2c∥L2π < 1

then pc ∈ IntD(2π). Taking, moreover, into account Proposition 2.2, we get]
0,

1√
3πk∗(2π)

[
⊂ A(a) for a ∈ [0, 2π]. (14.2)

In particular, A(a) ̸= ∅ for a ∈ [0, 2π]. On the other hand, by virtue of Corollary 2 of [17], if

−
a+2π∫
a

sin2 s− a

2
pc(s) ds ≥ π

4

then c ̸∈ A(a). Consequently, the sets A(a) are bounded from above.
Put

c(a)
def
= supA(a). (14.3)

In view of (14.2), it is clear that
c(a) ≥ 1√

3πk∗(2π)
. (14.4)

Now we will show that
c(a) ̸∈ A(a). (14.5)

Suppose the contrary, let c(a) ∈ A(a). Then, in view of Fredholm’s first theorem (for Dirichlet
problem), the problem

u′′0 = pc(a)(t)u0; u0(a) = 1, u0(a+ 2π) = 1

possesses a unique solution u0 and u0(t) > 0 for t ∈ [a, a + 2π]. It is clear that there are ε0 > 0 and
ε1 > 0 such that

0 < u0(t)− ε0 < ε1 for t ∈ [a, a+ 2π].

Put v(t) = u0(t)− ε0 for t ∈ [a, a+ 2π] and c1 = c(a)
(
1 + ε0

ε1

)
. One can easily verify that

v′′(t) = pc(a)(t)v(t) + ε0pc(a)(t)

≤ pc(a)(t)v(t) +
ε0
ε1
pc(a)(t)v(t) = pc1(t)v(t) for t ∈ [a, a+ 2π]. (14.6)

Let now w be a solution of the problem
w′′ = pc1(t)w; w(a) = 0, w′(a) = 1.

In view (14.6) and Sturm’s comparison theorem one can easily verify that w(t) > 0 fro t ∈ ]a, a+2π].
Consequently, c1 ∈ A(a). However, c1 > c(a) which contradicts (14.3). Therefore, we have proved
that (14.5) holds.

Let now {ck}+∞
k=1 ⊂ A(a) be such that

lim
k→+∞

ck = c(a). (14.7)

For any k ∈ N, denote by wk the solution of the problem
w′′
k = pck(t)wk; wk(a) = 0, w′

k(a) = 1.

Let, moreover, w0 be a solution of the problem
w′′

0 = pc(a)(t)w0; w0(a) = 0, w′
0(a) = 1.

In view of (14.7) and well-posedness of the Cauchy problem it is clear that
lim

k→+∞
wk(t) = w0(t) uniformly on [a, a+ 2π]. (14.8)
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On the other hand, since ck ∈ A(a), we have wk(t) > 0 for t ∈ ]a, a + 2π], k ∈ N. Hence, on account
of (14.8), we get w0(t) ≥ 0 for t ∈ [a, a+ 2π]. Since w0 is a nontrivial solution of the linear equation
we get from the previous inequality that w0(t) > 0 for t ∈ ]a, a+2π[ . Taking now into account (14.5),
we conclude that w0(a+ 2π) = 0. Thus we have proved that, for any a ∈ [0, 2π], the problem

u′′ = pc(a)u; u(a) = 0, u(a+ 2π) = 0, (14.9)
where c(a) is defined by (14.3), possesses a solution u such that

u(t) > 0 for t ∈ ]a, a+ 2π[ . (14.10)
Mention that, by virtue of Corollary 2 of [17], if

−
2π∫
0

sin2 s

2
pc(0)(s)ds ≥ π

4

then the problem (14.9) with a = 0 has no solution satisfying (14.10) with a = 0. Hence, we get

c(0) <
1

6
. (14.11)

Now let
c∗

def
= inf

{
c(a) : a ∈ [0, 2π]

}
. (14.12)

In view of (14.4) and (14.11), clearly c∗ ∈
[

1√
3πk∗(2π)

, 16
[

. Let c ∈ ]0, c∗[ . Then, in view of (14.12),
we have that c < c(a) for any a ∈ [0, 2π]. Hence, by virtue of Sturm’s comparison theorem, c ∈ A(a)
for any a ∈ [0, 2π] and, consequently, in view of Proposition 2.2, we get

pc ∈ IntD(2π) for c ∈ ]0, c∗[ . (14.13)
Hence, by virtue of Theorem 9.3, for every c ∈ ]0, c∗[ , we have

pc ∈ IntV+(2π). (14.14)
Taking, moreover, into account Proposition 2.1, we obtain from (14.13) that pc∗ ∈ D(2π) (and,
consequently, by virtue of Theorem 9.3, pc∗ ∈ V+(2π)).

Now we will show that
pc∗ ∈ ∂D(2π). (14.15)

Since pc∗ ∈ D(2π) and D(2π) = D(2π) (see Proposition 2.1), it is sufficient to show that pc∗ ̸∈
IntD(2π). Suppose the contrary, let pc∗ ∈ IntD(2π). Then there is a c̃ > c∗ such that pc̃ ∈ IntD(2π)
and, consequently, by virtue of Proposition 2.2, c̃ ∈ A(a) for any a ∈ [0, 2π]. Hence, in view of (14.3),
we get that c(a) ≥ c̃ > c∗ for any a ∈ [0, 2π] which contradicts (14.12). Thus we have proved that
(14.15) is fulfilled.

By virtue of Sturm’s comparison theorem and (14.15), we have that if c > c∗ then pc ̸∈ D(2π)
and, consequently, in view of Theorem 9.3, pc ̸∈ V+(2π). Theorem 9.3 and (14.15) yield that pc∗ ̸∈
IntV+(2π). Thus the inclusion (14.14) holds if and only if c ∈ ]0, c∗[ .

Now we will show that the equation
u′′ = pc∗(t)u (14.16)

is unstable. First of all we mention that, by virtue of [10, § 11, Theorem 5.1], if
3π∫
π

(s− π)(3π − s)|pc(t)| ds ≤ 2π (14.17)

then c ∈ A(π). By direct calculations one can easily verify that the inequality (14.17) is equivalent to
c < 3

2π2−6 . Hence, in view of (14.3), we have

c(π) ≥ 3

2π2 − 6
. (14.18)

However, 3
2π2−6 >

1
6 and, consequently, (14.11) and (14.18) imply that c(0) < c(π). Taking now into

account (14.12), we get
c∗ < c(π). (14.19)
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Hence, by virtue of Sturm’s comparison theorem, we obtain that

c∗ ∈ A(π). (14.20)

To prove that the equation (14.16) is unstable we first show that the Floquet multipliers µ1 and
µ2 of the equation (14.16) are real valued.

Suppose that the Floquet multipliers are complex valued. Then, by virtue of Theorem 7.3, there
are α, β ∈ R and linearly independent solutions u and v of the equation (14.16) such that

u(t+ 2π) = αu(t)− βv(t), v(t+ 2π) = βu(t) + αv(t) for t ∈ R. (14.21)

On the other hand, by virtue of (14.15) and Proposition 2.3, there is an a ∈ [0, 2π[ such that the
problem

u′′0 = pc∗(t)u0; u0(a) = 0, u0(a+ 2π) = 0

possesses a nontrivial solution u0. Hence, there are constants c1, c2 ∈ R such that |c1|+ |c2| ̸= 0 and
u0(t) = c1u(t)+ c2v(t) for t ∈ [a, a+2π]. Consequently, the pair (c1, c2) is a nontrivial solution of the
system of algebraic equations

c1u(a) + c2v(a) = 0,

c1u(a+ 2π) + c2v(a+ 2π) = 0.

However, this system possesses a nontrivial solution if and only if u(a)v(a+ 2π)− u(a+ 2π)v(a) = 0.
Hence, in view of (14.21), we get β

(
u2(a)+v2(a)

)
= 0 and, consequently, u(a) = 0 and v(a) = 0 which

contradicts the linear independence of u and v. Thus we have proved that the Floquet multipliers are
real valued.

In this case, by virtue of Floquet theory, the equation (14.16) is stable if and only if µ1 = µ2,
|µ1| = 1 and any solution u of the equation (14.16) satisfies

u(t+ 2π) = µ1u(t) for t ∈ R. (14.22)

In view of (14.20), the solution u of the problem

u′′ = pc∗(t)u; u(π) = 0, u′(π) = 1

satisfies u(t) > 0 for t ∈ ]π, 3π]. Hence, (14.22) does not hold for t = π and thus, the equation (14.16)
is unstable. �

Remark 14.2. Mention that
1√

3πk∗(2π)
=

Γ(14 )

12Γ3( 34 )
≈ 0.164 .

15. Appendix

Definition 15.1. We say that the function p ∈ Lω belongs to that set V̂−(ω) (respectively, V̂+(ω))
if for any function u ∈ AC′([0, ω]) satisfying

u′′(t) ≥ p(t)u(t) for t ∈ [0, ω], (15.1)
u(0) = u(ω), u′(0) ≥ u′(ω), (15.2)

the inequality

u(t) ≤ 0 for t ∈ [0, ω]
(
respectively, u(t) ≥ 0 for t ∈ [0, ω]

)
is fulfilled.

Proposition 15.2. V̂−(ω) = V−(ω).
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Proof. Clearly, V̂−(ω) ⊆ V−(ω). Show that V−(ω) ⊆ V̂−(ω). Let p ∈ V−(ω) and a function u ∈
AC′([0, ω]) satisfy (15.1) and (15.2). Suppose that

u′(0) > u′(ω) (15.3)
because otherwise the inclusion p ∈ V−(ω) implies

u(t) ≤ 0 for t ∈ [0, ω]. (15.4)
In view of (15.1), clearly

u′′(t) = p(t)u(t) + q(t) for t ∈ [0, ω], (15.5)
where

q(t)
def
= u′′(t)− p(t)u(t) for t ∈ [0, ω], (15.6)
q(t) ≥ 0 for t ∈ [0, ω]. (15.7)

Since p ∈ V−(ω), the problem
v′′ = p(t)v + q(t); v(0) = v(ω), v′(0) = v′(ω) (15.8)

possesses a unique solution v and
v(t) ≤ 0 for t ∈ [0, ω]. (15.9)

Put w(t) def
= u(t)− v(t) for t ∈ [0, ω]. It follows from (15.1), (15.2), (15.3), and (15.8) that

w′′(t) = p(t)w(t) for t ∈ [0, ω], (15.10)
w(0) = w(ω), w′(0) > w′(ω). (15.11)

In particular, w ̸≡ 0. Taking, moreover, into account that p ∈ D (see Theorem 8.1), we get that either
w(t) > 0 for t ∈ [0, ω], (15.12)

or
w(t) < 0 for t ∈ [0, ω]. (15.13)

If (15.12) holds then, in view of (15.10), (15.11), and the condition p ∈ D, it follows from Theorem 9.1
(with γ ≡ w) that p ∈ V+(ω) which contradicts our assumption. Therefore, we have proved that
(15.13) is fulfilled. Inequality (15.4) now follows from (15.9) and (15.13). �

Remark 15.3. Let p ∈ V−(ω), q ∈ Lω, c ∈ R, and the functions u and v are solutions of the problems
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω) + c, (15.14)
v′′ = p(t)v + q(t); v(0) = v(ω), v′(0) = v′(ω). (15.15)

During the proof of Proposition 15.2, it was shown that if c > 0 then
u(t) < v(t) for t ∈ [0, ω].

Consequently, if
q(t) ≥ 0 for t ∈ [0, ω], c ≥ 0, (15.16)

c+ mes
{
t ∈ [0, ω] : q(t) > 0

}
> 0, (15.17)

then the unique solution u of the problem (15.14) satisfies
u(t) < 0 for t ∈ [0, ω].

Proposition 15.4. V̂+(ω) = V+(ω).

Proof. Show that V+(ω) ⊆ V̂+(ω). Let p ∈ V+(ω) and a function u ∈ AC′([0, ω]) satisfy (15.1) and
(15.2). If u′(0) = u′(ω) then, in view of the inclusion p ∈ V+(ω), we have that

u(t) ≥ 0 for t ∈ [0, ω]. (15.18)
Suppose that (15.3) holds. In view of (15.1), clearly (15.5) holds, where the function q is defined by
(15.6) and satisfies (15.7). Since p ∈ V+(ω), the problem (15.8) possesses a unique solution v and

v(t) ≥ 0 for t ∈ [0, ω]. (15.19)
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Put w(t) def
= u(t)− v(t) for t ∈ [0, ω]. In view of (15.1), (15.2), (15.3), and (15.8), we get that (15.10)

is fulfilled and
w(0) = w(ω), w′(0) < w′(ω). (15.20)

Taking, moreover, into account that p ∈ D(ω) (see Theorem 9.1), we get that either
w(t) > 0 for t ∈ ]0, ω[ , (15.21)

or
w(t) < 0 for t ∈ ]0, ω[ . (15.22)

Now we will show that (15.22) holds. For this first let us show that w(0) ≤ 0. Indeed, if w(0) > 0
then clearly

w(t) > 0 for t ∈ [0, ω].

Taking, moreover, into account (15.10) and (15.20), it follows from Theorem 8.3 (with γ ≡ w) that
p ∈ V−(ω) which contradicts our assumption. Thus we have proved that

w(0) ≤ 0.

If w(0) = 0 then, in view of (15.20), clearly (15.22) is fulfilled, while if w(0) < 0 then the validity
of (15.22) is evident. Thus we have proved that (15.22) holds. Inequality (15.18) now follows from
(15.19) and (15.22). �
Remark 15.5. During the proof of Proposition 15.4 it was shown that if p ∈ V+(ω), q ∈ Lω, c > 0,
and u and v solutions of the problems (15.14) and (15.15), respectively, then

u(t) > v(t) for t ∈ [0, ω].

Taking, moreover, into account Remark 9.2, we get that if (15.16) and (15.17) are fulfilled then
u(t) > 0 for t ∈ ]0, ω[ .

Remark 15.6. Let p ∈ V−(ω) (respectively, p ∈ V+(ω)), q ∈ Lω, and the functions u, v ∈ AC′([0, ω])
satisfy

u′′(t) ≥ p(t)u(t) + q(t), v′′(t) ≤ p(t)v(t) + q(t) for t ∈ [0, ω],

u(0) = u(ω), u′(0) ≥ u′(ω), v(0) = v(ω), v′(0) ≤ v′(ω).

Then, by virtue of Proposition 15.2 (respectively, Proposition 15.4), the inequality
u(t)≤v(t) for t∈ [0, ω]

(
respectively, u(t)≥v(t) for t∈ [0, ω]

)
holds.



Chapter 3

Periodic Boundary Value Problem

16. Positive Solutions of Linear Problem

Consider the problem
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω), (16.1)

where p, q ∈ Lω. Recall that under a solution of the problem (16.1) we understand a function u ∈
AC′([0, ω]) satisfying given equation almost everywhere in [0, ω] and boundary conditions. In this
chapter, we will deal with the existence of a positive solution of the problem (16.1). Introduce the
definition

Definition 16.1. We say that the vector function (p, q) : [0, ω] → R2 belongs to the set U(ω) if the
problem (16.1) is uniquely solvable and its solution is positive.

As it was mentioned in Remark 8.2 and Remark 9.2 if q ̸≡ 0 then each of the conditions
q(t) ≤ 0 for t ∈ [0, ω], p ∈ V−(ω)

and
q(t) ≥ 0 for t ∈ [0, ω], p ∈ V+(ω)

guarantee the inclusion (p, q) ∈ U(ω). Results stated below cover also the case when the function q is
not of a constant sign.

Recall that the numbers Q+, Q− and ρ(p) are defined by (0.13) and (0.12), respectively.

Theorem 16.2. Let p ∈ V−(ω), q ̸≡ 0, and
Q− ≥ ρ(p)Q+. (16.2)

Then (p, q) ∈ U(ω). Moreover, the unique solution u of the problem (16.1) satisfies the estimate

u(t) >
(
Q− − ρ(p)Q+

)(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)−1

for t ∈ [0, ω]. (16.3)

Proof. In view of Proposition 10.8 we have that
∥∥[p]+∥∥L >

∥∥[p]−∥∥L. Consequently, ρ(p)
∥∥[p]+∥∥L −∥∥[p]−∥∥L > 0 and [p]+ ̸≡ 0. Hence, in view of Remark 8.4 we have [p]+ ∈ V−(ω). Introduce the

notation
c

def
=
(
Q− − ρ(p)Q+

)(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)−1

. (16.4)

Clearly, c ≥ 0. Since [p]+ ∈ V−(ω) the problem
α′′ = [p(t)]+α− c[p(t)]− + q(t); α(0) = α(ω), α′(0) = α′(ω) (16.5)

possesses a unique solution α. Suppose that
m = min

{
α(t) : t ∈ [0, ω]

}
and choose a ∈ [0, ω[ such that

α(a) = m. (16.6)
Denote by v the solution of the problem

v′′ = [p(t)]+v; v(a) = 1, v(a+ ω) = 1. (16.7)

61
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By virtue of Proposition 6.11, v satisfies the inequalities
ω

v2(a)
< v(t) <

ω

v2(a)
ρ(p) for t ∈ ]a, a+ ω[ , (16.8)

where v2 is a solution of the problem
v′′2 = [p(t)]+v2; v2(a+ ω) = 0, v′2(a+ ω) = −1.

It follows from (16.7), in view of (16.8), that

0 < v′(a+ ω)− v′(a) =

a+ω∫
a

[p(s)]+v(s)ds < ω

v2(a)
ρ(p)

∥∥[p]+∥∥L. (16.9)

On the other hand, it is clear that(
v′(t)α(t)−v(t)α′(t)

)′
=c[p(t)]−v(t)−q(t)v(t) for t∈ [a, a+ω].

Integration of this equality on [a, a+ ω] yields

m
(
v′(a+ ω)− v′(a)

)
= c

a+ω∫
a

[p(s)]−v(s) ds−
a+ω∫
a

q(s)v(s) ds.

Hence, on account of (16.8) and the condition [q]− ̸≡ 0, we get

m
(
v′(a+ ω)− v′(a)

)
>

ω

v2(a)

(
c
∥∥[p]−∥∥L +Q− − ρ(p)Q+

)
which, together with (16.9), results in

α(t) > c for t ∈ [0, ω]. (16.10)
In view of (16.10), it follows from (16.5) that

α′′(t) ≥ p(t)α(t) + q(t) for t ∈ [0, ω],

α(0) = α(ω), α′(0) = α′(ω).
(16.11)

Let now u be a solution of the problem (16.1). Since p ∈ V−(ω) and (16.11) holds we get, by
virtue of Remark 0.6, that u(t) ≥ α(t) for t ∈ [0, ω] which, together with (16.10), implies the desired
estimate (16.3). �

Remark 16.3. Condition (16.2) in Theorem 16.2 is optimal and cannot be weaken to the inequality
Q− ≥ (1− ε)ρ(p)Q+ (16.12)

no matter how small ε ∈ ]0, 1[ is. Indeed, let ε ∈ ]0, 1[ and δ > 0 be such that

eπ
2δ =

1

1− ε
.

Put ω = 2π,
p(t)

def
= δ, q(t)

def
= (1 + δ) cos t− (1− ε)δ.

Since δ > 0, in view of Remark 8.4, we have p ∈ V−(ω). By direct calculation one can easily verify
that (16.12) holds. On the other hand, the function u(t)

def
= 1− ε− cos t for t ∈ [0, ω] is a solution of

the problem (16.1) and its minimum is negative. Consequently, (p, q) ̸∈ U(ω).

Before the formulation of the next result we mention that if p ∈ IntV+(ω) then, in view of Theo-
rem 9.1′, p ∈ IntD(ω) as well. It allows us to use the number ν∗(p) defined by (6.22) in formulation
of the next result.

Theorem 16.4. Let p ∈ IntV+(ω), q ̸≡ 0, and
Q+ ≥ ν∗(p)ρ(p)Q−. (16.13)

Then (p, q) ∈ U(ω). Moreover,
ν∗(p)ρ(p)

∥∥[p]−∥∥L >
∥∥[p]+∥∥L (16.14)
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and the unique solution u of the problem (16.1) satisfies the estimate

u(t)>
(
Q+−ν∗(p)ρ(p)Q−

)(
ν∗(p)ρ(p)

∥∥[p]−∥∥L−
∥∥[p]+∥∥L

)−1

for t ∈ [0, ω]. (16.15)

Proof. Let u be a solution of the problem (16.1) and

m
def
= min

{
u(t) : t ∈ [0, ω]

}
.

Choose a ∈ [0, ω[ such that
u(a) = m.

Since p ∈ IntV+(ω), we have that [p]− ̸≡ 0 (because otherwise, in view of Remark 8.4, we get
p ∈ V−(ω) ∪ V0(ω)). Moreover, in view of Theorem 9.1′, p ∈ IntD(ω) as well. Hence, by virtue of
Proposition 6.12 (and (6.22)), the unique solution v of the problem

v′′ = p(t)v; v(a) = 1, v(a+ ω) = 1 (16.16)
satisfies the estimates

1

ρ(p)
< v(t) ≤ ν∗(p) for t ∈ [a, a+ ω]. (16.17)

It is clear that v′(a) ̸= v′(a+ ω) (because otherwise p ∈ V0(ω)). Moreover,
v′(a) > v′(a+ ω), (16.18)

because otherwise, in view of Theorem 8.3 (with γ ≡ v), we get p ∈ V−(ω). On the other hand, it
follows from (16.16) that

v′(a)− v′(a+ ω) =

a+ω∫
a

[p(s)]−v(s) ds−
a+ω∫
a

[p(s)]+v(s) ds

which, together with (16.17) and (16.18) imply

0 < v′(a)− v′(a+ ω) ≤ ν∗(p)
∥∥[p]−∥∥L − 1

ρ(p)

∥∥[p]+∥∥L. (16.19)

Consequently, the inequality (16.14) holds.
It follows from (16.1) and (16.16) that(

u′(t)v(t)− u(t)v′(t)
)′

= q(t)v(t) for t ∈ [a, a+ ω].

The integration of this equality on [a, a+ ω] results in

m
(
v′(a)− v′(a+ ω)

)
=

a+ω∫
a

[q(s)]+v(s)ds−
a+ω∫
a

[q(s)]−v(s)ds. (16.20)

Since q ̸≡ 0 and (16.13) holds, we have [q]+ ̸≡ 0 as well. Hence, in view of (16.17), it follows from
(16.20) that

m
(
v′(a)− v′(a+ ω)

)
>

1

ρ(p)
Q+ − ν∗(p)Q−,

which, together with (16.19), yields the desired estimate (16.15). �

Remark 16.5. As it is clear from the proof of Theorem 16.4, the inclusion p ∈ IntV+(ω) implies the
validity of (16.14).

The next assertion follows immediately from Theorem 16.4.

Proposition 16.6. Let p ∈ IntV+(ω). Then there is a c > 0 such that, for any nontrivial function
q ∈ Lω satisfying Q+ ≥ cQ−, the unique solution u of the problem (16.1) is positive (and, consequently
(p, q) ∈ U(ω)).

Mention that the assumption p ∈ IntV+(ω) in Proposition 16.6 is optimal and cannot be weaken.
More precisely



64 Alexander Lomtatidze

Proposition 16.7. Let p ∈ V+(ω) \ IntV+(ω). Then, for any r > 0, there exists a function q ∈ Lω
such that

Q+ > rQ− (16.21)
and the unique solution u of the problem (16.1) satisfies

min
{
u(t) : t ∈ [0, ω]

}
< 0. (16.22)

Proof. In view of Proposition 10.5, the inclusion p ∈ ∂D(ω) holds. Hence, by virtue of Proposition 2.3,
there is an a ∈ [0, ω[ such that the problem

v′′ = p(t)v; v(a) = 0, v(a+ ω) = 0 (16.23)
possesses a solution v such that

v(t) > 0 for t ∈ ]a, a+ ω[ . (16.24)
Clearly,

v′(a) > v′(a+ ω). (16.25)
Let r > 0 be fixed. Since

lim
x→0+

1

x

a+x∫
a

v(s)ds = 0, (16.26)

there is a x0 ∈ ]0, ω[ such that

r

x0

a+x0∫
a

v(s)ds < 1

ω

a+ω∫
a+x0

v(s) ds. (16.27)

Set

q(t) =


r

x0
for t ∈ [a, a+ x0[ ,

− 1

ω
for t ∈ ]a+ x0, a+ ω]

and extend it periodically. Clearly, (16.21) holds. Moreover, in view of (16.27), we have
a+ω∫
a

q(s)v(s)ds < 0. (16.28)

Let now u be a solution of the problem (16.1). Then, in view of (16.1) and (16.23), we get(
u′(t)v(t)− u(t)v′(t)

)′
= q(t)v(t) for t ∈ [a, a+ ω]. (16.29)

The integration of this equality on [a, a+ ω] results in

u(a)
(
v′(a)− v′(a+ ω)

)
=

a+ω∫
a

q(s)v(s)ds. (16.30)

Hence, in view of (16.25) and (16.28) we get that u(a) < 0 and, consequently, (16.22) is fulfilled. �
The next assertion also follows from Theorem 16.4.

Proposition 16.8. Let p ∈ IntV+(ω). Then there is a c0 > 0 such that, for any nontrivial function
q ∈ Lω satisfying q(t) ≥ 0 for t ∈ [0, ω], the unique solution u of the problem (16.1) admits the estimate

u(t) > c0∥q∥L for t ∈ [0, ω].

Mention that the assumption p ∈ IntV+(ω) in Proposition 16.8 is optimal and cannot be weaken.
More precisely
Proposition 16.9. Let p ∈ V+(ω) \ IntV+(ω). Then, for any ε > 0, there exists a function q ∈ Lω
such that

q(t) ≥ 0 for t ∈ [0, ω], ∥q∥L = 1, (16.31)
and the unique solution u of the problem (16.1) satisfies

min
{
u(t) : t ∈ [0, ω]

}
< ε. (16.32)
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Proof. In view of Proposition 10.5, we have p ∈ ∂D(ω). Hence, there is an a ∈ [0, ω[ such that the
problem (16.23) possesses a solution v satisfying (16.24). Clearly, (16.25) and (16.26) hold. Put

δ = v′(a)− v′(a+ ω) (16.33)
and fix ε > 0. In view of (16.26), there is a x0 ∈ ]0, ω[ such that

1

x0

a+x0∫
a

v(s) ds < εδ. (16.34)

Set

q(t) =


1

x0
for t ∈ [a, a+ x0[ ,

0 for t ∈ ]a+ x0, a+ ω]
(16.35)

and extend it periodically. It is clear that (16.31) holds.
Let now u be a solution of the problem (16.1). Then (16.29) is fulfilled and, consequently, (16.30)

holds as well. Hence, in view of (16.33)–(16.35) we get

δu(a) =
1

x0

a+x0∫
a

v(s) ds < εδ

which implies (16.32). �

Corollary 16.10. Let p ∈ IntV+(ω), −[p]− ∈ IntD(ω), q ̸≡ 0 and
Q+ ≥ ν∗(−[p]−)Q−. (16.36)

Then (p, q) ∈ U(ω). Moreover, the unique solution u of the problem (16.1) admits the estimate

u(t) >
Q+ − ν∗(−[p]−)ρ(p)Q−

ν∗(−[p]−)ρ(p)
∥∥[p]−∥∥L

for t ∈ [0, ω]. (16.37)

Proof. On account of Theorem 9.3, we have −[p]− ∈ IntV+(ω). Hence, by virtue of Theorem 16.4,
the unique solution u0 of the problem

u′′0 = −[p(t)]−u0 + q(t); u0(0) = u0(ω), u′0(0) = u′0(ω) (16.38)
(is positive and) satisfies the estimate

u0(t) >
Q+ − ν∗(−[p]−)ρ(p)Q−

ν∗(−[p]−)ρ(p)
∥∥[p]−∥∥L

for t ∈ [0, ω]. (16.39)

Since u0 is positive, we get from (16.38) that
u′′0(t) ≤ p(t)u0(t) + q(t) for t ∈ [0, ω]; u0(0) = u0(ω), u′0(0) = u′0(ω). (16.40)

Let now u be a solution of the problem (16.1). By virtue of (16.1) and (16.40), it follows from
Remark 0.6 that

u(t) ≥ u0(t) for t ∈ [0, ω]

which, together with (16.39), yields the desired estimate (16.37). �

Next corollary follows from Corollary 16.10, Proposition 6.5, and Proposition 6.8.

Corollary 16.11. Let p ∈ Lω, p ̸≡ 0, p ≤ 0, q ̸≡ 0,∥∥[p]−∥∥L <
4

ω
+
p∗

4ω

∥∥[p]−∥∥2L, (16.41)

and
Q+ ≥ c0Q−, (16.42)

where
c0 = 1 +

∥∥[p]−∥∥L

( 4
ω

+
p∗

4ω

∥∥[p]−∥∥2L −
∥∥[p]−∥∥L

)−1

.
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Then (p, q) ∈ U(ω). Moreover, the unique solution u of the problem (16.1) admits the estimate

u(t) >
1

c0
∥∥[p]−∥∥L

(Q+ − c0Q−) for t ∈ [0, ω]. (16.43)

Next assertion follows from Corollary 16.10, Proposition 6.6, and Proposition 6.8.

Corollary 16.12. Let p ∈ Lω, p ̸≡ 0, p ≤ 0, [p]2− ∈ Lω, q ̸≡ 0,
k∗(ω)

∥∥[p]2−∥∥L < 1, (16.44)
and

Q+ ≥ c1Q−, (16.45)
where

c1 = 1 +
ω

4

∥∥[p]−∥∥L

(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

.

Then (p, q) ∈ U(ω). Moreover, the unique solution u of the problem (16.1) admits the estimate

u(t) >
1

c1
∥∥[p]−∥∥L

(Q+ − c1Q−) for t ∈ [0, ω]. (16.46)

Remark 16.13. Conditions (16.42) and (16.45) in Corollaries 16.11 and 16.12 are optimal and cannot
be weaken to the conditions

Q+ ≥ (1− ε)c0Q−, resp. Q+ ≥ (1− ε)c1Q−, (16.47)

no matter how small ε ∈ ]0, 1[ is. Indeed, let ω > 0 and ε ∈ ]0, 1[ be fixed. Put p(t) def
= −δ for t ∈ R.

By direct calculation one can easily verify that there is a δ > 0, small enough, such that (16.41) and
(16.44) are fulfilled and

(1− ε)c0 < 1, (1− ε)c1 < 1. (16.48)
Let now q ∈ Lω be such that q ̸≡ 0 and Q+ = Q−. In view of (16.48), the inequalities (16.47) are

fulfilled. Finally, let u be a solution of the problem (16.1). Clearly, u ̸≡ 0 (because otherwise q ≡ 0)
and

δ

ω∫
0

u(s)ds =
ω∫

0

q(s)ds = Q+ −Q− = 0.

Hence, min{u(t) : t ∈ [0, ω]} < 0 and, consequently, (p, q) ̸∈ U(ω).

Next assertion follows from Proposition 6.9, Theorem 12.3 and Theorem 16.4. Mention that, in
contrast to the previous assertions, it does not exclude the case when p > 0.

Corollary 16.14. Let p, q ∈ Lω, p ̸≡ 0, q ̸≡ 0,

ℓ2
(
1− π2

(eωℓ−1)2

)
< p ≤ ℓ

ω(eωℓ−1)

( ω∫
0

|ℓ(p)(s)| ds
)2

,

and
Q+ ≥ cρ(p)Q−,

where
c

def
=

eωℓ
1− c0

, c0
def
=

eωℓ−1

πℓ

√
ℓ2 − p .

Then (p, q) ∈ U(ω).

Before the formulation of the next result introduce the notations. Let p ∈ D(ω) and a ∈ [0, ω].
Denote by v1a and v2a solutions of the problems

v′′1a = p(t)v1a; v1a(a) = 0, v′1a(a) = 1, (16.49)
v′′2a = p(t)v2a; v2a(a+ ω) = 0, v′2a(a+ ω) = −1, (16.50)

respectively. Since p ∈ D(ω) it is clear that
v1a(t) > 0, v2a(t) > 0 for t ∈ ]a, a+ ω[ . (16.51)
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Let now ν ∈ ]0, 1/2[ . Then it is clear that v−
ν

1−ν

ia ∈ L([a, a+ ω]), i = 1, 2. Put

µ∗
ν(p)

def
= sup

{
∥via∥C([a,a+ω])

( a+ω∫
a

1

[via(s)]
ν

1−ν

) 1−ν
ν

: a ∈ [0, ω], i = 1, 2

}
. (16.52)

It is not difficult to verify that µ∗
ν(p) is a finite number.

As it was mentioned above (see Proposition 16.7) if p ∈ V+(ω) \ IntV+(ω) then the assumption
like (16.21) does not guarantee the inclusion (p, q) ∈ U(ω). However, the following theorem is true.

Theorem 16.15. Let p ∈ V+(ω), ν ∈ ]0, 1/2[ , and the function q ∈ Lω satisfy the inequality∥∥[q]+∥∥Lν > µ∗
ν(p)

∥∥[q]−∥∥L. (16.53)
Then (p, q) ∈ U(ω). Moreover, the unique solution u of the problem (16.1) admits the estimate

u(t) ≥ 1

µ∗
ν(p)

∥∥[p]−∥∥L

(
∥[q]+∥Lν − µ∗

ν(p)
∥∥[q]−∥∥L

)
for t ∈ [0, ω]. (16.54)

Proof. Let a ∈ [0, ω]. If v1a(a+ ω) = 0 then v2a(a+ ω) = 0 as well and, in view of (16.51),
v′1a(a+ ω)− v′1a(a) < 0 and v′2a(a+ ω)− v′2a(a) < 0.

On the other hand, if v1a(a+ ω) ̸= 0 then, in view of the equality
v′1a(t)v2a(t)− v1a(t)v

′
2a(t) = Const.

we get that v1a(a+ ω) = v2a(a). Put γ(t) def
= v1a(t) + v2a(t) for t ∈ [a, a+ ω]. It is clear that

γ′′(t) = p(t)γ(t), γ(t) > 0 for t ∈ [a, a+ ω], γ(a) = γ(a+ ω),

and γ′(a) ̸= γ′(a + ω) (since otherwise p ∈ V0(ω)). Hence, in view of Theorem 8.3 and Remark 8.6,
we get that γ′(a + ω) < γ′(a) (since otherwise p ∈ V−(ω)). Therefore, v′1a(a + ω) − v′1a(a) <
v′2a(a)− v′2a(a+ ω). Consequently, either

v′1a(a+ ω)− v′1a(a) < 0, (16.55)
or

v′2a(a+ ω)− v′2a(a) < 0. (16.56)
Thus we have proved that for any a ∈ [0, ω], either (16.55) or (16.56) holds.

Let now u be a solution of the problem (16.1), where q ∈ Lω satisfies (16.53). Put m def
= min{u(t) :

t ∈ [0, ω]} and choose a ∈ [0, ω[ such that
u(a) = m. (16.57)

Clearly,
u′(a) = 0. (16.58)

Suppose without loss of generality that (16.55) holds. It is clear that,(
u′(t)v1a(t)− u(t)v′1a(t)

)′
= q(t)v1a(t) for t ∈ [a, a+ ω].

Integration of this equality on [a, a+ ω], together with (16.57) and (16.58), yields

−m
(
v′1a(a+ ω)− v′1a(a)

)
=

a+ω∫
a

[q(s)]+v1a(s) ds−
a+ω∫
a

[q(s)]−v1a(s)ds. (16.59)

By virtue of Hölder’s inequality we have

∥∥[q]+∥∥Lν ≤ A

a+ω∫
a

[q(s)]+v1a(s) ds,

where

A
def
=

( a+ω∫
a

1

[v1a(s)]
ν

1−ν

) 1−ν
ν

.
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On the other hand,
a+ω∫
a

[q(s)]−v1a(s)ds ≤
∥∥[q]−∥∥L ∥v1a∥C([a,a+ω]).

Taking, moreover, into account (16.55), we get from (16.59) that

m
∣∣v′1a(a+ ω)− v′1a(a)

∣∣ ≥ 1

A

(∥∥[q]+∥∥Lν −A
∥∥[q]−∥∥L∥v1a∥C([a,a+ω])

)
. (16.60)

On the other hand, in view of (16.51) and (16.55), it follows from (16.49) that

∣∣v′1a(a+ ω)− v′1a(a)
∣∣ = −

a+ω∫
a

p(s)v1a(s) ds ≤
a+ω∫
a

[p(s)]−v1a(s)ds ≤
∥∥[p]−∥∥L ∥v1a∥C([a,a+ω]).

Taking, moreover, into account (16.52) and (16.53), we get from (16.60) that (16.54) holds and,
consequently, (p, q) ∈ U(ω). �

Theorem 16.15, together with Proposition 4.3, implies

Corollary 16.16. Let p ∈ V+(ω), ν ∈ ]0, 1/2[ , and

ω
∥∥[p]+∥∥L <

(1− ν)(1− 2ν)

ν2
.

Let, moreover, ∥∥[q]+∥∥Lν > (ωr)
1−ν
ν

∥∥[q]−∥∥L,

where

r
def
= (1− ν)

(
(1− ν)2 − ν

√
(1− ν)2 + (1− ν)ω

∥∥[p]+∥∥L

)−1

.

Then (p, q) ∈ U(ω).

Remark 16.17. Let p(t) def
= −π2

ω2 . Then p ∈ V+(ω), v1a(t) = v2a(t), and v1a(t) = ω
π sin(πω (t− a)) for

t ∈ R. One can easily verify that

µ∗
ν(p) = π

1−ν
2ν

(ω
π

) 1−ν
ν

(Γ( 1−2ν
2(1−ν) )

Γ( 2−3ν
2(1−ν) )

) 1−ν
ν

,

where Γ is the Gamma function of Euler.
In particular, for ν = 1/3 we get

µ∗
1
3
(p) =

1

π
ω2

(
Γ( 14 )

Γ( 34 )

)2

.

Therefore, Theorem 16.15 implies

Corollary 16.18. Let ∥∥[q]+∥∥L
1
3
>
ω2

π

(
Γ( 14 )

Γ( 34 )

)2∥∥[q]−∥∥L.

Then (−π2

ω2 , q) ∈ U(ω).

Remark 16.19. Consider the problem
u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω) + c. (16.61)

In view of Remark 15.3 (respectively, Remark 15.5), it is clear that if p ∈ V−(ω) (respectively,
p ∈ V+(ω)), (p, q) ∈ U(ω), and c ≤ 0 (respectively, c ≥ 0), then the unique solution of the problem
(16.61) is positive.

Definition 16.20. We say that the vector function (p, q) : [0, ω] → R2 belongs to the set U0(ω) if the
problem (16.1) is uniquely solvable and its solution is nonnegative.



Theorems on Differential Inequalities and Periodic BVP for Second-Order ODEs 69

Remark 16.21. It is clear that U(ω) ⊂ U0(ω). Let the problem
u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω), (16.62)

has no nontrivial solution, q0 ∈ Lω, q0 ̸≡ Const. Denote by u0 and v0 solutions of the problems
u′′0 = p(t)u0 + 1; u0(0) = u0(ω), u′0(0) = u′0(ω),

v′′0 = p(t)v0 + q0(t); v0(0) = v0(ω), v′0(0) = v′0(ω).

Put m def
= min{u0(t) : t ∈ [0, ω]},

λ
def
= min

{
v0(t)

u0(t)−m+ 1
: t ∈ [0, ω]

}
,

and
w(t)

def
= v0(t)− λ

(
u0(t)−m+ 1

)
∈ [0, ω].

It is clear that, w(t) ≥ 0 for t ∈ [0, ω], w ̸≡ 0, and there is a t0 ∈ [0, ω] such that w(t0) = 0. On the
other hand, by direct calculation one can easily verify that the function w is a solution of the problem
(16.1) with q(t)

def
= q0(t) − λ(m − 1)p(t) + λ. Clearly, q ̸≡ 0 because otherwise we get that w ≡ 0.

Thus we have shown that if the problem (16.62) has no nontrivial solution then there exists a function
q ∈ Lω such that q ̸≡ 0 and (p, q) ∈ U0(ω) \ U(ω).

Proposition 16.22. The inclusion (p, q) ∈ U0(ω) holds if and only if there exists a sequence {qn}+∞
n=1 ⊂

Lω such that (p, qn) ∈ U(ω) for n ∈ N and
lim

n→+∞
∥qn − q∥L = 0. (16.63)

Proof. Let (p, q) ∈ U0(ω) and u be a solution of the problem (16.1). Put qn(t)
def
= q(t) − 1

n p(t) for
t ∈ [0, ω], n ∈ N. Clearly, (16.63) holds. On the other hand, since the function v(t)

def
= u(t) + 1

n for
t ∈ [0, ω] is a solution of the problem

v′′ = p(t)v + qn(t); v(0) = v(ω), v′(0) = v′(ω)

and v(t) > 0 for t ∈ [0, ω], we get (p, q) ∈ U(ω) for n ∈ N as well.
Let now {qn}+∞

n=1 ⊂ Lω, (p, qn) ∈ U(ω) for n ∈ N, and (16.63) hold. Denote by u and un solutions
of the problems

u′′ = p(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω),

u′′n = p(t)nn + qn(t); un(0) = un(ω), u′n(0) = u′n(ω),

respectively. Since un(t) > 0 for t ∈ [0, ω], n ∈ N, and lim
n→+∞

∥un − u∥C = 0 (see Lemma 3.1) we get
that u(t) ≥ 0 for t ∈ [0, ω] and, consequently, (p, q) ∈ U0(ω). �

17. Solvability of Nonlinear Problem

Consider the problem
u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω), (17.1)

where f ∈ K([0, ω] × R;R). Under a solution of the problem (17.1) we understand a function u ∈
AC′([0, ω]) satisfying given equation for almost all t ∈ [0, ω] and boundary conditions.

Theorem 17.1. Let the inequality
f(t, x) sgnx ≥ p(t)|x| − q(t, |x|) for t ∈ [0, ω], x ∈ R (17.2)

be fulfilled, where q ∈ Ksl([0, ω]× R;R+). If, moreover,
p ∈ V−(ω), (17.3)

then the problem (17.1) has at least one solution.

Before proving of Theorem 17.1 recall two well-known results from the theory of periodic boundary
value problems (see, e.g., [4]).
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Proposition 17.2. Let there exist α, β ∈ AC′([0, ω]) such that
α(t) ≤ β(t) for t ∈ [0, ω], (17.4)

α′′(t) ≥ f(t, α(t)) for t ∈ [0, ω], α(0) = α(ω), α′(0) ≥ α′(ω), (17.5)
β′′(t) ≤ f(t, β(t)) for t ∈ [0, ω], β(0) = β(ω), β′(0) ≤ β′(ω). (17.6)

Then the problem (17.1) has at least one solution u satisfying
α(t) ≤ u(t) ≤ β(t) for t ∈ [0, ω]. (17.7)

Proposition 17.3. Let the problem
u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω)

have no nontrivial solution and q ∈ Ksl([0, ω]× R;R). Then the problem
u′′ = p(t)u+ q(t, u); u(0) = u(ω), u′(0) = u′(ω)

is solvable.

Proof of Theorem 17.1. By virtue of (17.3), Remark 0.5, and Proposition 17.3, the problems
α′′ = p(t)α+ q(t, |α|); α(0) = α(ω), α′(0) = α′(ω), (17.8)
β′′ = p(t)β − q(t, |β|); β(0) = β(ω), β′(0) = β′(ω) (17.9)

possess solutions α and β, respectively. Since p ∈ V−(ω) and q ≥ 0 we have
α(t) ≤ 0 ≤ β(t) for t ∈ [0, ω]. (17.10)

On the other hand, in view of (17.2) and (17.8)–(17.10), clearly (17.4)–(17.6) are fulfilled. Conse-
quently, by virtue of Proposition 17.2, the problem (17.1) has at least one solution. �
Remark 17.4. Condition (17.3) in Theorem 17.1 is optimal and cannot be weakened (even to p ∈
V−(ω)). Indeed, let p ̸∈ V−(ω). Then, by virtue of Proposition 10.10, there is a p̃ ∈ V0(ω) such that
p̃(t) ≥ p(t) for t ∈ [0, ω]. Let f(t, x) def

= p̃(t)x+ 1 for t ∈ [0, ω], x ∈ R. Clearly, (17.2) is fulfilled (with
q(t, x)

def
= 1). However, by virtue of Fredholm’s third theorem, the problem (17.1) has no solution.

Remark 17.5. Theorem 17.1 together with the results of Section 11 implies several efficient conditions
for solvability of the problem (17.1), which generalize and make more complete previously known ones.
For example, Theorem 17.1 and Remark 8.4 imply Theorem VII-1.1 in [4] which in its turn improves
results of Mawhin [19], while Theorems 17.1 and 11.1 improve results of [8] (see also Theorem VII-1.2
in [4]).

Consider again the problem (17.1) and suppose that
f ∈ Kloc([0, ω]× ]0,+∞[ ;R). (17.11)

Recall that under a solution of (17.1) now we understand a positive function u ∈ AC′([0, ω]) satisfying
the given equation for almost all t ∈ [0, ω] and the boundary conditions. The setting of the problem
does not exclude the case when the function f has a singularity in the second variable (for u = 0). In
this case the problem (17.1) is called phase singular.

Proposition 17.6. Let (17.11) hold and there exist α, β ∈ AC′([0, ω]) such that α(t) > 0 for t ∈ [0, ω]
and (17.4)–(17.6) are satisfied. Then the problem (17.1) has at least one solution u satisfying (17.7).

Proof. Let

χ(t, x)
def
=

1

2

(
|x− α(t)| − |x− β(t)|+ α(t) + β(t)

)
for t ∈ [0, ω], x ∈ R, (17.12)

f̃(t, x)
def
= f(t, χ(t, x)) for t ∈ [0, ω], x ∈ R. (17.13)

Since 0 < α(t) ≤ β(t) for t ∈ [0, ω], we have that α(t) ≤ χ(t, x) ≤ β(t) for t ∈ [0, ω] and x ∈ R. Hence,
the function f̃ is correctly defined and, moreover, f̃ ∈ K([0, ω]× R;R). Mention also that, in view of
(17.4)–(17.6), (17.12), and (17.13), the inequalities

α′′(t) ≥ f̃(t, α(t)), β′′(t) ≤ f̃(t, β(t)) for t ∈ [0, ω]
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are fulfilled. Hence, by virtue of Proposition 17.2, the problem

u′′ = f̃(t, u); u(0) = u(ω), u′(0) = u′(ω)

has at least one solution u satisfying (17.7). On account of (17.7), (17.12), and (17.13) we get that
the function u is a solution of the problem (17.1) as well. �

18. Some Auxiliary Hypotheses

In this chapter we will state some hypotheses guaranteeing the existence of the functions α and β
satisfying (17.5) and (17.6), respectively.

Below we suppose that
f ∈ Kloc([0, ω]× ]0,+∞[ ;R).

Proposition 18.1. Let there exist δ0 > 0 and p0 ∈ Lω such that

f(t, x)≤p0(t)x for t∈ [0, ω], x∈ ]0, δ0], and p0 ̸∈V−(ω). (18.1)

Then, for any c > 0, there is α ∈ AC′([0, ω]) satisfying

0 < α(t) ≤ c for t ∈ [0, ω] (18.2)

and (17.5).

Proof. In view of Proposition 10.10, there is a p̃0 ≥ p0 such that p̃0 ∈ V0(ω). Let u0(t) > 0 for
t ∈ [0, ω] is a solution of the problem

u′′0 = p̃0(t)u0; u0(0) = u0(ω), u′0(0) = u′0(ω).

For given c > 0 choose ε > 0 such that ε∥u0∥C < min{c, δ0} and set α(t) def
= εu0(t). In view of (18.1)

clearly (17.5) holds. It is also evident that (18.2) is fulfilled as well. �

Let now the function f satisfy the inequality

f(t, x) ≤ p(t)x+ h(t, x) for t ∈ [0, ω], x > 0, (18.3)

where
p ∈ Lω, h ∈ Kloc([0, ω]× ]0,+∞[ ;R). (18.4)

Suppose that 

h(t, x) ≤ −h0(t)φ(x) for t ∈ [0, ω], x ∈ ]0, r0],

h0 ∈ Lω, φ ∈ C( ]0, r0]; ]0,+∞[ ),

h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0,

lim inf
x→0+

φ(x)

x
>

1

∥h0∥L

ω∫
0

p(s)ds.

(H1)

Then there are δ0 > 0 and p0 ∈ Lω such that (18.1) holds. Indeed, choose δ0 ∈ ]0, r0] and c > 0 such
that

φ(x)

x
≥ c >

1

∥h0∥L

ω∫
0

p(s) ds for x ∈ ]0, δ0] (18.5)

and put p0(t)
def
= p(t) − ch0(t) for t ∈ [0, ω]. Since

ω∫
0

p0(s) ds < 0 we get from Proposition 10.8 that

p0 ̸∈ V−(ω). On the other hand, by virtue of (18.5) and the first inequality in (H1) we have

f(t, x) ≤ p(t)x− h0(t)φ(x) ≤
(
p(t)− ch0(t)

)
x = p0(t)x for t ∈ [0, ω], x ∈ ]0, δ0].
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By the same arguments one can easily verify that the hypothesis (H2) below implies (18.1).

h(t, x) ≤ h0(t, x) for t ∈ [0, ω], x ∈ ]0, r0], h0 ∈ Kloc([0, ω]× ]0,+∞[ ;R),

the function x 7−→ 1

x
h0(t, x) is nondecreasing on ]0, r0],

lim
x→0+

1

x

ω∫
0

h0(s, x)ds < −
ω∫

0

p(s) ds.

(H2)

In particular, if {
the function h(t, · ) is nondecreasing in ]0, r0[ for t∈ [0, ω],

h(t, r0) ≤ 0 for t ∈ [0, ω], mes
{
t ∈ [0, ω] : h(t, r0) < 0

}
> 0,

(H3)

then (H2) is fulfilled as well.
Therefore, the following proposition takes place

Proposition 18.2. Let the function f satisfy (18.3) and (18.4). Let, moreover, k ∈ {1, 2, 3} and the
hypothesis (Hk) is fulfilled. Then there are δ0 > 0 and p0 ∈ Lω such that (18.1) holds. Consequently,
for any c > 0, there is α ∈ AC′([0, ω]) satisfying (18.2) and (17.5).

Recall that the set U(ω) appearing in the formulation of the next hypothesis is defined in Section 16
(see Definition 16.1).

Introduce the hypothesis {
h(t, x) ≤ q(t) for t ∈ [0, ω], x > 0,

(p, q) ∈ U(ω).
(H4)

Proposition 18.3. Let the function f satisfy (18.3) and (18.4). Let, moreover, the hypothesis (H4)
hold. Then there exists α ∈ AC′([0, ω]), α(t) > 0 for t ∈ [0, ω], satisfying (17.5).

Proof. Let α be a solution of the problem
α′′ = p(t)α+ q(t); α(0) = α(ω), α′(0) = α′(ω).

On account of (H4), we have that α(t) > 0 for t ∈ [0, ω]. Taking, moreover, into account (18.3) clearly
α satisfies (17.5). �

Introduce the hypothesis {
h(t, x) ≤ q(t) for t ∈ [0, ω], x > 0,

[p]+ ̸≡ 0, q ̸≡ 0, Q− ≥ ρ(p)Q+,
(H5)

where Q−, Q+, and ρ(p) are defined by (0.13) and (0.12).

Proposition 18.4. Let the function f satisfy (18.3) and (18.4). Let, moreover, the hypothesis (H5)
hold. Then there exists α ∈ AC′([0, ω]), α(t) > 0 for t ∈ [0, ω], satisfying (17.5).

Proof. By virtue of Theorem 16.2, Remark 8.4, and (H5), the problem
α′′ = [p(t)]+α+ q(t); α(0) = α(ω), α′(0) = α′(ω).

has a positive solution α. Taking, moreover, into account (18.3), it is clear that (17.5) is fulfilled. �
Recall that the function H is defined by (0.17) and the numbers ρ(p) and Q+, Q− are given by

(0.12) and (0.13).

Proposition 18.5. Let p, q ∈ Lω, h ∈ Kloc([0, ω]× ]0,+∞[ ;R), and
f(t, x) ≤ p(t)x+ h(t, x) for t ∈ [0, ω], x > 0. (18.6)

Let, moreover, h(t, · ) is nondecreasing, there exists q ∈ Lω such that [q]+ ̸≡ 0,
h(t, x) ≤ q(t) for t ∈ [0, ω], x > 0, (18.7)

and
lim

x→+∞
H(x)>(1−ρ(p))Q+, H

(ω
4
ρ(p)Q+

)
≤(1−ρ(p))Q+. (18.8)
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Then there exists α ∈ AC′([0, ω]), α(t) > 0 for t ∈ [0, ω], satisfying (17.5).

Proof. First suppose that [p]+ ̸≡ 0. In view of (18.8) there is a number A such that

A ≥ ω

4
ρ(p)Q+ (18.9)

and
H(A) = (1− ρ(p))Q+. (18.10)

Denote by α0 solution of the problem
α′′
0 = [p(t)]+α0 + h(t, A); α0(0) = α0(ω), α′

0(0) = α′
0(ω). (18.11)

Suppose that
m=min

{
α0(t) : t∈ [0, ω]

}
, M=max

{
α0(t) : t∈ [0, ω]

}
, (18.12)

and choose a ∈ [0, ω[ and b ∈ ]a, a+ ω[ such that
α0(a) = m, α0(b) =M. (18.13)

In view of (18.7), clearly
ω∫
0

[h(s,A)]+ ds ≤ Q+. Taking, moreover, into account (18.10), we get that

ω∫
0

[h(s,A)]− ds =
ω∫

0

[h(s,A)]+ ds−H(A)

=

ω∫
0

[h(s,A)]+ ds+
(
ρ(p)− 1

)
Q+ ≥ ρ(p)

ω∫
0

[h(s,A)]+ ds.

Consequently, by virtue of Theorem 16.2, we have that
m > 0.

Now we will estimate M −m. It is clear that

M −m =

b∫
a

α′
0(s)ds = −

b∫
a

(s− a)α′′
0(s) ds ≤ (b− a)

b∫
a

(
[q(s)]+ − h(s,A)

)
ds,

M −m = −
a+ω∫
b

α′
0(s)ds = −

a+ω∫
b

(a+ ω − s)α′′
0(s)ds

≤ (a+ ω − b)

a+ω∫
b

(
[q(s)]+ − h(s,A)

)
ds,

(18.14)

and at least one of these two inequalities is strict (because otherwise we get [p(t)]+α0(t) + [q(t)]+ ≡ 0
and, consequently, [q]+ ≡ 0). Hence, on account of the inequality 4xy ≤ (x+ y)2 we get

(M −m)2 < (b− a)(a+ ω − b)

b∫
a

(
[q(s)]+ − h(s,A)

)
ds

a+ω∫
b

(
[q(s)]+ − h(s,A)

)
ds

≤ ω2

16

( a+ω∫
a

(
[q(s)]+ − h(s,A)

)
ds
)2

=
ω2

16

( ω∫
0

(
[q(s)]+ − h(s,A)

)
ds
)2

.

Therefore, we have proved that
M −m <

ω

4
(Q+ −H(A)). (18.15)

The latter inequality together with (18.9) and (18.10) implies that there is a ε ∈ ]0,m[ such that
M −m+ ε < A. (18.16)

Let now α(t)
def
= α0(t)−m+ ε for t ∈ [0, ω]. Then, it is clear that,

0 < α(t) < A for t ∈ [0, ω]. (18.17)
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Taking, moreover, into account that the function h(t, · ) is nondecreasing and (18.6) is fulfilled we
easily conclude that

α′′(t) = [p(t)]+α(t) + h(t, A) + (m− ε)[p(t)]+

≥ p(t)α(t) + h(t, α(t)) ≥ f(t, α(t)) for t ∈ [0, ω]. (18.18)

Now let [p]+ ≡ 0. Choose A > 0 such that (18.9) and (18.10) are satisfied. Then, by virtue
Fredholm’s third theorem, the problem

α′′
0 = h(t, A); α0(0) = α0(ω), α′

0(0) = α′
0(ω) (18.19)

has at least one solution α0. Extend the functions p, h, q, and α0 periodically and denote it again by the
same letters. Introduce the numbers m and M by (18.12) and choose a ∈ [0, ω[ and b ∈ ]a, a+ω[ such
that (18.13) holds. Clearly, inequalities (18.14) are fulfilled and at least one of them is strict (because
otherwise we get [q(t)]+ ≡ 0). By the same arguments as above we get (18.15). Inequalities (18.9),
(18.10), and (18.15) imply that there is a ε > 0 such that (18.16) is fulfilled. Let α(t) def

= α0(t)−m+ε for
t ∈ [0, ω]. Clearly, (18.17) holds as well. Taking, moreover, into account that h(t, · ) is nonincreasing,
(18.6) is fulfilled, and [p]+ ≡ 0, we get (18.18). �

Introduce the hypothesis

h ∈ Kloc([0, ω]× ]0,+∞[ ;R), h(t, · ) is nonincreasing,
there is a x0 > 0 such that

ρ(p)H+(x0)+
(
ρ(p)

∥∥[p]+∥∥L−
∥∥[p]−∥∥L

)
x0≤H−(x0),

where

H+(x0)=

ω∫
0

[h(s, x0)]+ ds, H−(x0)=

ω∫
0

[h(s, x0)]− ds

(H6)

Proposition 18.6. Let p ∈ V−(ω) and (H6) hold. Let, moreover,

f(t, x) ≤ p(t)x+ h(t, x) for t ∈ [0, ω], x > x0, (18.20)

where x0 is the number appearing in (H6). Then there exists α ∈ AC′([0, ω]), α(t) > x0 for t ∈ [0, ω],
satisfying (17.5).

Proof. Since p ∈ V−(ω), the problem

α′′ = p(t)α+ h(t, x0); α(0) = α(ω), α′(0) = α′(ω) (18.21)

possesses a unique solution α. It follows from (H6) that H−(x0) > ρ(p)H+(x0). Hence, by virtue of
Theorem 16.2, we get

α(t) >
(
H−(x0)− ρ(p)H+(x0)

)(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)−1

for t ∈ [0, ω]

which, together with (H6), implies that

α(t) > x0 for t ∈ [0, ω].

Taking now into account that the function h(t, · ) is nonincreasing and (18.20) holds, we get from
(18.21) that the function α satisfies (17.5). �

Proposition 18.7. Let there exist δ1 > 0 and p1 ∈ Lω such that

f(t, x) ≥ p1(t)x− q(t, x) for t ∈ [0, ω], x > δ1, and p1 ∈ V−(ω), (18.22)

where q ∈ Ksl([0, ω] × R;R+). Then, for any c > 0, there is β ∈ AC′([0, ω]) satisfying inequalities
β(t) ≥ c for t ∈ [0, ω] and (17.6).
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Proof. By virtue of Remark 8.2, the problem
u′′1 = p1(t)u1 − 1; u1(0) = u1(ω), u′1(0) = u′1(ω)

has a (unique) solution u1 and u1(t) > 0 for t ∈ [0, ω]. For given c > 0 choose ε > 0 such that
εu1(t) > max{c, δ1} for t ∈ [0, ω] and consider the problem

β′′ = p1(t)β − q(t, β)− ε; β(0) = β(ω), β′(0) = β′(ω). (18.23)
By virtue of Proposition 17.3, the problem (18.23) has a solution β. Taking into account that p1 ∈
V−(ω), q ≥ 0, and ε > 0 one can easily verify that β(t) ≥ εu1(t) for t ∈ [0, ω] (see Remark 0.6).
Consequently, β(t) > max{c, δ1} for t ∈ [0, ω]. On the other hand, in view of (18.22) and (18.23),
clearly (17.6) holds as well. �

Let now the function f satisfy
f(t, x) ≥ p(t)x+ h(t, x) for t ∈ [0, ω], x > r1, (18.24)

where r1 > 0 and the functions p and h satisfy (18.4).
Suppose that p ∈ V−(ω) and{

h(t, x) ≥ −q0(t, x) for t ∈ [0, ω], x > r1,

q0 ∈ Ksl([0, ω]× R;R+).
(H7)

Then it is clear that (18.22) holds with δ1 = r1, p1(t)
def
= p(t), and q(t, x)

def
= q0(t, x).

In particular, if p ∈ V−(ω) and
the function h(t, · ) is nondecreasing in ]r1,+∞[ , (H8)

then (H7) holds with q0(t, x)
def
= |h(t, r1)| for t ∈ [0, ω], x ∈ R.

Observe also that the conditions p ∈ V−(ω) and

lim
x→+∞

1

x

ω∫
0

[h(s, x)]− ds = 0 (H9)

also imply (18.22) with δ1 = 1, p1(t)
def
= p(t), and q(t, x)

def
= |h(t, [x− 1]+ + 1)|.

Suppose now that p ∈ V−(ω) ∪ V0(ω), q ∈ Ksl([0, ω]× R;R+), and
h(t, x) ≥ g0(t)g(x)− q(t, x) for t ∈ [0, ω], x > r1,

g0 ∈ Lω, g0(t) ≥ 0 for t ∈ [0, ω], g0 ̸≡ 0,

g ∈ C([r1,+∞[ ;R+), lim inf
x→+∞

g(x)

x
> 0.

(H10)

Then there are δ1 > 0 and p1 ∈ Lω such that (18.22) holds. Indeed, choose c > 0 and δ1 > r1 such
that g(x)

x > c for x > δ1 and put p1(t)
def
= p(t) + cg0(t) for t ∈ [0, ω]. In view of Remarks 8.4 and 8.5

clearly p1 ∈ V−(ω). It is also evident that

f(t, x) ≥
(
p(t) + g0(t)

g(x)

x

)
x− q(t, x)

≥
(
p(t) + cg0(t)

)
x− q(t, x) = p1(t)x− q(t, x) for t ∈ [0, ω], x > δ1. (18.25)

At last suppose that p ∈ Lω, q ∈ Ksl([0, ω]× R;R+), and

h(t, x) ≥ g0(t)g(x)− q(t, x) for t ∈ [0, ω], x > r1,

g0 ∈ Lω, g0(t) ≥ 0 for t ∈ [0, ω],

mes
{
t ∈ [0, ω] : g0(t) = 0

}
= 0,

g ∈ C([r1,+∞[ ;R+), lim
x→+∞

g(x)

x
= +∞.

(H11)

Then there are δ1 > 0 and p1 ∈ Lω such that (18.22) holds. Indeed, by virtue of Remark 11.2, there
is a c > 0 such that p + cg0 ∈ V−(ω). Choose δ1 > r1 such that g(x)

x > c for x > δ1 and put
p1(t)

def
= p(t) + cg0(t) for t ∈ [0, ω]. Clearly, (18.25) is fulfilled.
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Summarizing the above-said we have

Proposition 18.8. Let the function f satisfy (18.24). Let, moreover, one of the following items be
fulfilled:

(1) p ∈ V−(ω), k ∈ {7, 8, 9}, and (Hk) holds,
(2) p ∈ V−(ω) ∪ V0(ω) and (H10) holds, where q ∈ Ksl([0, ω]× R;R+),
(3) (H11) holds, where q ∈ Ksl([0, ω]× R;R+).

Then there are δ1 > 0 and p1 ∈ Lω such that (18.22) holds. Consequently, for any c > 0, there is
β ∈ AC′([0, ω]) satisfying inequalities β(t) ≥ c for t ∈ [0, ω] and (17.6).

Introduce the hypothesis

p ∈ IntV+(ω),

h ∈ Kloc([0, ω]× ]0,+∞[ ;R), h(t, · ) is nondecreasing,
there is a x0 > 0 such that

ν∗(p)ρ(p)H−(x0) +
(
ν∗(p)ρ(p)

∥∥[p]−∥∥L −
∥∥[p]+∥∥L

)
x0 ≤ H+(x0),

where

H+(x0) =

ω∫
0

[h(s, x0)]+ ds, H−(x0) =

ω∫
0

[h(s, x0)]− ds

and ν∗(p) is the number defined by (6.22).

(H12)

Proposition 18.9. Let (H12) hold and

f(t, x) ≥ p(t)x+ h(t, x) for t ∈ [0, ω], x > x0, (18.26)

where x0 is the number appearing in (H12). Then there exists β ∈ AC′([0, ω]) such that β(t) > x0 for
t ∈ [0, ω],

β′′(t) ≤ p(t)β(t) + h(t, β(t)) for t ∈ [0, ω],

β(0) = β(ω), β′(0) = β′(ω),

and β satisfies (17.6).

Proof. Denote by β a solution of the problem

β′′ = p(t)β + h(t, x0); β(0) = β(ω), β′(0) = β′(ω). (18.27)

It follows from (H12) that H+(x0) > ν∗(p)ρ(p)H−(x0). Hence, by virtue of Theorem 16.4, we get that

β(t) >
(
H+(x0)− ν∗(p)ρ(p)H−(x0)

)(
ν∗(p)ρ(p)

∥∥[p]−∥∥L −
∥∥[p]+∥∥L

)−1

for t ∈ [0, ω]

which, together with (H12), implies that

β(t) > x0 for t ∈ [0, ω].

Taking now into account that the function h(t, · ) is nondecreasing and (18.26) holds, we get from
(18.27) that the function β satisfies all assertion of the proposition. �

Suppose now that

f(t, x) ≥ p(t)x+ h(t, x) + q(t) for t ∈ [0, ω], x > r, (18.28)

where
p ∈ V0(ω), h ∈ Kloc([0, ω]× ]0,+∞[ ;R), q ∈ Lω. (18.29)

Below by u0 we denote a positive solution of the problem

u′′ = p(t)u; u(0) = u(ω), u′(0) = u′(ω). (18.30)
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Introduce the hypothesis

h(t, x) ≥ h0(t, x) for t ∈ [0, ω], x > r, h0 ∈ Kloc([0, ω]× ]0,+∞[ ;R),
the function h0(t, · ) is nondecreasing on ]0,+∞[ ,

lim
x→+∞

ω∫
0

h0(s, x)u0(s)ds > −
ω∫

0

q(s)u0(s)ds
(H13)

and 

h(t, x) ≥ −h0(t)g(x) for t ∈ [0, ω], x > r,

h0 ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0,

g ∈ C( ]0,+∞[ ; ]0,+∞[ ),

lim sup
x→+∞

g(x) <

ω∫
0

q(s)u0(s)ds
ω∫
0

h0(s)u0(s) ds
.

(H14)

Proposition 18.10. Let the function f satisfy (18.28) and (18.29). Let, moreover, (H13) be fulfilled
(where u0 is a positive solution of the problem (18.30)). Then for any c > 0, there is a function
β ∈ AC′([0, ω]) satisfying β(t) ≥ c for t ∈ [0, ω] and (17.6).

Proof. On account of the last condition in (H13), there is an x0 > 0 such that
ω∫

0

(
h0(s, x0) + q(s)

)
u0(s) ds > 0. (18.31)

Put

A
def
=

( ω∫
0

u0(s)ds
)−1

ω∫
0

(
h0(s, x0) + q(s)

)
u0(s) ds

and consider the problem
β′′ = p(t)β + h0(t, x0) + q(t)−A;

β(0) = β(ω), β′(0) = β′(ω).
(18.32)

By virtue of Fredholm’s third theorem, the problem (18.32) possesses at least one solution β0. For
given c > 0 choose λ > 0 such that

β0(t) + λu0(t) > x0 + r + c for t ∈ [0, ω] (18.33)
and put

β(t)
def
= β0(t) + λu0(t) for t ∈ [0, ω]. (18.34)

It is clear that, β is a solution of the problem (18.32) and
β(t) ≥ x0 + r + c for t ∈ [0, ω]. (18.35)

Taking now into account monotonicity of the function h0(t, · ), first condition in (H13), (18.28), and
(18.31), we get from (18.32) that the function β satisfies the assertion of the proposition. �
Proposition 18.11. Let the function f satisfy (18.28) and (18.29). Let, moreover, (H14) holds
(where u0 is a positive solution of the problem (18.30)). Then for any c > 0, there is a function
β ∈ AC′([0, ω]) satisfying β(t) ≥ c for t ∈ [0, ω] and (17.6).

Proof. Clearly, there is a x0 > 0 such that
g(x) < A for x > x0, (18.36)

where

A
def
=

ω∫
0

q(s)u0(s)ds
ω∫
0

h0(s)u0(s) ds
.
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By virtue of Fredholm’s third theorem, the problem
β′′ = p(t)β −Ah0(t) + q(t); β(0) = β(ω), β′(0) = β′(ω) (18.37)

possesses at least one solution β0. For given c > 0 choose λ > 0 such that (18.33) is fulfilled and
introduce the function β by (18.34). Taking now into account first condition in (H14), (18.28), (18.35),
and (18.36), we get from (18.37) that the function β satisfies the assertion of the proposition. �

19. Existence of Positive Solutions

In this section we consider the problem
u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω), (19.1)

where f ∈ Kloc([0, ω]× ]0,+∞[ ;R). Recall that under a solution of (19.1) we understand a positive
function u ∈ AC′([0, ω]) satisfying the given equation for almost all t ∈ [0, ω] and boundary condi-
tions. Below we will establish theorems on the solvability of the problem (19.1) and also derive their
corollaries for the problem

u′′ = p(t)u+ h(t, u); u(0) = u(ω), u′(0) = u′(ω), (19.2)
where p ∈ Lω and h ∈ Kloc([0, ω]× ]0,+∞[ ;R).

Next theorem immediately follows from Proposition 17.6 and Propositions 18.1 and 18.7 (with
c = 1).

Theorem 19.1. Let there exist δi > 0 and pi ∈ Lω, i = 0, 1, such that (18.1) and (18.22) are fulfilled,
where q ∈ Ksl([0, ω]× R;R). Then the problem (19.1) has at least one solution.

Corollaries 19.2, 19.3, 19.7, 19.8, 19.11, and 19.13 below follow from Theorem 19.1 and Proposi-
tions 18.2 and 18.8. Recall that the hypotheses (Hk) are introduced in the previous chapter.

Corollary 19.2. Let p ∈ V−(ω) and either (H1) or (H2) hold. Let, moreover, either (H7) or (H9)
be fulfilled. Then the problem (19.2) has at least one solution.

Taking into account that (H3) implies (H2) and (H8) yields (H7), we get from Corollary 19.2 that

Corollary 19.3. Let the function h(t, · ) be nondecreasing in ]0,+∞[ and there is a r0> 0 such that
h(t, r0)≤0 for t∈ [0, ω], mes

{
t∈ [0, ω] : h(t, r0)<0

}
>0. (19.3)

Then the problem (19.2) is uniquely solvable provided p ∈ V−(ω). If, moreover,
h(t, x) ≤ 0 for t ∈ [0, ω], x > 0,

mes
{
t ∈ [0, ω] : h(t, x) < 0

}
> 0 for x > 0,

(19.4)

then the condition p ∈ V−(ω) is necessary for the solvability of the problem (19.2).

Proof. Solvability of (19.2) follows immediately from Corollary 19.2. Let us prove the uniqueness.
Suppose that u1 and u2 are solutions of the problem (19.2) and for a certain t0 ∈ [0, ω[ , u1(t0) > u2(t0).
Let v(t) def

= u1(t)− u2(t) for t ∈ [0, ω]. Then either
v(t) ≥ 0 for t ∈ [0, ω], v ̸≡ 0, (19.5)

or there are 0 ≤ a < b ≤ ω such that b− a < ω and
v(t) > 0 for t ∈ ]a, b[ , v(a) = 0, v(b) = 0. (19.6)

If (19.5) is fulfilled then, in view of the monotonicity of the function h we get
v′′(t)=p(t)v(t)+

(
h(t, u1(t))−h(t, u2(t))

)
≥p(t)v(t) for t∈ [0, ω].

However v(i)(0) = v(i)(ω), i = 0, 1, and p ∈ V−(ω). Hence, the latter inequality implies that v(t) ≤ 0
for t ∈ [0, ω] which contradicts (19.5).

Analogously, if (19.6) is fulfilled then we get
v′′(t) ≥ p(t)v(t) for t ∈ [a, b], v(a) = 0, v(b) = 0. (19.7)
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Since p ∈ V−(ω) it follows from Theorems 8.1 and Proposition 0.8 that p ∈ D(ω). Hence, by virtue of
(19.7) and Proposition 2.5 we get v(t) ≤ 0 for t ∈ [a, b], which contradicts (19.6). Thus the problem
(19.2) is uniquely solvable.

Now suppose that the function h(t, · ) is nonincreasing and (19.4) holds. Let, moreover, u be
a solution of the problem (19.2) and M = max{u(t) : t ∈ [0, ω]}. then we have

h(t, u(t)) ≤ h(t,M) ≤ 0 for t ∈ [0, ω], h( · ,M) ̸≡ 0.

Hence, by virtue of Theorem 8.3 (with γ = u) we get p ∈ V−(ω). �
Remark 19.4. Assumption (19.3) in Corollary 19.3 is essential and cannot be omitted. Indeed, let
p ∈ V−(ω) and h(t, x)

def
= 1. Clearly, all the conditions of Corollary 19.3 are fulfilled except of (19.3).

On the other hand, the problem
u′′ = p(t)u+ 1; u(0) = u(ω), u′(0) = u′(ω)

has no positive solution (in fact, a unique solution of this problem is negative).
Remark 19.5. Mention also that the assumption about monotonicity of the function h is essential
for the second part of Corollary 19.3 and cannot be omitted. Indeed, let ω = 2π, p(t) = − sin t

2+sin t , and
h(t, x) = − 1

1+x2 |x−2−sin t|. Clearly, (19.4) holds and the function u(t) = 2+sin t is a solution of the
problem (19.2). However, h(t, u(t)) ≡ 0 and therefore the function u is a solution of the homogeneous
problem

u′′ = p(t)u, u(0) = u(ω), u′(0) = u′(ω)

as well. Thus p ∈ V0(ω) and, consequently, p ̸∈ V−(ω).
Remark 19.6. During the proof of Corollary 19.3 it was shown that if p ∈ V−(ω) and the function
h(t, · ) is nondecreasing then the problem (19.2) has at most one solution.
Corollary 19.7. Let p ∈ V−(ω) ∪ V0(ω) and either (H1) or (H2) hold. Let, moreover, (H10) is
fulfilled, where q ∈ Ksl([0, ω]× R;R+). Then the problem (19.2) has at least one solution.
Corollary 19.8. Let (H11) hold, where q ∈ Ksl([0, ω]× R;R+). Let, moreover, either (H1) or (H2)
be fulfilled. Then the problem (19.2) has at least one solution.

Return again to the problem (19.1). In the formulation of the next result we will need the following
hypothesis 

f0 ∈ Kloc([0, ω]× ]0,+∞[ ;R+), ν ≥ 1

the function f0(t, · ) is nonincreasing in ]0,+∞[ for t∈ [0, ω],
ω∫

0

f0

(
s, c|s− a|

2ν−1
ν

)
ds = +∞ for a ∈ [0, ω[ , c > 0.

(H15)

Remark 19.9. Hypothesis (H15) implies that for any a ∈ [0, ω[ and b ∈ ]a, ω],

lim
x→0+

b∫
a

f0(s, x) ds = +∞. (19.8)

Indeed, let 0 < x < (b− a)
2ν−1

ν . Then it is clear that
b∫
a

f0(s, x)ds ≥
b∫

a+x
2ν−1

ν

f0(s, x) ds ≥
b∫

a+x
2ν−1

ν

f0
(
s, |s− a|

2ν−1
ν

)
ds

and, consequently, (19.8) holds.
Theorem 19.10. Let the inequality

f(t, x) ≤ p0(t)x− f0(t, x) + q0(t, x) for t ∈ [0, ω], x > 0 (19.9)
hold, where p0 ∈ Lω, p0(t) ≥ 0 for t ∈ [0, ω], p0 ̸≡ 0, ν ≥ 1, qν0 ∈ K([0, ω]×R;R+) and the function f0
satisfies hypothesis (H15). Let, moreover, there exist β ∈ AC′([0, ω]) such that β(t) > 0 for t ∈ [0, ω]
and (17.6) holds. Then the problem (19.1) has at least one solution.



80 Alexander Lomtatidze

Proof. First of all mention that p0 ∈ V−(ω) (see Remark 8.4). Put

g(t, x)
def
= f(t, x)− p0(t)x for t ∈ [0, ω], x > 0. (19.10)

Clearly, g ∈ Kloc([0, ω]× ]0,+∞[ ;R) and, in view of (19.9), we have
g(t, x) ≤ −f0(t, x) + q0(t, x) for t ∈ [0, ω], x > 0. (19.11)

Let n0 ∈ N be such that n0 > 1/min{β(t) : t ∈ [0, ω]}. For any n > n0 introduce the notations

χn(x) =
1

n
+
[
x− 1/n

]
+
,

χn(t, x) =
1

n
+
[
x− 1/n

]
+
−
[
x− β(t)

]
+

(19.12)

and consider the problem
u′′ = p0(t)u+ g

(
t, χn(t, u)

)
; u(0) = u(ω), u′(0) = u′(ω). (19.13)

By virtue of Proposition 17.3, the problem (19.13) has, for any n > n0, at least one solution un. Now
we will show that

un(t) ≤ β(t) for t ∈ [0, ω], n > n0. (19.14)

Indeed, let wn(t)
def
= un(t) − β(t) for t ∈ [0, ω], n > n0, and suppose that (19.14) is violated. Then

either
wn(t) ≥ 0 for t ∈ [0, ω], wn ̸≡ 0, (19.15)

or there are 0 ≤ a < b ≤ ω such that b− a < ω and
wn(t) > 0 for t ∈ ]a, b[ , wn(a) = 0, wn(b) = 0. (19.16)

If (19.15) holds then, on account of (17.6), (19.10), and (19.12), we get
w′′
n(t) ≥ p0(t)wn(t) for t ∈ [0, ω],

wn(0) = wn(ω), w′
n(0) = w′

n(ω).

Since p0 ∈ V−(ω), the latter inequality implies that wn(t) ≤ 0 for t ∈ [0, ω], which contradicts (19.15).
Analogously, if (19.16) holds then

w′′
n(t) ≥ p0(t)wn(t) for t ∈ [a, b], wn(a) = 0, wn(b) = 0.

Taking now into account that p0 ∈ D(ω) and b−a < ω we get, in view of Proposition 2.5, the relation
wn(t) ≤ 0 for t ∈ [a, b], which contradicts (19.16).

Thus we have proved that (19.14) is fulfilled. Taking now into account (19.12) we get that the
function un satisfies

u′′n(t) = p0(t)un(t) + g
(
t, χn(un(t))

)
;

un(0) = un(ω), u′n(0) = u′n(ω).
(19.17)

To finish the proof it is sufficient to show that, for a certain n > n0, the inequality

un(t) ≥
1

n
for t ∈ [0, ω] (19.18)

holds. For this effort first we establish certain estimates of the functions |un| and |u′n|.
By virtue of (19.11) and (19.12) clearly

g
(
t, χ

n
(un(t))

)
≤ q0

(
t, χ

n
(un(t))

)
for t ∈ [0, ω], n > n0. (19.19)

On the other hand, in view of (19.12) and (19.14)
0 < χ

n
(un(t)) ≤ β∗ for t ∈ [0, ω], n > n0, (19.20)

where β∗ = max{β(t) : t ∈ [0, ω]}.
Since qν0 is a Carathéodory function, there exists q ∈ Lνω such that q(t) ≥ 0 for t ∈ [0, ω] and

q0(t, x) ≤ q(t) for t ∈ [0, ω], |x| ≤ β∗. (19.21)
Now it follows from (19.19)–(19.21) that

g
(
t, χn(un(t))

)
≤ q(t) for t ∈ [0, ω], n > n0. (19.22)
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Let now v be a solution of the problem
v′′ = p0(t)v − q(t); v(0) = v(ω), v′(0) = v′(ω) (19.23)

and v∗ = max{v(t) : t ∈ [0, ω]}. In view of (19.17), (19.22), and (19.23) clearly(
un(t) + v(t)

)′′ ≤ p0(t)
(
un(t) + v(t)

)
for t ∈ [0, ω].

Hence, in view of p0 ∈ V−(ω), we get that un(t) + v(t) ≥ 0 for t ∈ [0, ω] and, consequently,
un(t) ≥ −v∗ for t ∈ [0, ω], n > n0.

The latter inequality, together with (19.14), results in
|un(t)| ≤ β∗ + v∗ for t ∈ [0, ω], n > n0. (19.24)

It follows from (19.17), by virtue of (19.22), that

0≤
ω∫

0

(
q(s)−g

(
s, χ

n
(un(s))

))
ds =

ω∫
0

(
p0(s)un(s)+q(s)

)
ds. (19.25)

Hence, on account of (19.24), we get

0 ≤
ω∫

0

(
q(s)− g

(
s, χn(un(s))

))
ds ≤ (β∗ + v∗)∥p0∥L + ∥q∥L for n > n0. (19.26)

On account of (19.17), (19.22), (19.24), (19.25), and (19.26) it is clear that
ω∫

0

|u′′n(s)| ds =
ω∫

0

∣∣∣p0(s)un(s) + g
(
s, χn(un(s))

)∣∣∣ds
=

ω∫
0

∣∣∣p0(s)un(s) + q(s)−
(
q(s)− g

(
s, χn(un(s))

))∣∣∣ds
≤

ω∫
0

∣∣∣p0(s)un(s) + q(s)
∣∣∣ds+ ω∫

0

(
q(s)− g

(
s, χn(un(s))

))
ds ≤ c0 for n > n0, (19.27)

where c0 = 2
[
(β∗ + v∗)∥p0∥L + ∥q∥L

]
.

Since un is a periodic function there is a tn ∈ [0, ω[ such that u′n(tn) = 0. Taking now into account
(19.27) we get

|u′n(t)| =
∣∣∣∣

t∫
tn

u′′n(s)ds
∣∣∣∣ ≤

ω∫
0

|u′′n(s)| ds ≤ c0 for t ∈ [0, ω], n > n0. (19.28)

Thus we have proved that
|un(t)|+ |u′n(t)| ≤ A for t ∈ [0, ω], n ≥ n0, (19.29)

where A def
= β∗ + v∗ + c0.

Now we will show that

|u′n(t)| ≤ B
(
|un(t)|+ |mn|

) ν−1
2ν−1 for t ∈ [0, ω], n ≥ n0, (19.30)

where

mn
def
= min

{
un(t) : t ∈ [0, ω]

}
, B

def
=
[2ν − 1

ν

(
A

ν−1
ν ∥p∥L + ∥q∥Lν

)] ν
2ν−1

.

Indeed, let n > n0 be fixed and t ∈ [0, ω[ be such that u′n(t) ̸= 0. If u′n(t) > 0 then there is
a t∗ ∈ ]t− ω, t] such that

u′n(s) > 0 for s ∈ ]t∗, t], u′n(t∗) = 0, (19.31)
while if u′n(t) < 0 then there is a t∗ ∈ ]t, t+ ω] such that

u′n(s) < 0 for s ∈ [t, t∗[ , u′n(t
∗) = 0. (19.32)



82 Alexander Lomtatidze

Multiplying both sides of equation in (19.17) by |u′n(t)|
ν−1
ν , integrating it in on [t∗, t] respectively on

[t, t∗], and taking into account (19.22), one gets

ν

2ν − 1
|u′n(t)|

2ν−1
ν ≤

t2∫
t1

p0(s)un(s)|u′n(s)|
ν−1
ν ds+

t2∫
t1

q(s)|u′n(s)|
ν−1
ν ds for n ≥ n0, (19.33)

where t1
def
= t∗, t2

def
= t if u′n(t) > 0 and t1

def
= t, t2

def
= t∗ if u′n(t) < 0. In view of (19.31), resp. (19.32),

and (19.29) it is clear that for n ≥ n0 we have
t2∫
t1

p0(s)un(s)|u′n(s)|
ν−1
ν ds ≤ un(t)

t2∫
t1

p0(s)|u′n(s)|
ν−1
ν ds ≤ un(t)A

ν−1
ν ∥p∥L.

On the other hand, by virtue of Hölder’s inequality, for n ≥ n0 we get
t2∫
t1

q(s)|u′n(s)|
ν−1
ν ds ≤ ∥q∥Lν

( t2∫
t1

|u′n(s)|ds
) ν−1

ν

≤ ∥q∥Lν

(
|un(t)|+ |mn|

) ν−1
ν

.

The latter two inequalities together with (19.33) imply (19.30).
Next we will show that there is an n1 > n0 such that

Mn >
1

n
for n ≥ n1, (19.34)

where
Mn

def
= max

{
un(t) : t ∈ [0, ω]

}
.

Indeed, let there is an increasing sequence {nk}+∞
k=1 ⊂ N such that

Mnk
≤ 1

nk
for k ∈ N.

Then, in view of (19.11), (19.12), (19.22), and (19.26), we get that

A ≥
ω∫

0

(
q(s)− g

(
s, χnk

(unk
(s))

))
ds ≥

ω∫
0

f0
(
s, χnk

(unk
(s))

)
ds =

ω∫
0

f0

(
s,

1

nk

)
ds for k ∈ N

which contradicts (19.8).
Since the sequences {un}+∞

n=1 and {u′n}+∞
n=1 are uniformly bounded (see (19.29)), by virtue of Arzelà-

Ascoli lemma we can assume without loss of generality that
lim

n→+∞
un(t) = v0(t) uniformly on [0, ω], (19.35)

where v0 ∈ C([0, ω];R). Show that
v0(t) ≥ 0 for t ∈ [0, ω]. (19.36)

Indeed, let there is a t0 ∈ ]0, ω[ such that v0(t0) < 0. Then, in view of (19.35), there are n2 > n1,
a0 ∈ ]0, ω[ , and b0 ∈ ]a, ω[ such that

un(t) <
1

2
v0(t) for t ∈ [a, b], n > n2.

It follows from (19.17), by virtue of (19.11), (19.22), and (19.29), that

−2A ≤ u′n(b0)− u′n(a0) ≤
b0∫
a0

[
p0(s)un(s)− f0

(
s,

1

n

)
+ q(s)

]
ds

≤ A∥p0∥L + ∥q∥L −
b0∫
a0

f0

(
s,

1

n

)
ds for n > n2

which contradicts (19.8). Consequently, (19.36) is fulfilled.
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Summarizing above-proved we have that (19.29), (1.21), and (19.34) hold, (19.35) is fulfilled, where
v0 ∈ C([0, ω];R) satisfies (19.36).

Now we are able to show that for a certain n > n0, the inequality (19.18) is fulfilled. Suppose the
contrary, let mn <

1
n for n > n0. Then, in view of (19.34), there is an ∈ [0, ω[ such that

un(an) =
1

n
for n > n0. (19.37)

Assume without loss of generality that
lim

n→+∞
an = a, (19.38)

where a ∈ [0, ω[ . It follows from (19.30) that

|un(t)− un(an)| ≤
∣∣∣∣

t∫
an

|u′n(s)| ds
∣∣∣∣ ≤ B

∣∣∣∣
t∫

an

(
|un(s)|+ |mn|

) ν−1
2ν−1 ds

∣∣∣∣ for t ∈ [0, ω], n > n0.

Hence, on account of (19.35), (19.36), and (19.38),

0 ≤ v0(t) ≤ B

∣∣∣∣
t∫

an

(
v0(s)

) ν−1
2ν−1 ds

∣∣∣∣ for t ∈ [0, ω].

Consequently, by virtue of Proposition 4.4, there is a c > 0 such that

0 ≤ v0(t) ≤ c|t− a|
2ν−1

ν for t ∈ [0, ω].

On the other hand, in view of (19.35), for any ε > 0 there is nε > 1
ε such that un(t) < ε + v0(t) for

t ∈ [0, ω], n > nε. Therefore,

un(t) ≤ ε+ c|t− a|
2ν−1

ν for t ∈ [0, ω], n > nε

which together with (19.12) and assumption nε >
1
ε imply that

χn(un(t)) ≤ ε+ c|t− a|
2ν−1

ν for t ∈ [0, ω], n > nε. (19.39)
It follows from (19.26), by virtue of (19.11) and (19.22), that

A ≥
ω∫

0

(
q(s)− g

(
s, χn(un(s))

))
ds ≥

ω∫
0

f0
(
s, χn(un(s))

)
ds for n > nε.

Taking now into account (19.39) and the monotonicity of the function f0(t, · ), we get

A ≥
ω∫

0

f0
(
s, ε+ c|s− a|

2ν−1
ν

)
ds.

However, the latter inequality contradicts (H15). �

For the problem (19.2) we get the following

Corollary 19.11. Let
h(t, x) ≤ −f0(t, x) + q0(t, x) for t ∈ [0, ω], x > 0, (19.40)

where q0 is the same as in Theorem 19.10 and f0 satisfies hypothesis (H15). Let, moreover, at least
one of the items (1)–(3) of Proposition 18.8 be fulfilled. Then the problem (19.2) has at least one
solution.

Proof. Put f(t, x) def
= p(t)x+h(t, x). By virtue of Proposition 18.8, there is a β ∈ AC′([0, ω]), β(t) > 0

for t ∈ [0, ω], satisfying (17.6). On the other hand, in view of (19.40), inequality (19.9) holds with
p0

def
= |p|+ 1. Hence, all the conditions of Theorem 19.10 are fulfilled. �

Return again to the problem (19.1).

Theorem 19.12. Let (18.22) hold, where q ∈ Ksl([0, ω] × R;R+). Let, moreover, there exist α ∈
AC′([0, ω]), α(t) > 0 for t ∈ [0, ω], satisfying (17.5). Then the problem (19.1) has at least one solution.
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Proof. Let c def
= max

{
α(t) : t ∈ [0, ω]

}
. By virtue of Proposition 18.7 there is a β ∈ AC′([0, ω]),

β(t) ≥ c for t ∈ [0, ω], satisfying (17.6). Hence, in view of Proposition 17.6, the problem (19.1) is
solvable. �

Corollary 19.13. Let (18.22) holds, where q ∈ Ksl([0, ω]×;R+). If, moreover, k ∈ {3, 4, 5, 6} and
conditions of Proposition 18.k are fulfilled, then the problem (19.1) has at least one solution.

For the problem (19.2), Corollary 19.13 implies

Corollary 19.14. Let p ∈ V−(ω), (H9) holds and

h(t, x) ≤ q(t) for t ∈ [0, ω], x > 0, (19.41)

where q ∈ Lω and q ̸≡ 0. Let, moreover, at least one of the following items be fulfilled:
(1) Q− ≥ ρ(p)Q+;
(2) Q− < ρ(p)Q+, the function h(t, · ) is nondecreasing, and

lim
x→+∞

H(x) > (1− ρ(p))Q+, H
(ω
4
ρ(p)Q+

)
≤ (1− ρ(p))Q+;

(3) the function h(t, · ) is nonincreasing and there is an x0 > 0 such that

H(x0) +
(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)
x0 ≤ (1− ρ(p))Q+. (19.42)

Then the problem (19.2) is solvable.

Proof. Put f(t, x) def
= p(t)x + h(t, x) for t ∈ [0, ω], x > 0. On account of (H9), clearly (18.22) holds

with δ1 = 1, p1(t)
def
= p(t), and q(t, x)

def
=
[
h
(
t, [x − 1]+ + 1

)]
−. Suppose that item (1), resp. (2), is

fulfilled. Then it is clear that conditions of Proposition 18.4, resp. Proposition 18.5 hold.
Now suppose that item (3) is fulfilled. We will show that the conditions of Proposition 18.6 (i.e.,

the hypothesis (H6)) hold. Indeed, in view of (19.41), we have H+(x) ≤ Q+ for x > 0. Hence,

ρ(p)H+(x)−H−(x) ≤ H(x) + (ρ(p)− 1)Q+ for x > 0.

In view of (19.42), it is now clear that the hypothesis (H6) holds.
Thus we have shown that conditions of Corollary 19.14 imply that conditions of Corollary 19.13

are fulfilled. �

Corollary 19.15. Let p ∈ V−(ω), the function h(t, · ) is nonincreasing and

h(t, x) ≥ q(t) for t ∈ [0, ω], x > 0, (19.43)

where q ∈ Lω and q ̸≡ 0. Let, moreover, there exists x0 > 0 such that

ρ(p)H(x0) +
(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)
x0 ≤ (1− ρ(p))Q− . (19.44)

Then the problem (19.2) is solvable.

Proof. As in the proof of Corollary 19.14 it is sufficient to show that the hypothesis (H6) holds. In
view of (19.43), clearly H−(x) ≤ Q− for x > 0 and, consequently,

ρ(p)H+(x)−H−(x) ≤ ρ(p)H(x) + (ρ(p)− 1)Q− for x > 0.

Now, in view of (19.44), it is clear that the hypothesis (H6) holds. �
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20. Corollaries

In this section we will apply results of Section 19 to some particular types of equation each of them
contains either the term “+h0(t)

uλ ” or the term “−h0(t)
uλ ”. So we will suppose that h0 ∈ Lω,

h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0 and λ ̸= 0.

Recall that under a solution we understand a positive function u ∈ AC′([0, ω]) satisfying given
equation.

Consider the problem

u′′ = p(t)u− h0(t)

uλ
; u(0) = u(ω), u′(0) = u′(ω). (20.1)

Theorem 20.1. Let λ > −1. Then the problem (20.1) is solvable if and only if p ∈ V−(ω). If
p ∈ V−(ω) and λ > 0 then the problem (20.1) is uniquely solvable.

Proof. For λ > 0, the assertion immediately follows from Corollary 19.3. Suppose that p ∈ V−(ω),
λ ∈ ] − 1, 0[ , and put h(t, x) def

= −h0(t)x|λ|. Then clearly (H1) holds (with φ(x) = x|λ|). It is also
evident that (H9) is fulfilled as well. Hence, by virtue of Corollary 19.2, the problem (20.1) is solvable.
Necessity of the inclusion p ∈ V−(ω) follows from Theorem 8.3. �

Consider the problem

u′′ = p(t)u− h0(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (20.2)

where q ∈ Lω and q ̸≡ 0. In formulation of the next result we use notations (0.13) and (0.12).

Theorem 20.2. Let p ∈ V−(ω) and at least one of the following items be fulfilled:
(i) λ > −1 and

ρ(p)Q+ ≤ Q−; (20.3)

(ii) λ ∈ ]− 1, 0[ and

∥h0∥
1

λ+1

L ≥ 1

λ+ 1

( |λ|
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

) |λ|
λ+1 (

ρ(p)Q+ −Q−
)
;

(iii) λ > 0 and

∥h0∥L ≥
(ω
4
ρ(p)Q+

)λ(
ρ(p)Q+ −Q−

)
; (20.4)

(iv) λ > 0 and there is a c0 > 0 such that
h0(t) ≥ c0q(t) for t ∈ [0, ω]; (20.5)

(v) λ ≥ 1
2 , η ∈ [1/λ, 2[ , [q]

1
2−η

+ ∈ Lω, and
ω∫

0

h0(s)

|s− a|λη
ds = +∞ for a ∈ [0, ω[ . (20.6)

Then the problem (20.2) is solvable. Moreover, if q(t) ≤ 0 for t ∈ [0, ω] then the inclusion p ∈ V−(ω)
is necessary for solvability of (20.2), while if either (iii) or (iv) or (v) holds then the problem (20.2)
is uniquely solvable.

Proof. Put h(t, x) = −h0(t)
xλ + q(t). If either (i) or (iii) holds then the problem (20.2) is solvable by

virtue of Corollary 19.14, while if (iv) holds then the solvability of (20.2) follows from Corollary 19.3.
If (ii) holds then one can easily verify that condition (3) of Corollary 19.14 is fulfilled with

x0 =

(
|λ|∥h0∥L

ρ(p)
∥∥[p]+∥∥L −

∥∥[p]−∥∥L

) 1
λ+1

.
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Let now (v) be fulfilled. Then (19.40) holds with f0(t, x) =
h0(t)
xλ and q0(t, x) = [q(t)]+. Clearly, (H9)

is fulfilled as well. Therefore, by virtue of Corollary 19.11, the problem (20.2) is solvable. Necessity of
the inclusion p ∈ V−(ω) follows from Theorem 8.3, while the uniqueness follows from Remark 19.6. �

Remark 20.3. Condition (20.3) is optimal and cannot be weakened neither to ρ(p)Q+ ≤ (1 + δ)Q−
nor to ρ(p)Q+ ≤ Q− + δ, no matter how small δ > 0 would be (see Examples 20.9–20.11 below).
Similarly, condition (20.4) cannot be weakened to

∥h0∥L ≥ (1− δ)
(ω
4
ρ(p)Q+

)λ(
ρ(p)Q+ −Q−

)
,

no matter how small δ ∈ ]0, 1[ would be (see Example 20.12). Mention also that Example 20.11 below
shows that the conditions (20.5) and (20.6) are essential and cannot be omitted.

Consider the problem

u′′ = p(t)u+
h0(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (20.7)

where
λ > 0, h0, q ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0. (20.8)

Theorem 20.4. Let p ∈ V−(ω) and (20.8) hold. Let, moreover,

Q− > ρ(p)Q+

and

∥h0∥L ≤ λλ

(λ+ 1)λ+1

(Q− − ρ(p)Q+)
λ+1

ρ(p)
(
ρ(p)

∥∥[p]+∥∥L −
∥∥[p]−∥∥L

)λ . (20.9)

Then the problem (20.7) is solvable.

Proof. Put h(t, x) def
= h0(t)

xλ + q(t) for t ∈ [0, ω], x > 0. Clearly, h(t, · ) is nonincreasing and (19.43)
holds. Let now

x0
def
=

(
λρ(p)∥h0∥L

ρ(p)
∥∥[p]+∥∥L −

∥∥[p]−∥∥L

) 1
λ+1

.

In view of (20.9), one can easily verify that (19.44) is fulfilled. Consequently, the problem (20.7) is
solvable by virtue of Corollary 19.15. �

Consider the problem

u′′ = p(t)u− h0(t)

uλ
+ g0(t)u

µ + q(t); u(0) = u(ω), u′(0) = u′(ω), (20.10)

where g0 ∈ Lω, g0 ̸≡ 0, µ ̸= 0, and µ ̸= 1.

Theorem 20.5. Let p ∈ V−(ω), µ ∈ ]0, 1[ , and at least one of the following items be fulfilled:
(a) either item (i), or (ii), or (iii) of Theorem 20.2 holds and

g0(t) ≤ 0 for t ∈ [0, ω];

(b) item (iv) of Theorem 20.2 holds and there is a c > 0 such that

h0(t) ≥ cg0(t) for t ∈ [0, ω];

(c) item (v) of Theorem 20.2 holds and [g0]
1

2−η

+ ∈ Lω.
Then the problem (20.10) has at least one solution. If, moreover,

g0(t) ≤ 0, q(t) ≤ 0 for t ∈ [0, ω], (20.11)

then the inclusion p ∈ V−(ω) is necessary for solvability of (20.10).
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Proof. Suppose that (a) holds. Put

f(t, x) = p(t)x− h0(t)

xλ
+ g0(t)x

µ + q(t), h(t, x) = −h0(t)
xλ

+ q(t).

Then clearly (18.22) is fulfilled with

p1(t) = p(t), q(t, x) =
h0(t)

(1 + [x− 1]+)λ
+ |g0(t)| |x|µ + |q(t)|

and δ1 = 1. On the other hand, if item (i), resp. item (ii), resp. item (iii) of Theorem 20.2 is fulfilled
then the conditions of Proposition 18.3, resp. Proposition 18.6, resp. Proposition 18.5 hold as well.
Therefore, by virtue of Corollary 19.13, the problem (20.10) is solvable.

Let now either (b) or (c) holds. Put

h(t, x) = −h0(t)
xλ

+ g0(t)x
µ + q(t).

Clearly, (H9) holds. On the other hand, if (b) is fulfilled then
h(t, x) ≤ h0(t, x) for t ∈ [0, ω], x > 0,

where h0(t, x) = −h0(t)( 1
xλ − xµ

c − 1
c0
). Hence, for sufficiently small r0 > 0 the hypothesis (H2) holds.

Therefore, by virtue of Corollary 19.2, the problem (20.10) has at least one solution. Suppose now
that (c) is fulfilled. Then (19.40) holds with

f0(t, x) =
h0(t)

xλ
and q1(t, x) = |g0(t)| |x|µ + |q(t)|.

Therefore, by virtue of Corollary 19.11, the problem (20.10) is solvable.
If (20.11) holds then necessity of the inclusion p ∈ V−(ω) follows from Theorem 8.3. �

Theorem 20.6. Let p ∈ V−(ω) ∪ V0(ω), µ > 1, and
g0(t) ≥ 0 for t ∈ [0, ω]. (20.12)

Let, moreover, either
λ > −1, q(t) ≤ 0 for t ∈ [0, ω], (20.13)

or item (iv) of Theorem 20.2, or item (c) of Theorem 20.5 is fulfilled. Then the problem (20.10) is
solvable. Moreover, if λ > 0 then the problem (20.10) is uniquely solvable.

Proof. Put
h(t, x) = −h0(t)

xλ
+ g0(t)x

µ + q(t).

Then (H10) is fulfilled with r1 = 1,

g(x) = xµ, q(t, x) =
h0(t)

(1 + [x− 1]+)λ
+ |q(t)|.

On the other hand, condition (20.13), resp. item (iv) of Theorem 20.2 implies (H2). Therefore, by
virtue of Corollary 19.7, the problem (20.10) has at least one solution.

Let now item (v) of Theorem 20.2 holds. Then (19.40) holds with

f0(t, x) =
h0(t)

xλ
and q0(t, x) = g0(t)|x|µ + [q(t)]+.

Hence, the problem (20.10) is solvable by virtue of Corollary 19.11. Assertion about uniqueness follows
from Remark 19.6. �
Theorem 20.7. Let µ > 1, (20.12) hold, and either (20.13) or item (iv) of Theorem 20.2, or item (c)
of Theorem 20.5 be fulfilled. Let, moreover,

mes
{
t ∈ [0, ω] : g0(t) = 0

}
= 0. (20.14)

Then the problem (20.10) has at least one solution (for any p ∈ Lω).

Proof. It is analogous as the proof of Theorem 20.6. Only a difference is that (H11) is fulfilled instead
of (H10). Therefore, if either (20.13) or item (iv) of Theorem 20.2 holds then solvability follows from
Corollary 19.8, while if item (c) of Theorem 20.5 holds then solvability follows from Corollary 19.11. �
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Remark 20.8. Condition (20.14) in Theorem 20.7 is essential and cannot be omitted. Indeed, let
0 < a < b < ω, λ = 1, h0(t) ≡ 1, q, g0 ∈ Lω, and q(t) ≤ 0 for t ∈ R, and

g0(t) =

{
1 for t ∈ [0, a[∪ ]b, ω],

0 for t ∈ [a, b].

Let, moreover, p ∈ Lω be such that the equation u′′ = p(t)u is conjugate on [a, b], i.e., its every
nontrivial solution has at least one zero in ]a, b[ (for example, let p(t) = −(1 + ε)( π

b−a )
2 for t ∈ [a, b]

with ε > 0 and p(t) = 0 for t ∈ [0, a[∪ ]b, ω]). Then it is clear that the conditions Theorem 20.7 are
fulfilled except of the condition (20.14). Suppose that u is a solution of the problem (20.10). Then it
is clear that u(t) > 0 for t ∈ [a, b] and

u′′(t) ≤ p(t)u(t) for t ∈ [a, b].

Hence, by virtue of Sturm’s comparison theorem, any nontrivial solution of the equation u′′ = p(t)u
has at most one zero in [a, b] which contradicts the setting of the function p.

Example 20.9. Let λ ∈ ]0, 1[ and c > 0. Consider the problem

u′′ = u− c1−λuλ + c; u(0) = u(ω), u′(0) = u′(ω). (20.15)

Then we have
ρ(p) = e 1

4 ω
2

, Q+ = cω, Q− = 0.

For given δ > 0 choose c > 0 such that c < δ
ω e− 1

4 ω
2 . Clearly, the inequality ρ(p)Q+ ≤ Q− + δ is

fulfilled. However, the problem (20.15) has no solution because x− c1−λxλ + c > 0 for x > 0.

Example 20.10. Let λ ∈ ]0, 1[ and ε ∈ ]0, 1[ . Consider the problem

u′′ = ε2u− ε2uλ + ε2 +
1

ε
cos t; u(0) = u(2π), u′(0) = u′(2π). (20.16)

Then ρ(p) = eε2π, Q = 2ε2π, Q+ = 2ε2π +Q−, and

Q− =
2

ε

√
1− ε6 − 2ε2(π − x),

where x ∈ ]π/2, π[ is such that cosx = −ε3. Since lim
ε→0+

Q− = +∞, for any δ > 0, there is a ε > 0

such that

eε
2π
(
1 +

2ε2π

Q−

)
≤ 1 + δ,

i.e., the inequality ρ(p)Q+ ≤ (1+ δ)Q− is fulfilled. However, the problem (20.16) has no solution (for
any ε > 0). Indeed, if u is a solution of this problem then, in view of the inequality x−xλ+1 > 0 for
x > 0, we get the contradiction

0 =

2π∫
0

u′′(s)ds = ε2
2π∫
0

(
u(s)− uλ(s) + 1

)
ds > 0.

Example 20.11. Let λ > 0 and ε > 0. Consider the problem

u′′ = εu− ε(1 + cos t)λ
uλ

− (1 + ε) cos t; u(0) = u(2π), u′(0) = u′(2π). (20.17)

Then
ρ(p) = eεπ

2

, Q+ = 2(1 + ε), Q− = 2(1 + ε).

For given δ > 0 choose ε > 0 such that

eεπ
2

< 1 + δ, 2(1 + ε)
(

eεπ
2

−1
)
< δ.

Then clearly the inequalities ρ(p)Q+ ≤ (1 + δ)Q− and ρ(p)Q+ ≤ Q− + δ are fulfilled. Mention also
that (20.5) and (20.6) are violated. Now we will show that the problem (20.17) has no solution for



Theorems on Differential Inequalities and Periodic BVP for Second-Order ODEs 89

any ε > 0. Suppose the contrary, let u be a solution of this problem and put w(t) = u(t)− 1− cos t.
By direct calculations one can easily verify that

w′′(t) = εw(t) +
ε

uλ(t)

(
uλ(t)− (1 + cos t)λ

)
for t ∈ [0, 2π],

w(0) = w(2π), w′(0) = w′(2π).

Introduce the notation

φλ(x)
def
=


xλ − 1

x− 1
for x ̸= 1,

λ for x = 1.
(20.18)

It is clear that, φλ ∈ C(R) and φλ(x) > 0 for x ∈ R. Moreover,

uλ(t)− (1 + cos t)λ = uλ−1(t)φλ

(1 + cos t
u(t)

)
w(t) for t ∈ [0, 2π].

Therefore, the function w is a solution of the problem

w′′ = p0(t)w; w(0) = w(2π), w′(0) = w′(2π), (20.19)

where p0(t) = ε(1+ 1
u(t) φλ(

1+cos t
u(t) )) for t ∈ [0, 2π]. Since p0(t) > 0 for t ∈ [0, 2π], we have p0 ∈ V−(ω)

(see Remark 8.4) and, consequently, w ≡ 0. Hence, we get the contradiction 0 = w(π) = u(π) ̸= 0.

Example 20.12. Let ε > 0 and λ > 0. Consider the problem

u′′ = εu− (1 + cos t)λ
uλ

+ 1− ε− (1 + ε) cos t; u(0) = u(2π), u′(0) = u′(2π). (20.20)

Then ρ(p) = eεπ2 , Q = 2π(1− ε), and ∥h0∥L =
2π∫
0

(1 + cos s)λ ds. Since

lim
ε→0+

(
ρ(p)Q+ −Q−

)
= 2π

for given δ > 0 we can choose ε > 0 such that

ρ(p)Q+ −Q− < 2π(1 + δ). (20.21)

On the other hand, since

lim
λ→0+

∥h0∥L = 2π and lim
λ→0+

(ω
4
ρ(p)Q+

)λ
= 1

we can choose λ > 0 such that

∥h0∥L > 2π(1− δ2)
(ω
4
ρ(p)Q+

)λ
.

The latter inequality, together with (20.21), implies that

∥h0∥L > (1− δ)
(ω
4
ρ(p)Q+

)λ(
ρ(p)Q+ −Q−

)
holds. Now we will show that the problem (20.20) has no solution for any λ > 0 and ε > 0. Indeed,
let u be a solution of this problem and put w(t) = u(t) − 1 − cos t. By the same arguments as in
Example 20.11 one can verify that w is a solution of the problem (20.19), where

p0(t) = ε+
1

u(t)
φλ

(1 + cos t
u(t)

)
for t ∈ [0, 2π]

and the function φλ is defined by (20.18). Since p0 ∈ V−(ω) we get w ≡ 0, which yields the contra-
diction 0 = w(π) = u(π) ̸= 0.
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21. Resonance Like Case

In this section we will consider the problem

u′′ = p(t)u+ h(t, u) + q(t); u(0) = u(ω), u′(0) = u′(ω), (21.1)

where h ∈ Kloc([0, ω]× ]0,+∞[ ;R) and p, q ∈ Lω. Recall that under a solution of the problem (21.1)
we understand a positive function u ∈ AC′([0, ω]) satisfying the given equation almost everywhere
and boundary conditions.

In some cases (wee, for example, Corollary 19.3), the inclusion p ∈ V−(ω) is necessary for the
solvability of (21.1). However, we deal in what follows with the case p ∈ V0(ω). Mention that
the problem (21.1) with p ∈ V0(ω) cover by Corollaries 19.7 and 19.8 (see also Corollary 19.11 and
Theorems 20.6 and 20.7). In spite of them in the main results of this chapter we does not require
neither hypothesis (H10) nor hypothesis (H11). Below we denote by u0 a positive solution of the
problem

u′′0 = p(t)u0; u0(0) = u0(ω), u′0(0) = u′0(ω).

Theorem 21.1. Let p ∈ V0(ω) and either (H13) or (H14) hold. Let, moreover, there exist α ∈
AC′([0, ω]) such that α(t) > 0 for t ∈ [0, ω] and

α′′(t) ≥ p(t)α(t) + h(t, α(t)) + q(t) for t ∈ [0, ω],

α(0) = α(ω), α′(0) = α′(ω).
(21.2)

Then the problem (21.1) is solvable.

Proof. Put f(t, x) def
= p(t)x+h(t, x)+q(t) for t ∈ [0, ω], x > 0 and α∗ = max{α(t) : t ∈ [0, ω]}. Suppose

that (H13) (resp., (H14)) holds. Then, by virtue of Proposition 18.10 (resp., Proposition 18.11), there
exists a function β ∈ AC′([0, ω]) such that β(t) ≥ α∗ for t ∈ [0, ω] satisfying (17.6). Hence, by virtue
of Proposition 17.6, the problem (21.1) has at least one solution. �

Observe that the hypothesis

h(t, x) ≤ 0 for t ∈ [0, ω], x > 0,

the function h(t, · ) is nondecreasing on ]0,+∞[ ,

lim
x→+∞

ω∫
0

h(s, x)ds = 0

(H16)

together with the condition
ω∫

0

q(s)u0(s) ds > 0 (21.3)

implies (H13) as well as the condition (21.3) together with the hypothesis
h(t, x) ≥ −h0(t)g(x) for t ∈ [0, ω], x > r,

h0 ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0,

g ∈ C( ]0,+∞[ ; ]0,+∞[ ),

lim sup
x→+∞

g(x) = 0

(H17)

implies (H14). Hence, it follows from Theorem 21.1 that

Corollary 21.2. Let p ∈ V0(ω), (21.3) hold and either (H16) or (H17) be fulfilled. Let, moreover,
there exists α ∈ AC′([0, ω]) such that α(t) > 0 for t ∈ [0, ω] satisfying (21.2). Then the problem (21.1)
is solvable.

Mention that condition (21.3) is necessary, in some sense, for the solvability of (21.1). More precisely
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Proposition 21.3. Let p ∈ V0(ω) and the problem (21.1) is solvable. Let, moreover, either
h(t, x) ≤ h1(t, x) for t ∈ [0, ω], x > 0,

where h1 ∈ Kloc([0, ω]× ]0,+∞[ ;R), h1(t, x) ≤ 0 for t ∈ [0, ω], x > 0, h1(t, · ) is nondecreasing and
mes{t ∈ [0, ω] : h1(t, x) < 0} > 0 for x > 0,

or
h(t, x) ≤ −h1(t)g(x) for t ∈ [0, ω], x > 0,

where h1 ∈ Lω, h1(t) ≥ 0 for t ∈ [0, ω], h1 ̸≡ 0, and g ∈ C( ]0,+∞[ ; ]0,+∞[ ).
Then inequality (21.3) holds.

Proof. Let u be a solution of the problem (21.1). Then, by virtue of Fredholm’s third theorem, we
have that

ω∫
0

q(s)u0(s)ds = −
ω∫

0

h(s, u(s))u0(s) ds.

One can easily verify that the conditions of the proposition guarantee that
ω∫

0

h(s, u(s))u0(s) ds < 0.

Hence, (21.3) holds as well. �

Corollary 21.4. Let p ∈ V0(ω), hypothesis (H16) holds and
mes{t ∈ [0, ω] : h(t, x) < 0} > 0 for x > 0.

Let, moreover, at least one of the following items be fulfilled:
(1) there exists r0 > 0 such that

h(t, r0) ≤ −q(t) for t ∈ [0, ω];

(2) H(ω4 ρ(p)Q+) ≤ Q− − ρ(p)Q+.
Then the problem (21.1) is solvable if and only if (21.3) holds.

Proof. In view of Corollary 21.2, it is sufficient to show that there exists a positive function α ∈
AC′([0, ω]) satisfying (21.2). Let the item (1) hold. Then the existence of the function α follows from
Proposition 18.2 with k = 3. Let now the item (2) be fulfilled. If Q− ≥ ρ(p)Q+ then the existence of
the function α follows from Propositions 18.4 while if Q− < ρ(p)Q+ then the existence of the function
α follows from Proposition 18.5.

Necessity of the condition (21.3) follows from Proposition 21.3. �

Analogously one can prove that

Corollary 21.5. Let p ∈ V0(ω), the hypothesis (H14) hold, (21.3) be fulfilled, and
h(t, x) ≤ 0 for t ∈ [0, ω].

Let, moreover, either the item (1) of Corollary 21.4 hold, or the function h(t, · ) is nondecreasing and
the item (2) of Corollary 21.4 hold. Then the problem (21.1) is solvable.

Proof. In view of Corollary 21.2, it is sufficient to show that there exists a positive function α ∈
AC′([0, ω]) satisfying (21.2). If the item (1) of Corollary 21.4 holds then the existence of the function
α follows from Proposition 18.2 with k = 3.

Let now the function h(t, · ) be nondecreasing and the item (2) of Corollary 21.4 be fulfilled. It is
clear that, there exist a finite limit

lim
x→+∞

H(x) = H∗.

If H∗ > Q− − ρ(p)Q+ then the existence of the function α follows from Proposition 18.5. Suppose
that H∗ ≤ Q− − ρ(p)Q+. Then, clearly,

H(x) ≤ Q− − ρ(p)Q+ for x > 0. (21.4)
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Denote by v a solution of the problem
v′′ = [p(t)]+v + h(t, 1) + q(t); v(0) = v(ω), v′(0) = v′(ω)

and choose n ∈ N such that ∥v∥C ≤ n. Let, moreover, α be a solution of the problem
α′′ = [p(t)]+α+ h(t, n) + q(t); α(0) = α(ω), α′(0) = α′(ω). (21.5)

By virtue of (21.4) and Theorem 16.2, we get that
v(t) > 0, α(t) > 0 for t ∈ [0, ω].

On the other hand, since [p]+ ∈ V−(ω) and the function h(t, · ) is nondecreasing we get that α(t) ≤ v(t)
for t ∈ [0, ω] (see Remark 0.6) and, consequently, α(t) ≤ n for t ∈ [0, ω]. Now it follows from (21.5)
that the function α satisfies (21.2). �

Now we reformulate Theorem 19.10 in a suitable for us form.

Theorem 21.6. Let p ∈ V0(ω) and
h(t, x) ≤ h1(t, x) for t ∈ [0, ω], x > 0, (21.6)

where h1 ∈ Kloc([0, ω]× ]0,+∞[ ;R), h1(t, · ) is nonincreasing on ]0,+∞[ , h1(t, x) ≤ 0 for t ∈ [0, ω],
x > 0, η ≥ 1, [q]

1
2−η

+ ∈ Lω, and
ω∫

0

∣∣∣h1(s, c|s− a|η
)∣∣∣ds = +∞ for c > 0, a ∈ [0, ω[ .

Let, moreover, there exist β ∈ AC′([0, ω]) such that β(t) > 0 for t ∈ [0, ω]

β′′(t) ≤ p(t)β(t) + h(t, β(t)) + q(t) for t ∈ [0, ω],

β(0) = β(ω), β′(0) = β′(ω).
(21.7)

Then the problem (21.1) has at least one solution.

Corollary 21.7. Let p ∈ V0(ω) and (21.6) hold, where h1 satisfies conditions stated in Theorem 21.6.
Let, moreover, either (H13), or (H14) hold. Then the problem (21.1) has at least one solution.

Proof. By virtue of Proposition 18.10, resp. Proposition 18.11, hypothesis (H13), resp. (H14), implies
the existence of a positive function β ∈ AC′([0, ω]) satisfying (21.7). Hence, solvability of the problem
(21.1) follows from Theorem 21.6. �

As an example, consider the problem
u′′ = p(t)u− h0(t)g(u) + q(t); u(0) = u(ω), u′(0) = u′(ω), (21.8)

where h0, q ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0, and g ∈ C( ]0,+∞[ ; ]0,+∞[ ).

Corollary 21.8. Let p ∈ V0(ω) and

lim sup
x→+∞

g(x) <

ω∫
0

q(s)u0(s)ds
ω∫
0

h0(s)u0(s) ds
. (21.9)

Let, moreover, at least one of the following items be fulfilled:
(1) lim

x→0+
g(x) = +∞ and there is a c > 0 such that h0(t) ≥ cq(t) for t ∈ [0, ω];

(2) g is nonincreasing and there exists r > 0 such that h0(t)g(r) ≥ q(t) for t ∈ [0, ω];

(3) g is nonincreasing, η ≥ 1, [q]
1

2−η

+ ∈ Lω, and
ω∫

0

h0(s)g
(
c|s− a|η

)
ds = +∞ for c > 0, a ∈ [0, ω[ ;
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(4) g is nonincreasing and

∥h0∥L g
(ω
4
ρ(p)Q+

)
≥ ρ(p)Q+ −Q−.

Then the problem (21.1) is solvable if and only if (21.3) holds.

Proof. Let (21.3) hold. Put h0(t, x)
def
= −h0(t)g(x) for t ∈ [0, ω], x > 0. Clearly, (H14) is fulfilled.

Suppose that the item (1) holds. Put f(t, x) def
= p(t)x−h0(t)g(x)+q(t) and h(t, x) def

= −h0(t)(g(x)−
1
c ) for t ∈ [0, ω], x > 0. Clearly, there is an r0 > 0 such that g(x) > 2

c for x ∈ ]0, r0]. Hence, the
hypothesis (H1) holds with φ(x)

def
= g(x)− 1

c for x ∈ ]0, r0]. Therefore, by virtue of Proposition 18.2,
there exists a positive function α ∈ AC′([0, ω]) satisfying (21.2). Consequently, the solvability of the
problem (21.8) follows from Theorem 21.1.

If either the item (2), or the item (4) is fulfilled that the solvability of the problem (21.8) follows
from Corollary 21.5.

Let now the item (3) be fulfilled. Then the solvability of the problem (21.8) follows from Corol-
lary 21.7 (with h1(t, x)

def
= −h0(t)g(x)).

Necessity of the condition (21.3) follows from Proposition 21.3. �

Remark 21.9. It is clear that Corollary 21.8 remains true if, instead of (21.9), the condition
lim sup
x→+∞

g(x) = 0

holds.

Proposition 21.10. Let p ∈ V0(ω) and for any c > 0, a > 0, and b > a, there exists φabc ∈ Lω such
that

φabc(t) ≥ 0 for t ∈ [0, ω], φabc ̸≡ 0, (21.10)
h(t, x+ c)− h(t, x) ≥ φabc(t) for t ∈ [0, ω], x ∈ [a, b]. (21.11)

Then the problem (21.1) has at most one solution.

Proof. Let u and v be solutions of the problem (21.1) and there is a t0 ∈ [0, ω[ , such that u(t0) > v(t0).
Put w(t) def

= u(t)− v(t) for t ∈ [0, ω]. It is clear that, either there exist t1 ∈ [0, ω[ and t2 ∈ ]t1, ω] such
that

w(t) > 0 for t ∈ ]t1, t2[ , w(t1) = 0, w(t2) = 0, (21.12)
or

w(t) > 0 for t ∈ [0, ω]. (21.13)
First, suppose that (21.12) holds. Since the function h(t, · ) is nondecreasing we get

w′′(t) ≥ p(t)w(t) for t ∈ [t1, t2], w(t1) = 0, w(t2) = 0.

Hence, by virtue of Proposition 0.8 and Proposition 2.5, we get the contradiction w(t) ≤ 0 for t ∈
[t1, t2].

Now let (21.13) hold. It is clear that the function w is a solution of the problem
w′′ = p(t)w + ψ(t); w(0) = w(ω), w′(0) = w′(ω),

where ψ(t) def
= h(t, u(t)) − h(t, v(t)) and ψ(t) ≥ 0 for t ∈ [0, ω]. Hence, by virtue of Fredholm’s third

theorem we get that
ψ ≡ 0 (21.14)

and there is a c0 > 0 such that w(t) = c0u0(t) for t ∈ [0, ω]. Put a = min{v(t) : t ∈ [0, ω]},
b = max{v(t) : t ∈ [0, ω]}, and c = c0 min{u0(t) : t ∈ [0, ω]}. Clearly,

u(t)=v(t)+c0u0(t)≥v(t)+c, a≤v(t)≤b for t∈ [0, ω]. (21.15)
By virtue of the assumption of the proposition, there exists a function φabc ∈ Lω such that (21.10)
and (21.11) are fulfilled. Hence, on account of (21.15), we get

ψ(t) = h(t, u(t))− h(t, v(t)) ≥ h(t, v(t) + c)− h(t, v(t)) ≥ φabc(t) for t ∈ [0, ω]



94 Alexander Lomtatidze

which, together with (21.10), contradicts (21.14). �

Remark 21.11. Let h(t, x) def
= −h0(t)g(x) for t ∈ [0, ω], x > 0, where h0 ∈ Lω, h0 ̸≡ 0, h0(t) ≥ 0 for

t ∈ [0, ω], and g ∈ C( ]0,+∞[ ; ]0,+∞[ ) is decreasing. Then it is clear that the function h satisfies
assumptions of Proposition 21.10. Consequently, in this case the problem (21.8) possesses at most
one solution.

As a particular case of the problem (21.8) consider the problem

u′′ = p(t)u− h0(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (21.16)

where h0, q ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], and h0 ̸≡ 0. Next corollary follows immediately from
Corollary 21.8, Remark 21.9, and Remark 21.11.

Corollary 21.12. Let p ∈ V0(ω) and the item (iii), or the item (iv), or the item (v) of Theorem 20.2
be fulfilled. Then the problem (21.16) is solvable if and only if (21.3) holds. Moreover, if (21.3) holds
then the problem (21.16) is uniquely solvable.

Remark 21.13. Condition (20.5), resp. (20.6), in Corollary 21.12 is essential and cannot be omitted.
Indeed, consider the problem

u′′=− (1+cos t)λ
uλ

+1−cos t; u(0)=u(2π), u′(0)=u′(2π). (21.17)

Then p ≡ 0 and we can suppose that u0 ≡ 1. Clearly, q(t) = 1 − cos t for t ∈ [0, 2π] and that (21.3)
holds. By the same arguments as in Example 20.11 one can show that the problem (21.17) has no
solution for any λ > 0.

Mention also that the condition (20.4) is optimal and cannot be weakened to the condition

∥h0∥L ≥ (1− δ)
(ω
4
ρ(p)Q+

)λ(
ρ(p)Q+ −Q−

)
(21.18)

no matter how small δ ∈ ]0, 1[ is. Indeed, consider again the problem (21.17). Clearly, (21.3) holds,

Q+ = 2π, Q− = 0, and ∥h0∥L =
2π∫
0

(1 + cos s)λ ds. Since

lim
λ→0+

2π∫
0

(1 + cos s)λ ds = 2π, lim
λ→0+

(π
2
Q+

)λ
= 1,

for given δ ∈ ]0, 1[ there is a λ > 0 such that (21.18) holds. However, as it was mentioned above the
problem (21.17) has no solution for any λ > 0.

As it was mentioned in Introduction, the study of phase singular periodic problems was initiated
in [16] by Lazer and Solimini. Theorem 2.1 of [16] concerns the solvability of the problem

u′′ = −g(u) + q(t), u(0) = u(ω), u′(0) = u′(ω) (21.19)

and reads as follows.

Theorem 21.14 (Lazer and Solimini). Let q ∈ C([0, ω];R) and the function g ∈ C( ]0,+∞[ ; ]0,+∞[ )
be such that

lim
x→0+

g(x) = +∞, lim
x→+∞

g(x) = 0. (21.20)

Then the problem (21.19) is solvable if and only if the inequality
ω∫

0

q(s)ds > 0 (21.21)

holds.
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Theorem 21.14 now follows from Corollary 21.8(1) (and Remark 21.9). Mention that the condition
q ∈ C([0, ω];R) in Theorem 21.14 is essential and cannot be omitted. Indeed, let λ ∈]0, 1[ and
ε ∈ ] − 1

2 ,
1−2λ
2λ [ . Put v0(t)

def
= (1 + cos t)1+ε for t ∈ [0, 2π]. It is clear that v′0 ∈ AC([0, 2π]) and

v′′0 ,
1
vλ0

∈ L2π. Let now q(t)
def
= v′′0 (t) +

1
vλ0 (t)

for t ∈ [0, 2π]. Then (21.21) holds because
2π∫
0

q(s)ds =
2π∫
0

1

vλ0 (s)
ds.

However, in this case the problem (21.19), where g(x) def
= 1

xλ for x > 0, has no solution. If we suppose
that u is a solution of the problem (21.19) and put w(t) def

= u(t)− v0(t) for t ∈ [0, 2π], then by direct
calculations we get that

w′′(t) = p0(t)w(t) for t ∈ [0, 2π], w(0) = w(ω), w′(0) = w′(ω),

where
p0(t)

def
=

1

u(t)vλ0 (t)
φλ

(v0(t)
u(t)

)
for t ∈ [0, 2π]

and the function φλ is defined by (20.18). Since p0(t) > 0 for t ∈ [0, 2π] we have that p0 ∈ V−(ω)
(see Remark 8.4) and, consequently, w ≡ 0. However, the latter identity leads to the contradiction
0 = w(π) = u(π) ̸= 0. Therefore, we have shown that for any λ ∈ ]0, 1[ , there is a q ∈ Lω satisfying
(21.21) such that the problem

u′′ = − 1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω),

has no solution. In other words, if q ∈ Lω but q ̸∈ C([0, ω];R), conditions (21.20) and (21.21) does
not guarantee solvability of the problem (21.19). However, Corollary 21.8(3) implies

Corollary 21.15. Let q ∈ Lω, g ∈ C( ]0,+∞[ ; ]0,+∞[ ), g is nonincreasing, µ ∈ [0, 12 [ , [q]
1−µ
1−2µ

+ ∈ Lω,
and

1∫
0

g(x)

xµ
dx = +∞, lim

x→+∞
g(x) = 0.

Then the problem (21.19) is solvable if and only if (21.21) holds. Moreover, if (21.21) holds and the
function g is decreasing then the problem (21.19) is uniquely solvable.

Example constructed above shows that the condition
1∫
0

g(x)
xµ dx = +∞ in Corollary 21.15 is essential

and cannot be weakened to the condition lim
x→+0

g(x) = +∞. However, from Corollary 21.8(4) we get
the following

Corollary 21.16. Let g ∈ C( ]0,+∞[ ; ]0,+∞[ ) is nonincreasing and
lim
x→+0

g(x) = +∞, lim
x→+∞

g(x) = 0.

Let, moreover,
ω g
(ω
4
ρ(p)Q+

)
≥ ρ(p)Q+ −Q−.

Then the problem (21.19) is solvable if and only if (21.21) holds. Moreover, if (21.21) holds and the
function g is decreasing then the problem (21.19) is uniquely solvable.

To be more specific consider the problem

u′′ = − 1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω). (21.22)

It follows from Corollary 21.12 that

Corollary 21.17. Let at least one of the following items be fulfilled:
(1) λ > 0 and ess sup{q(t) : t ∈ [0, ω]} < +∞;
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(2) λ ∈ ]0, 1[ and ω > (ω4 Q+)
λ(Q+ −Q−);

(3) λ ∈ ] 12 , 1[ and [q]
λ

2λ−1

+ ∈ Lω;
(4) λ ≥ 1.

Then the problem (21.22) is solvable if and only if (21.21) holds. Moreover, if (21.21) holds then the
problem (21.22) is uniquely solvable.

22. Existence of Positive Solutions (Continuation)

In this paragraph we again consider the problem
u′′ = f(t, u); u(0) = u(ω), u′(0) = u′(ω) (22.1)

and its particular case
u′′ = p(t)u+ h(t, u); u(0) = u(ω), u′(0) = u′(ω), (22.2)

where p ∈ Lω and f, h ∈ Kloc([0, ω]× ]0,+∞[ ;R). Recall that under a solution of the problem (22.1),
respectively (22.2), we understand a positive function u ∈ AC′([0, ω]) satisfying given equation almost
everywhere and boundary conditions.

Introduce the hypotheses
f(t, x) ≥ p(t)x+ h0(t, x) for t ∈ [0, ω], x > 0,

p ∈ V+(ω), h0 ∈ Kloc([0, ω]× R+;R), h0(t, · ) is nondecreasing,
β ∈ AC′([0, ω]), β(0) = β(ω), β′(0) ≤ β′(ω),

β′′(t) ≤ p(t)β(t) + h0(t, β(t)), β(t) > 0 for t ∈ [0, ω],

(H18)

{
f(t, x) ≤ p0(t)x+ q0(t, x) for t ∈ [0, ω], x > r0, r0 > 0,

p0 ∈ V+(ω), q0 ∈ Ksl([0, ω]× R;R+),
(H19)



f(t, x) ≤ p0(t)x+ q0(t) for t ∈ [0, ω], x > r0, r0 > 0,

p0 ∈ V0(ω) and
ω∫

0

q0(s)u0(s) ds < 0,

where u0 is a positive solution of the problem
u′′0 = p0(t)u0; u0(0) = u0(ω), u′0(0) = u′0(ω).

(H20)

Theorem 22.1. Let (H18) hold and either (H19) or (H20) be satisfied. Let, moreover
p(t) ≤ p0(t) for t ∈ [0, ω]. (22.3)

Then the problem (22.1) has at least one solution.

Proof. Choose n0 ∈ N such that β(t) < n0 for t ∈ [0, ω] and for any n > n0 introduce the notations

χn(t, x)
def
= β(t) + [x− β(t)]+ − [x− n]+ for t ∈ [0, ω], x ∈ R,

hn(t, x)
def
= h

(
t, χ

n
(t, x)

)
for t ∈ [0, ω], x ∈ R,

(22.4)

where
h(t, x)

def
= f(t, x)− p(t)x for t ∈ [0, ω], x > 0. (22.5)

Clearly, hn ∈ Ksl([0, ω]× R;R). For any n ≥ n0 consider the problem
u′′ = p(t)u+ hn(t, u); u(0) = u(ω), u′(0) = u′(ω). (22.6)

In view of Proposition 17.3, the problem (22.6) has at least one solution un.
We first show that

un(t) ≥ β(t) for t ∈ [0, ω], n ≥ n0 . (22.7)
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Indeed, in view of (H18), (22.4), and (22.5), we have that
χn(t, x) ≥ β(t) for t ∈ [0, ω], x ∈ R, n ≥ n0 ,

hn(t, x)≥h0
(
t, χn(t, x)

)
≥h0(t, β(t)) for t∈ [0, ω], x∈R, n≥n0 .

Taking, moreover, into account that the function un is a solution of the problem (22.6), we get
u′′n(t) ≥ p(t)un(t) + h0(t, β(t)) for t ∈ [0, ω],

un(0) = un(ω), u′n(0) = u′n(ω).
(22.8)

Now it follows Remark 0.6, by virtue of (22.8) and (H18), that (22.7) holds.
Introduce the notation

mn=min
{
un(t) : t∈ [0, ω]

}
, Mn=max

{
un(t) : t∈ [0, ω]

}
. (22.9)

To finish the proof it is sufficient to show that for some n ≥ n0, the inequality
Mn ≤ n (22.10)

holds. Suppose the contrary, let
Mn > n for n ≥ n0 . (22.11)

First assume that (H19) is satisfied. It is clear that without loss of generality we can assume that
the function q0(t, · ) is nondecreasing on ]0,+∞[ .

Put
ũn(t)

def
=

1

Mn
un(t) for t ∈ [0, ω], n ≥ n0 .

Clearly, for any n ≥ n0 the equalities

ũ′′n(t) = p(t)ũn(t) +
1

Mn
hn(t, un(t)) for t ∈ [0, ω],

ũn(0) = ũn(ω), ũ′n(0) = ũ′n(ω).
(22.12)

are fulfilled. Since h ∈ Kloc([0, ω]× ]0,+∞[ ;R) there is a function h∗ ∈ Lω such that
|h(t, x)| ≤ h∗(t) for t ∈ [0, ω], x ∈ [β∗, β∗ + r0], (22.13)

where
β∗

def
= min

{
β(t) : t ∈ [0, ω]

}
. (22.14)

Hence, in view of (H19), (22.4), and (22.5), we get that
hn(t, x) ≤ (p0(t)− p(t))x+ q∗(t, x) for t ∈ [0, ω], x > 0, (22.15)

where
q∗(t, x)

def
= q0(t, x) + h∗(t) for t ∈ [0, ω], x > 0. (22.16)

Taking now into account (22.3), (22.4), (22.7), and (22.15), we get from (22.12) that

ũ′′n(t) ≤ p(t)ũn(t) +
1

Mn
(p0(t)− p(t))χn

(
t, un(t)

)
+

1

Mn
q∗
(
t, χn(t, un(t))

)
≤ p0(t)ũn(t) +

1

Mn
q∗(t,Mn) for t ∈ [0, ω]. (22.17)

Denote by vn, where n ≥ n0, the solution of the problem

v′′n = p0(t)vn +
1

Mn
q∗(t,Mn); vn(0) = vn(ω), v′n(0) = v′n(ω). (22.18)

Since p0 ∈ V+(ω) it follows from Remark 0.6, in view of (22.17) and (22.18), that
ũn(t) ≤ vn(t) for t ∈ [0, ω], n ≥ n0

and thus (since ũn(t) > 0 for t ∈ [0, ω]) we have
∥vn∥C ≥ 1 for n ≥ n0 . (22.19)

On the other hand, since q∗ ∈ Ksl([0, ω]× R;R+) it follows from Lemma 3.1 that
lim

n→+∞
∥vn∥C = 0,
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which contradicts (22.19). Therefore, we have proved that if (H19) holds then for some n ≥ n0, the
inequality (22.10) is fulfilled.

Suppose now that (H20) holds. Extend the functions p, p0, q0, hn, and un ω-periodically and
denote them by the same letters. In view of (H20), (22.3), (22.7), and (22.13), one can easily verify
that

hn(t, un(t)) ≤ (p0(t)− p(t))un(t) + |q0(t)|+ h∗(t) for t ∈ R, n ≥ n0 . (22.20)
Let now n ≥ n0 be fixed and t0 ∈ [0, ω[ be such that u′n(t0) ̸= 0. If u′n(t0) > 0 then there is
a t∗ ∈ [t0 − ω, t0[ such that

u′n(t) > 0 for t ∈ ]t∗, t0], u′n(t∗) = 0. (22.21)
In view of (22.20) and (22.21), we obtain

u′n(t0) =

t0∫
t∗

(
p(s)un(s) + hn(s, un(s))

)
ds

≤
t0∫
t∗

(
p0(s)un(s) + |q0(s)|+ h∗(s)

)
ds ≤ Aun(t0) +B,

where A def
= ∥p0∥L and B def

= ∥q0∥L + ∥h∗∥L. Analogously, if u′n(t0) < 0 then there is a t∗ ∈ ]t0, t0 + ω]
such that

u′n(t) < 0 for t ∈ [t0, t
∗[ , u′n(t

∗) = 0

and

−u′n(t0) ≤
t∗∫
t0

(
p0(s)un(s) + |q0(s)|+ h∗(s)

)
ds ≤ Aun(t0) +B.

Therefore, we have proved that for any n ≥ n0, the inequality
|u′n(t)| ≤ Aun(t) +B for t ∈ [0, ω] (22.22)

holds. Taking now into account (22.7), we easily get from (22.22) that

Mn ≤ mn exp
[
Aω +

Bω

β∗

]
for n ≥ n0 ,

where β∗ is defined by (22.14). Hence, on account of (22.11), there is a n1 > n0 such that
mn1 > r0.

Consequently, by virtue of (H20), (22.3)–(22.5), and (22.7), we get that
hn1

(t, un1
(t)) ≤ (p0(t)− p(t))un1

(t) + q0(t) for t ∈ [0, ω].

Therefore,
u′′n1

(t) ≤ p0(t)un1(t) + q0(t) for t ∈ [0, ω].

Now it is clear that
u′′n1

(t) = p0(t)un1(t) + q0(t)− q1(t) for t ∈ [0, ω],

un1(0) = un1(ω), u′n1
(0) = u′n1

(ω),

where
q1(t)

def
= p0(t)un1(t) + q0(t)− u′′n1

(t) ≥ 0 for t ∈ [0, ω]. (22.23)
However, by virtue of Fredholm’s third theorem, we get that

ω∫
0

(
q0(s)− q1(s)

)
u0(s)ds = 0,

where u0 is a function appearing in the hypothesis (H20). The latter equality, together with (H20)
and (22.23), yields the contradiction 0 < 0. Therefore, we have proved that if (H20) holds then for
some n ≥ n0, the inequality (22.10) is fulfilled. �
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Introduce the hypothesis{
f(t, x) ≥ p(t)x+ q(t) for t ∈ [0, ω], x > 0,

p ∈ V+(ω), (p, q) ∈ U(ω),
(H21)

where U(ω) is defined by Definition 16.1.

Proposition 22.2. Hypothesis (H21) implies (H18).

Proof. Clearly, (H18) is fulfilled, where h0(t, x)
def
= q(t) for t ∈ [0, ω], x ∈ R and β is a positive solution

of the problem
β′′ = p(t)β + q(t); β(0) = β(ω), β′(0) = β′(ω). �

Introduce the hypothesis
f(t, x) ≥ p(t)x+ h0(t)φ(x) for t ∈ [0, ω], x > 0,

p∈V+(ω), h0∈Lω, h0(t)≥0 for t∈ [0, ω], h0 ̸≡0,

φ ∈ C(R+;R+), φ is nondecreasing, lim
x→0+

φ(x)

x
= +∞.

(H22)

Proposition 22.3. Hypothesis (H22) implies (H18).

Proof. Let (H22) holds. Denote by v the solution of the problem
v′′ = p(t)v + h0(t); v(0) = v(ω), v′(0) = v′(ω). (22.24)

By virtue of Remark 9.2, there is a c > 0 such that
v(t) ≥ c for t ∈ [0, ω]. (22.25)

Choose ε > 0 such that
φ(ε)

ε
>

1

c
(22.26)

and put β(t) def
= φ(ε)v(t) for t ∈ [0, ω]. It follows from (22.25) and (22.26) that β(t) ≥ ε pro t ∈ [0, ω].

Hence, in view of (22.24) and the monotonicity of the function φ, we get
β′′(t) ≤ p(t)β(t) + h0(t)φ(β(t)) for t ∈ [0, ω],

β(0) = β(ω), β′(0) = β′(ω).

Now it is clear that (H18) holds with h0(t, x)
def
= h0(t)φ(x). �

Introduce the hypothesis

f(t, x) ≥ p(t)x+ h1(t, x) + q(t) for t ∈ [0, ω], x > 0,

p ∈ IntV+(ω), (p, q) ∈ U0(ω), h1 ∈ Kloc([0, ω]× ]0,+∞[ ;R+),

h1(t, · ) is nondecreasing on [0,+∞[ , lim
x→0+

1

x

ω∫
0

h1(s, x) ds = +∞.

(H23)

where U0(ω) is define in Definition 16.20.

Proposition 22.4. Hypothesis (H23) implies (H18).

Proof. Let the hypothesis (H23) holds. Let, moreover, c0 > 0 be the number appearing in Proposi-
tion 16.8. Choose x0 > 0 such that

1

x0

ω∫
0

h1(s, x0)ds > 1

c0
(22.27)

and denote by β0 the solution of the problem
β′′
0 = p(t)β0 + h1(t, x0); β0(0) = β0(ω), β′

0(0) = β′
0(ω). (22.28)
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By virtue of (22.27) and Proposition 16.8, we get that
β0(t) > x0 for t ∈ [0, ω]. (22.29)

Denote by v the solution of the problem
v′′ = p(t)v + q(t); v(0) = v(ω), v′(0) = v′(ω). (22.30)

Since (p, q) ∈ U0(ω) we get
v(t) ≥ 0 for t ∈ [0, ω]. (22.31)

Let now β(t)
def
= β0(t) + v(t) for t ∈ [0, ω]. In view of (22.28)–(22.31) and the monotonicity of the

function h1(t, · ) we get that
β(t) > 0 for t ∈ [0, ω], β(0) = β(ω), β′(0) = β′(ω),

β′′(t) ≤ p(t)β(t) + h1(t, β(t)) + q(t) for t ∈ [0, ω].

Now it is clear that (H18) holds with h0(t, x)
def
= h1(t, x) + q(t). �

Introduce the hypothesis

f(t, x) ≥ p1(t)x for t ∈ [0, ω], x > 0,

f(t, x) ≥ p1(t)x+ h2(t, x) for t ∈ [0, ω], x ∈ ]0, δ], δ > 0, p1 ∈ IntV+(ω),

h2 ∈ Kloc([0, ω]× ]0,+∞[ ;R+), h2(t, · ) is nondecreasing,

lim
x→0+

1

x

ω∫
0

h2(s, x) ds = +∞.

(H24)

Proposition 22.5. Hypothesis (H24) implies (H18).

Proof. Let the hypothesis (H24) holds. Since p1 ∈ IntV+(ω) there is an ε > 0 such that the function

p(t)
def
= p1(t)−

ε

δ
h2(t, δ) for t ∈ [0, ω]

satisfies the inclusion p ∈ V+(ω). It is clear that

f(t, x) ≥ p1(t)x = p(t)x+
ε

δ
h2(t, δ)x for t ∈ [0, ω], x > 0,

f(t, x) ≥ p1(t)x+ h2(t, x) = p(t)x+ h2(t, x) +
ε

δ
h2(t, δ)x for t ∈ [0, ω], x ∈ ]0, δ].

and thus we have
f(t, x) ≥ p(t)x+ h1(t, x) for t ∈ [0, ω], x > 0,

where
h1(t, x)

def
= εh2

(
t, x− [x− δ]+

)
for t ∈ [0, ω], x > 0.

Clearly, h1 ∈ K([0, ω]× R+;R+), h1(t, · ) is nondecreasing, and

lim
x→0+

1

x

ω∫
0

h1(s, x)ds = +∞.

Consequently, the hypothesis (H23) holds (with q ≡ 0). Taking now into account Proposition 22.4, it
is clear that hypothesis (H18) holds as well. �

Introduce the hypothesis{
f(t, x) ≥ p(t)x+ h(t, x) for t ∈ [0, ω], x > 0,

the hypothesis (H12) holds. (H25)

The next assertion follows from Proposition 18.9.

Proposition 22.6. Hypothesis (H25) implies (H18).

The next corollary immediately follows from Theorem 22.1 and Propositions 22.2–22.6.
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Corollary 22.7. Let k ∈ {21, 22, 23, 24, 25} and the hypothesis (Hk) hold. Let, moreover, either
(H19) or (H20) be fulfilled and p(t) ≤ p0(t) for t ∈ [0, ω] if k ∈ {21, 22, 23, 25} and p1(t) ≤ p0(t) for
t ∈ [0, ω] if k = 24. Then the problem (22.1) has at least one solution.

For the problem (22.2), Theorem 22.1 implies the following assertion.

Corollary 22.8. Let p ∈ V+(ω), the function h(t, · ) is nondecreasing (on ]0,+∞[ ), and

lim
x→+∞

1

x

ω∫
0

|h(s, x)| ds = 0. (22.32)

Then the problem (22.2) is solvable if and only if there is a function β ∈ AC′([0, ω]) satisfying β(t) > 0
for t ∈ [0, ω], β(0) = β(ω), β′(0) = β′(ω), and

β′′(t) ≤ p(t)β(t) + h(t, β(t)) for t ∈ [0, ω].

Proof. If u is a solution of the problem (22.2) then clearly β(t) def
= u(t) for t ∈ [0, ω] satisfies conditions

of the corollary. Suppose that there exists a function β satisfying the conditions of the corollary. Put
f(t, x)

def
= p(t)x+ h(t, x) for t ∈ [0, ω], x > 0. It is clear that (H18) holds with h0(t, x)

def
= h(t, x). On

the other hand, in view of (22.32), (H19) is fulfilled with p0(t)
def
= p(t), q0(t, x)

def
= |h(t, 1 + [x− 1]+)|,

and r0 = 1. Therefore, by virtue of Theorem 22.1, the problem (22.2) has at least one solution. �

The next assertion follows from Corollary 22.7 with k = 21.

Corollary 22.9. Let p ∈ V+(ω), (p, q) ∈ U(ω),
h(t, x) ≥ q(t) for t ∈ [0, ω], x > 0,

and (22.32) holds. Then the problem (22.2) is solvable.

Remark 22.10. Let p ∈ V+(ω), h(t, x) def
= q(t), where q ̸≡ 0, and (p, q) ∈ U0(ω) \ U(ω) (see

Remark 16.21). Then it is clear that the problem (22.2) has no (positive) solution. Therefore,
the condition (p, q) ∈ U(ω) in Corollary 22.9 is optimal and cannot be weakened to the condition
(p, q) ∈ U0(ω). However, the following assertion holds.

Corollary 22.11. Let p ∈ IntV+(ω), (p, q) ∈ U0(ω),
h(t, x) ≥ q(t) for t ∈ [0, ω], x > 0,

and the function h(t, · ) is nondecreasing on ]0,+∞[ . If, moreover, the condition (22.32) holds then
the problem (22.2) is solvable.

Proof. Put f(t, x) def
= p(t)x+h(t, x). It is clear that (H23) holds with h1(t, x)

def
= h(t, x)− q(t). On the

other hand, (H19) is fulfilled with p0(t)
def
= p(t), q0(t, x)

def
= |h(t, 1 + [x− 1]+)|, and r0 = 1. Therefore,

by virtue of Corollary 22.7, the problem (22.2) is solvable. �

The next assertion follows from Corollary 22.8 and Proposition 18.9.

Corollary 22.12. Let p ∈ IntV+(ω), h(t, · ) is nondecreasing, and the hypothesis (H12) holds. Then
the problem (22.2) has at least one solution.

Corollary 22.13. Let p ∈ V+(ω), q ∈ Lω, q ̸≡ 0, q(t) ≥ 0 for t ∈ [0, ω], r > 0, µ ∈ [0, 1[ , and
h(t, x) ≥ q(t)xµ for t ∈ [0, ω], x > r.

Let, moreover, the mapping x 7→ 1
xµ h(t, x) is nonincreasing in ]0,+∞[ . Then the problem (22.2) has

at least one solution.

Proof. Put f(t, x) def
= p(t)x+ h(t, x). It is clear that
1

xµ
h(t, x)≥ 1

(r+1)µ
h(t, r+1)≥q(t) for t∈ [0, ω], x∈ ]0, r+1]

and thus
h(t, x) ≥ q(t)xµ for t ∈ [0, ω], x > 0.
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On the other hand,
1

x
h(t, x) =

1

x1−µ
h(t, x)

xµ
≤ h(t, 1)

x1−µ
for t ∈ [0, ω], x > 1.

Now it is clear that (H22) holds with h0(t)
def
= q(t) and φ(x)

def
= xµ as well as (H19) is fulfilled with

p0(t)
def
= p(t), q0(t, x)

def
= h(t, 1)|x|µ, and r0 = 1. Therefore, by virtue of Corollary 22.7, the problem

(22.2) is solvable. �

Remark 22.14. For µ = 0, Corollary 22.13 reads as follows.
Let p ∈ V+(ω), h(t, · ) is nonincreasing, and

h(t, x) ≥ q(t) for t ∈ [0, ω], x > 0, (22.33)
where q ∈ Lω, q ̸≡ 0, and q(t) ≥ 0 for t ∈ [0, ω]. Then the problem (22.2) has at least one solution.

Observe, that the assumption (22.33) is essential and cannot be weakened to the assumption
h(t, x) ≥ 0 for t ∈ [0, ω], x > 0,

mes
{
t ∈ [0, ω] : h(t, x) > 0

}
> 0 for x > 0.

(22.34)

Indeed, in view of Proposition 14.1 and Proposition 7.4, there is a p ∈ V+(ω) such that the problem

u′′ = p(t)u+
1

u3
u(0) = u(ω), u′(0) = u′(ω)

has no solution. Hence, the problem (22.2) with h(t, x) def
= 1

x3 has no solution while the function h(t, · )
is nonincreasing and (22.34) holds.

However the following assertion is fulfilled.

Corollary 22.15. Let p ∈ IntV+(ω), h(t, · ) is nonincreasing (on ]0,+∞[ ),
h(t, x) ≥ 0 for t ∈ [0, ω], x > 0,

and there is a δ > 0 such that
mes

{
t ∈ [0, ω] : h(t, δ) > 0

}
̸= 0.

Then the problem (22.2) has at least one solution.

Proof. Put f(t, x) def
= p(t)x + h(t, x). It is clear that (H24) holds with p1(t)

def
= p(t) and h2(t, x)

def
=

h(t, δ) as well as (H19) is fulfilled with p0(t)
def
= p(t), q0(t, x)

def
= h(t, 1+[x−1]+), and r0 = 1. Therefore,

by virtue of Corollary 22.7, the problem (22.2) is solvable. �

Return again to the problem (22.1). Before the formulation of the next theorem introduce the
hypothesis 

p1(t)x+
h1(t)

ψ1(x)
≤ f(t, x) ≤ p2(t)x+

h2(t)

ψ2(x)
+ q∗(t, x) for t ∈ [0, ω], x > 0,

h1, h2 ∈ Lω, h1(t) ≥ 0, h2(t) ≥ 0 for t ∈ [0, ω], h1 ̸≡ 0,

p1, p2 ∈ V+(ω), q∗ ∈ Ksl([0, ω]× R+;R+),

ψ1, ψ2 ∈ C( ]0,+∞[ ; ]0,+∞[ ) are nondecreasing,

lim sup
x→+∞

xψ2

( c

ψ1(x)

)
> 0 for every c > 0.

(H26)

Theorem 22.16. Let the hypothesis (H26) hold. Then the problem (22.1) has at least one solution.

Proof. First of all mention that it follows from (H26) that
p1(t) ≤ p2(t) for t ∈ [0, ω]. (22.35)

Further, it is clear that without loss of generality we can assume that the function q∗(t, · ) is nonde-
creasing (on ]0,+∞[ ). Denote by v0 the solution of the problem

v′′0 = p1(t)v0 + h1(t); v0(0) = v0(ω), v′0(0) = v′0(ω).
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By virtue of Remark 9.2, there is a ν > 0 such that
v0(t) ≥ ν for t ∈ [0, ω]. (22.36)

It follows from the assumptions imposed on the functions ψ1 and ψ2 in (H26) that there is an increasing
sequence {xn}+∞

n=1 ⊂ [1,+∞[ such that lim
n→+∞

xn = +∞ and

xnψ2

( ν

ψ1(xn)

)
> λ0 for n ∈ N, (22.37)

where

λ0
def
=


1

2
lim sup
x→+∞

xψ2

( ν

ψ1(x)

)
if lim sup

x→+∞
xψ2

( ν

ψ1(x)

)
< +∞,

1 if lim sup
x→+∞

xψ2

( ν

ψ1(x)

)
= +∞.

Introduce the notations
χn(x)

def
= x− [x− xn]+ for x ∈ R, n ∈ N, (22.38)

fn(t, x)
def
= p1(t)x+f(t, χn(x))−p1(t)χn(x) for t∈ [0, ω], (22.39)

x > 0, n ∈ N,
and for any n ∈ N, consider the problem

u′′ = fn(t, u); u(0) = u(ω), u′(0) = u′(ω). (22.40)

It is clear that, the function fn satisfies hypotheses (H22) (with p(t)
def
= p1(t), φ(x)

def
= 1 and h0(t)

def
=

1
ψ1(xn)

h1(t)) and (H19) (with p0(t)
def
= p2(t), q0(t, x)

def
= 1

ψ2(x1)
h2(t)+ q

∗(t, xn)+xn|p1(t)| and r0 = 1).
Therefore, by virtue of Corollary 22.7, the problem (22.40) possesses a solution un and

un(t) > 0 for t ∈ [0, ω], n ∈ N.

Put Mn
def
= max{un(t) : t ∈ [0, ω]}. In view of (22.38) and (22.39), to finish the proof it is sufficient

to show that for some n ∈ N, the inequality Mn ≤ xn is fulfilled. Suppose the contrary, let
Mn > xn for n ∈ N. (22.41)

Then, it is clear that,

u′′n(t) ≥ p1(t)un(t) +
h1(t)

ψ1(χn(un(t)))

≥ p1(t)un(t) +
h1(t)

ψ1(xn)
for t ∈ [0, ω], n ∈ N. (22.42)

In view of (22.42) and the condition p ∈ V+(ω), it follows from Remark 0.6 that ψ1(xn)un(t) ≥ v0(t)
for t ∈ [0, ω]. Hence, on account of (22.36), we get

un(t) ≥
ν

ψ1(xn)
for t ∈ [0, ω], n ∈ N. (22.43)

Consequently,
χn(un(t)) ≥ χn

( ν

ψ1(xn)

)
=

ν

ψ1(xn)
for n ∈ N (22.44)

and
ψ2

(
χn(un(t))

)
≥ ψ2

( ν

ψ1(xn)

)
for n ∈ N. (22.45)

Mention also that, in view of (H26) and (22.35), the inequalities
u′′n(t) ≤ p2(t)un(t) + fn

(
t, χn(un(t))

)
− p2(t)χn(un(t)) + (p1(t)− p2(t))[un(t)− xn]+

≤ p2(t)un(t) +
h2(t)

ψ2(χn(un(t)))
+ q∗(t, xn) for t ∈ [0, ω], n ∈ N (22.46)

hold. Introduce the notations

ũn(t) =
1

Mn
un(t) for t ∈ [0, ω], n ∈ N.
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Then, in view of (22.41), (22.42), (22.37), and (22.46), we get that

p1(t)ũn(t) ≤ ũ′′n(t) ≤ p2(t)ũn(t) +
1

λ0
h2(t) +

1

xn
q∗(t, xn) for t ∈ [0, ω], n ∈ N.

Consequently,

|ũ′′n(t)| ≤ |p1(t)|+ |p2(t)|+
1

λ0
h2(t) +

1

xn
q∗(t, xn) for t ∈ [0, ω], n ∈ N. (22.47)

Taking now into account that ũk is a periodic function and q∗ ∈ Ksl([0, ω] × R;R+), we easily get
that the sequence {ũ′n}+∞

n=1 is uniformly bounded. On the other hand, (22.47) implies that for any
s ∈ [0, ω[ and t ∈ ]s, ω], the inequality

∣∣ũ′n(t)− ũ′n(s)
∣∣ ≤ t∫

s

(
|p1(ξ)|+ |p2(ξ)|+

1

λ0
h2(ξ)

)
dξ + δn for n ∈ N (22.48)

holds, where δn
def
= 1

xn

ω∫
0

q∗(ξ, xn) dξ. Since q∗ ∈ Ksl([0, ω] × R;R+) it follows from (22.48) that the

sequence {ũ′n}+∞
n=1 is equicontinuous.

We have proved that the sequences {ũn}+∞
n=1 and {ũ′n}+∞

n=1 are uniformly bounded and equicon-
tinuous and thus, by virtue of the Arzelá–Ascoli lemma, we can assume without loss of generality
that

lim
n→+∞

ũ(i)n = u
(i)
0 uniformly on [0, ω], i = 0, 1, (22.49)

where u0 ∈ AC′([0, ω]). It is clear that,
u0(t) ≥ 0 for t ∈ [0, ω], ∥u0∥C = 1,

u0(0) = u0(ω), u′0(0) = u′0(ω).
(22.50)

Therefore, either
u0(t) > 0 for t ∈ [0, ω], (22.51)

or there are α ∈ [0, ω[ and β ∈ ]α, ω] such that
u0(t) > 0 for t ∈ ]α, β], u0(α) = 0, u′0(α) = 0. (22.52)

Suppose first that (22.51) holds. Then, in view of (22.49), there are µ0 ∈ ]0, 1[ and n0 ∈ N such
that ũn(t) > µ0 for t ∈ [0, ω], n ≥ n0. Taking, moreover, into account (22.41), we get that

un(t) ≥ µ0xn for t ∈ [0, ω], n ≥ n0 .

Consequently, χn(un(t)) ≥ µ0xn and
ψ2

(
χn(un(t))

)
≥ ψ2(µ0xn) for t ∈ [0, ω], n ≥ n0 . (22.53)

Hence, in view of (22.41) and (22.46), we get that

ũ′′n(t) ≤ p2(t)ũn(t) +
h2(t)

xnψ2(µ0xn)
+

1

xn
q∗(t, xn) for t ∈ [0, ω], n ≥ n0 . (22.54)

Let now vn be a solution of the problem

v′′n = p2(t)vn +
h2(t)

xnψ2(µ0xn)
+

1

xn
q∗(t, xn); vn(0) = vn(ω), v′n(0) = v′n(ω).

In view of (22.54) and the condition p2 ∈ V+(ω), it follows from Remark 0.6 that
vn(t) ≥ ũn(t) for t ∈ [0, ω], n ≥ n0. (22.55)

On the other hand, since q∗ ∈ Ksl([0, ω]× R;R+) and

lim
n→+∞

1

xnψ2(µ0xn)

ω∫
0

h2(s) ds = 0,

we get from Lemma 3.1 that
lim

n→+∞
vn(t) = 0 uniformly on [0, ω]
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which, together with (22.49) and (22.55), contradicts (22.50).
Now suppose that (22.52) is fulfilled. Let τ ∈ ]α, β[ and t ∈ ]τ, β[ be arbitrary. On account of

(22.49) and (22.52), there are µ1 ∈ ]0, 1[ and n1 ∈ N such that ũn(s) > µ1 for s ∈ [τ, t], n ≥ n1.
Consequently, in view of (22.41), we get that un(s) ≥ µ1xn for s ∈ [τ, t], n ≥ n1 and therefore

ψ2

(
χn(un(s))

)
≥ ψ2(µ1xn) for s ∈ [τ, t], n ≥ n1 . (22.56)

The latter inequality, together with (22.41) and (22.46), implies that

ũ′n(t)− ũ′n(τ) ≤
t∫
τ

p2(s)ũn(s) ds+ 1

xnψ2(µ1xn)

t∫
τ

h2(s) ds+ 1

xn

t∫
τ

q∗(s, xn)ds

for n ≥ n1 and thus, by virtue of (22.49) and the condition q∗ ∈ Ksl([0, ω]× R;R+), we get that

u′0(t)− u′0(τ) ≤
t∫
τ

p2(s)u0(s) ds. (22.57)

We have proved that for any τ ∈ ]α, β[ and t ∈ ]τ, β[ , the inequality (22.57) holds. Therefore, in view
of the condition u′0(α) = 0, we get from (22.57) that

u′0(t) ≤
t∫

α

p2(s)u0(s) ds for t ∈ [α, β]

which, together with the condition u0(α) = 0, yields

u0(t) ≤
t∫

α

( s∫
α

p2(ξ)u0(ξ) dξ
)

ds ≤ ω

t∫
α

|p2(s)|u0(s) ds for t ∈ [α, β].

Hence, by virtue of the Gronwall–Belman lemma, we get that u0(t) ≤ 0 for t ∈ [α, β] which contradicts
(22.52). �

As an example consider the problem

u′′ = p(t)u+
h0(t)

ψ(u)
; u(0) = u(ω), u′(0) = u′(ω), (22.58)

where the functions h0 and ψ satisfy the following hypothesis{
h0 ∈ Lω, h0(t) ≥ 0 for t ∈ R, h0 ̸≡ 0,

ψ ∈ C( ]0,+∞[ ; ]0,+∞[ ) is nondecreasing. (H27)

It follows from Corollary 22.15 that if, in addition, p ∈ IntV+(ω) then the problem (22.58) is solvable.
Moreover, if p ∈ V+(ω) \ IntV+(ω), i.e., if p ∈ ∂D(ω) then none of the results stated above can
be applied. Moreover, the example given in Remark 22.14 shows that the sole condition (H27) is
insufficient for the solvability of the problem (22.58) in that case (i.e., when p ∈ ∂D(ω)). However,
Theorem 22.16 implies that

Corollary 22.17. Let p ∈ V+(ω) and (H27) hold. Let, moreover,

lim sup
x→+∞

xψ
( c

ψ(x)

)
> 0

for any c > 0. Then the problem (22.58) has at least one solution.
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Before formulation the next result introduce the hypothesis

f(t, x) ≥ p1(t)x− q1(t, x) for t ∈ [0, ω], x > 0,

f(t, x) ≥ p(t)x+ h∗(t, x)− q(t, x) for t ∈ [0, ω], x ∈ ]0, δ], δ > 0,

q, q1∈Ksl([0, ω]× R;R+), h∗∈Kloc([0, ω]× ]0,+∞[ ;R+),

the function h∗(t, · ) is nonincreasing,
ω∫

0

h∗(s, c|s− a|) ds = +∞ for c > 0, a ∈ [0, ω[ ,

p1(t) ≤ p(t) for t ∈ [0, ω], p1 ∈ IntD(ω), p ∈ IntV+(ω).

(H28)

Theorem 22.18. Let the hypothesis (H28) hold. Let moreover, either (H19) or (H20) be fulfilled and
p(t) ≤ p0(t) for t ∈ [0, ω]. Then the problem (22.1) has at least one solution.

Proof. First of all mention that without loss of generality we can assume that δ < 1 and the functions
q0, q1, and q are nondecreasing in the second variable on R+. It is easily follows from hypothesis
imposed on the function h∗ that

lim
x→0+

ω∫
0

h∗(s, x) ds = +∞. (22.59)

Introduce the notation

h(t, x)
def
= f(t, x)− p(t)x+ q(t, x),

h̃(t, x)
def
= h(t, x− [x− δ]+), h̃∗(t, x)

def
= h∗(t, x− [x− δ]+),

q̃(t, x)
def
= h(t, δ + [x− δ]+)− h(t, δ)− q(t, x).

It is clear that, h̃ ∈ Kloc([0, ω]× ]0,+∞[ ;R), q̃ ∈ K([0, ω]× R;R),

h̃(t, x) ≥ 0 for t ∈ [0, ω], x > 0, (22.60)

h̃(t, x) ≥ h̃∗(t, x) for t ∈ [0, ω], x > 0, (22.61)
ω∫

0

h̃∗(s, c|s− a|) ds = +∞ for c > 0, a ∈ [0, ω[ . (22.62)

Moreover, one can easily verify that

p(t)x+ h̃(t, x) + q̃(t, x) = f(t, x) for t ∈ [0, ω], x > 0 (22.63)
and

q̃(t, x) ≥ p̃(t)x− q2(t, x) for t ∈ [0, ω], x > 0, (22.64)
where

p̃(t)
def
= p1(t)− p(t), q2(t, x)

def
= q(t, x) + q1(t, x).

Clearly, q2 ∈ Ksl([0, ω]× R;R+) and the function q2 is nondecreasing in the second variable on R+.
Further, for any n ∈ N, put

q̃n(t, x)
def
= q̃

(
t, [x]+ −

[
[x]+ − n

]
+

)
. (22.65)

One can easily verify that q̃n ∈ K([0, ω]× R;R+) and

p(t)x+ h̃(t, x) + q̃n(t, x) = p(t)[x− n]+ + f(t, x− [x− n]+) for t ∈ [0, ω], x > 0. (22.66)
Moreover, for any n ∈ N, there is a q∗n ∈ K([0, ω]× R;R+) such that q∗n(t, · ) is nondecreasing on R+

and
|q̃n(t, x)| ≤ q∗n(t, [x]+) for t ∈ [0, ω], x ∈ R, (22.67)
|q̃n(t, x)| ≤ q∗n(t, n) for t ∈ [0, ω], x ∈ R. (22.68)
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Consider the problem

u′′ = p(t)u+ h̃(t, u) + q̃n(t, u); u(0) = u(ω), u′(0) = u′(ω). (22.69)

First we will show that for any n ∈ N, the problem (22.69) possesses at least one (positive) solution.
Indeed, let n ∈ N be fixed. For any k ∈ N put

h̃k(t, x)
def
= h̃

(
t,
1

k
+
[
x− 1

k

]
+

)
.

One can easily verify that h̃k ∈ K([0, ω]× R;R),

h̃k(t, x) ≥ 0 for t ∈ [0, ω], x ∈ R, k ∈ N (22.70)

and for any k ∈ N, there is a h∗k ∈ Lω such that

h̃k(t, x) ≤ h∗k(t) for t ∈ [0, ω], x ∈ R. (22.71)

By virtue of (22.68), (22.70), (22.71), and the condition p ∈ IntV+(ω), it follows from Proposition 17.3
that for any k ∈ N, the problem

v′′k = p(t)vk + h̃k(t, vk) + q̃n(t, vk); vk(0) = vk(ω), v′k(0) = v′k(ω) (22.72)

possesses a solution vk. In view of (22.67), (22.68), and (22.70), clearly

v′′k (t) ≥ p(t)vk(t)− q∗n(t, [vk(t)]+) for t ∈ [0, ω], k ∈ N, (22.73)
v′′k (t) ≥ p(t)vk(t)− q∗n(t, n) for t ∈ [0, ω], k ∈ N. (22.74)

Now, we will show that there is a k0 ∈ N such that

max
{
vk(t) : t ∈ [0, ω]

}
>

1

k0
for k > k0 . (22.75)

Indeed, let v be a solution of the problem

v′′ = p(t)v + q∗n(t, 1); v(0) = v(ω), v′(0) = v′(ω). (22.76)

In view of (22.59), there is a k0 ∈ N such that k0 > 1
δ and

ω∫
0

h∗

(
s,

1

k0

)
ds > ∥p∥L(1 + ∥v∥C) + ∥q∗n( · , 1)∥L. (22.77)

Suppose that for a certain k > k0, the inequality (22.75) is violated, i.e.,

max
{
vk(t) : t ∈ [0, ω]

}
≤ 1

k0
(22.78)

holds and, consequently,
[vk(t)]+ ≤ 1 for t ∈ [0, ω]. (22.79)

In view of (22.73), (22.76), (22.79), the condition p ∈ IntV+(ω), and the monotonicity of the function
q∗n(t, · ), it follows from Remark 0.6 that vk(t)+v(t) ≥ 0 for t ∈ [0, ω]. Taking, moreover, into account
(22.79), we get that

∥vk∥C ≤ 1 + ∥v∥C . (22.80)
Since vk is a solution of the problem (22.72) we have

ω∫
0

h̃k(s, vk(s))ds = −
ω∫

0

(
p(s)vk(s) + q̃n(s, vk(s))

)
ds. (22.81)

The latter equality, together with (22.67), (22.79), and (22.80), implies that
ω∫

0

h̃k(s, vk(s))ds ≤ ∥p∥L
(
1 + ∥v∥C

)
+ ∥q∗n( · , 1)∥L. (22.82)
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On the other hand, in view of (22.61), we have
ω∫

0

h̃k(s, vk(s))ds ≥
ω∫

0

h̃∗

(
s,

1

k
+
[
vk(s)−

1

k

]
+

)
ds. (22.83)

Taking now into account that the function h̃∗(t, · ) is nondecreasing and
1

k
+
[
vk(t)−

1

k

]
+
≤ 1

k0
< δ for t ∈ [0, ω],

we get from (22.83) that
ω∫

0

h̃k(s, vk(s))ds ≥
ω∫

0

h∗

(
s,

1

k0

)
ds

which, together with (22.82), contradicts (22.77). Thus, we have proved that for a certain k0 ∈ N, the
inequality (22.75) holds.

Now, we will show that for a certain k > k0, the inequality

vk(t) ≥
1

k
for t ∈ [0, ω] (22.84)

is satisfied. Extend the functions p, h̃k, and q̃n, and vk periodically and denote them by the same
letters. Suppose that the relation (22.84) is violated for every k > k0. Then, in view of (22.75), for
any k > k0 there is an ak ∈ [0, ω[ such that

vk(ak) =
1

k
, vk(ak + ω) =

1

k
. (22.85)

Since p ∈ IntV+(ω) we have p ∈ IntD(ω) as well (see Theorem 9.1′). Denote by wk and w0 the
solutions of the problems

w′′
k = p(t)wk − q∗n(t, n); wk(ak) = 1, wk(ak + ω) = 1,

and
w′′

0 = p(t)w0 + q∗n(t, n); w0(0) = w0(ω), w′
0(0) = w′

0(ω).

In view of (22.74), it follows from Proposition 2.5 and Remark 0.6 that
vk(t) ≤ wk(t) for t ∈ [ak, ak + ω], k ∈ N,
vk(t) ≥ −w0(t) for t ∈ [0, ω], k ∈ N.

By virtue of Remark 6.4 and Proposition 6.8, there is a ν > 0 such that
wk(t) ≤ ν

(
1 + ∥q∗n( · , n)∥L

)
for t ∈ [ak, ak + ω], k ∈ N.

Consequently,
∥vk∥C ≤ c0 for k ∈ N, (22.86)

where c0
def
= ν(1 + ∥q∗n( · , n)∥L) + ∥w0∥C .

In view of (22.68) and (22.86), it follows from (22.81) that
ω∫

0

h̃k(s, vk(s))ds ≤ c

2
for k ∈ N, (22.87)

where c = 2(c0∥p∥L + ∥q∗n( · , n)∥L)). Taking now into account (22.68), (22.70), (22.86), and (22.87),
we get from (22.72) that

ω∫
0

|v′′k (s)|ds ≤ c for k ∈ N. (22.88)

Since vk(0) = vk(ω) there is a tk ∈ [0, ω[ such that v′k(tk) = 0. Hence, in view of (22.88), we get

|v′k(t)| =
∣∣∣∣

t∫
tk

v′′k (s)ds
∣∣∣∣ ≤

ω∫
0

|v′′k (s)| ds ≤ c for t ∈ [0, ω], k ∈ N.
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Consequently,
|vk(t)− vk(s)| ≤ c|t− s| for t, s ∈ [0, ω], k ∈ N. (22.89)

In view of (22.86) and (22.89), the sequence {vk}+∞
k=1 is uniformly bounded and equicontinuous on

[0, 2ω]. Hence, by virtue of the Arzelá–Ascoli lemma, we can assume without loss of generality that
lim

k→+∞
ak = a0 (22.90)

and
lim

k→+∞
vk(t) = v0(t) uniformly on [0, 2ω], (22.91)

where a0 ∈ [0, ω] and v0 ∈ C([0, 2ω];R). It follows from (22.89), in view of (22.85), (22.90), and
(22.91), that |v0(t)| ≤ c|t − a0| for t ∈ [0, 2ω]. Since v0(t) = v0(t + ω) for t ∈ [0, ω] we get from the
latter inequality that

|v0(t)| ≤ c|t− a| for t ∈ [0, ω], (22.92)

where a def
= a0 if a0 ∈ [0, ω[ , and a

def
= 0 if a0 = ω.

Moreover, in view of (22.91), for any ε > 0 there is a kε > 1
ε +

1
δ such that

|vk(t)| ≤ |v0(t)|+ ε for t ∈ [0, ω], k > kε .

Consequently,
1

k
+
[
vk(t)−

1

k

]
+
≤ |v0(t)|+ ε for t ∈ [0, ω], k > kε . (22.93)

In view of (22.61), (22.92), (22.93), and the monotonicity of the function h̃∗(t, · ), we get that
ω∫

0

h̃k(s, vk(s))ds ≥
ω∫

0

h̃∗

(
s,

1

k
+
[
vk(s)−

1

k

]
+

)
ds ≥

ω∫
0

h̃∗
(
s, c|s− a|+ ε

)
ds for k > kε

which, together with (22.87), yields
ω∫

0

h̃∗
(
s, c|s− a|+ ε

)
ds ≤ C.

However, ε > 0 was arbitrary and thus, the latter inequality contradicts (22.62). Hence, we have
proved that there is a k > k0 such that (22.84) holds, whence we get h̃k(t, vk(t)) = h̃(t, vk(t)) for
t ∈ [0, ω]. Consequently, in view of (22.72), the function vk is a (positive) solution of the problem
(22.69) as well.

Therefore, we have proved that for any n ∈ N the problem (22.69) possesses a solution un and
un(t) > 0 for t ∈ [0, ω]. (22.94)

In view of (22.66), to finish the proof it is sufficient to show that for a certain n ∈ N, the inequality
∥un∥C ≤ n (22.95)

holds. Assume the contrary, let
∥un∥C > n for n ∈ N. (22.96)

First, suppose that (H19) holds. We will estimate ∥u′n∥C . Extend the functions p, h̃, q̃n, and
un periodically and denote them by the same letters. Let n ∈ N and t ∈ [0, ω[ be fixed such that
u′n(t) ̸= 0. Suppose that u′n(t) > 0. Since un is a periodic function there is a t∗ ∈ ]t, t+ ω[ such that
u′n(t

∗) = 0. In view of (22.60), (22.64), (22.65), and (22.94), we have

−u′n(t) =
t∗∫
t

(
p(s)un(s) + h̃(s, un(s)) + q̃n(s, un(s))

)
ds

≥ −
t∗∫
t

(
|p(s)|+|p̃(s)|

)
un(s) ds−

t∗∫
t

q2(s, n) ds≥−
(
∥p∥L+∥p̃∥L

)
∥un∥C − ∥q2( · , n)∥L .
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Analogously, if u′n(t) < 0 then there is a t∗ ∈ ]t− ω, t[ such that u′n(t∗) = 0 and

u′n(t)=

t∫
t∗

(
p(s)un(s)+h̃(s, un(s))+q̃n(s, un(s))

)
ds≥−

(
∥p∥L+∥p̃∥L

)
∥un∥C−∥q2( · , n)∥L .

Therefore,
∥u′n∥C ≤

(
∥p∥L + ∥p̃∥L

)
∥un∥C + ∥q2( · , n)∥L for n ∈ N. (22.97)

Introduce the notation

ũn(t)
def
=

1

∥un∥C
un(t) for t ∈ [0, 2ω], n ∈ N.

In view of (22.97), (22.96), and the condition q2 ∈ Ksl([0, ω]× R;R+), there is an η > 0 such that
∥ũ′n∥C ≤ η for n ∈ N.

Hence,the sequence {ũn}∞n=1 is uniformly bounded and equicontinuous (on [0, 2ω]). By virtue of the
Arzelá–Ascoli lemma we can assume without loss of generality that

lim
n→+∞

ũn(t) = u0(t) uniformly on [0, 2ω], (22.98)

where u0 ∈ C([0, 2ω]). In view of (22.94), clearly
u0(t) ≥ 0 for t ∈ [0, 2ω], ∥u0∥C = 1.

Consequently, either
u0(t) > 0 for t ∈ [0, ω], (22.99)

or there are α ∈ [0, ω[ and β ∈ ]α, α+ ω] such that
u0(t) > 0 for t ∈ ]α, β[ , u0(α) = 0, u0(β) = 0. (22.100)

First, assume that (22.99) is fulfilled. Then, in view of (22.96) and (22.98), there is a n0 > r0 such
that

un(t) > max{r0, δ} for t ∈ [0, ω], n > n0 . (22.101)
Taking into account (22.66), (22.101), and the hypothesis (H19), we get

u′′n(t) = p(t)[un(t)− n]+ + f
(
t, un(t)− [un(t)− n]+

)
≤ p0(t)un(t) +

(
p(t)− p0(t)

)
[un(t)− n]+ + q0

(
t, un(t)− [un(t)− n]+

)
≤ p0(t)un(t) + q0(t, n) for t ∈ [0, ω], n > n0 . (22.102)

Denote by wn the solution of the problem

w′′
n = p0(t)wn +

1

n
q0(t, n); wn(0) = wn(ω), w′

n(0) = w′
n(ω).

In view of (22.96), (22.102), and Remark 0.6, we get that
ũn(t) ≤ wn(t) for t ∈ [0, ω], n > n0 . (22.103)

However, since p0 ∈ V+(ω) and q0 ∈ Ksl([0, ω]× R;R+) it follows from Lemma 3.1 that
lim

n→+∞
∥wn∥C = 0

which, together with (22.103) and (22.98), contradicts (22.99).
Suppose now that (22.100) holds. In view of (22.66), (22.94), and the first assumption in (H28),

we get that
u′′n(t) = p(t)[un(t)− n]+ + f

(
t, un(t)− [un(t)− n]+

)
≥ p1(t)un(t) +

(
p(t)− p1(t)

)
[un(t)− n]+ − q1

(
t, un(t)− [un(t)− n]+

)
≥ p1(t)un(t)− q1(t, n) for t ∈ [0, ω], n ∈ N. (22.104)

Denote by vn the solution of the problem

v′′n = p1(t)vn − 1

n
q1(t, n); vn(α) = ũn(α), vn(β) = ũn(β).
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It follows from Proposition 2.5, in view of (22.96) and (22.104), that
ũn(t) ≤ vn(t) for t ∈ [α, β], n ∈ N. (22.105)

On the other hand, since q1 ∈ Ksl([0, ω]× R;R+) and
lim

n→+∞
ũn(α) = 0, lim

n→+∞
ũn(β) = 0

we get from Remark 6.4 and Proposition 6.8 that
lim

n→+∞
∥vn∥C = 0

which, together with (22.98) and (22.105), contradicts (22.100). Therefore, we have proved that for
a certain n ∈ N, the inequality (22.95) is satisfied.

Suppose now that (H20) holds. Extend the functions appearing in (22.69) periodically and denote
them by the same letters. Put

mn = min
{
un(t) : t ∈ [0, ω]

}
, n ∈ N,

and choose tn ∈ [0, ω[ such that un(tn) = mn. Consequently,
un(tn) = mn, un(tn + ω) = mn for n ∈ N. (22.106)

In view of (22.66), (22.94), and the first inequality in (H28), we get that
u′′n(t) ≥ p1(t)un(t)− q1(t, n) for t ∈ [tn, tn + ω], n ∈ N. (22.107)

Denote by vn a solution of the problem
v′′n = p1(t)vn − q1(t, n); vn(tn) = mn, vn(tn + ω) = mn. (22.108)

By virtue of (22.106)–(22.108), it follows from Proposition 2.5 that
un(t) ≤ vn(t) for t ∈ [tn, tn + ω], n ∈ N.

On the other hand, it is clear (see Definition 6.2, Remark 6.4, and (6.22)) that

vn(t) ≤ mnν
∗(p1) + ρ0(p1)

ω∫
0

q1(s, n)ds for n ∈ N.

Taking now into account (22.96) and the condition q1 ∈ Ksl([0, ω] × R;R+), we get that there is
a n1 ∈ N such that

mn > r0 for n > n1,

where r0 is the number appearing in (H20). Consequently, the inequality
un(t)− [un(t)− n]+ > r0 for t ∈ [0, ω], n > n1 (22.109)

holds. On account of (22.66), (22.69), (H20), and (22.109), we have that
u′′n(t) ≤ p0(t)un(t) + q0(t) for t ∈ [0, ω], n > n1.

Therefore, for any n > n1, the function un is a solution of the problem
u′′ = p0(t)u+ q̃n(t); u(0) = u(ω), u′(0) = u′(ω),

where q̃n(t)
def
= u′′n(t)− p0(t)un(t) pro t ∈ [0, ω], n > n1, and

q̃n(t) ≤ q0(t) for t ∈ [0, ω], n > n1. (22.110)
However, by virtue of Fredholm’s third theorem, (22.110) and (H20), we get the contradiction

0 =

ω∫
0

q̃n(s)u0(s) ds ≤
ω∫

0

q0(s)u0(s) ds < 0 for n > n1.

Thus we have proved that the inequality (22.95) holds for a certain n ∈ N. �

For the problem (22.2), Theorem 22.18 implies the following assertion.
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Corollary 22.19. Let p ∈ IntV+(ω), δ > 0, and
h(t, x) ≥ h∗(t, x)− q(t, x) for t ∈ [0, ω], x ∈ ]0, δ],

where q ∈ Ksl([0, ω]× R;R+), h∗ ∈ Kloc([0, ω]× ]0,+∞[ ;R+), h∗(t, · ) is nonincreasing, and
ω∫

0

h∗(s, c|s− a|)ds = +∞ for c > 0, a ∈ [0, ω[ .

If, moreover,

lim
x→+∞

1

x

ω∫
0

|h(s, x)| ds = 0

then the problem (22.2) has at least one solution.

Proof. It is not difficult to verify that the assumptions of the corollary imply the validity of hypotheses
(H20) and (H28) with f(t, x)

def
= p(t)x+ h(t, x),

p1(t)
def
= p(t), p0(t)

def
= p(t), r0

def
= δ,

and
q1(t, x)

def
= q(t, x) +

∣∣h(t, δ + [x− δ]+)
∣∣, q0(t, x)

def
=
∣∣h(t, δ + [x− δ]+)

∣∣.
Therefore, by virtue of Theorem 22.18, the problem (22.2) has at least one solution. �

Recall that the numbers ρ(p) and Q+, Q− are defined by (0.12) and (0.13), respectively, and the
function H is given by formula (0.17). Recall also that for p ∈ IntV+(ω), the numbers ρ0(p) and
ν∗(p) are defined in Definition 6.2 and by the formula (6.22), respectively.

Introduce the hypothesis

f(t, x) ≥ p(t)x+ h(t, x) for t ∈ [0, ω], x > 0,

h ∈ Kloc([0, ω]× ]0,+∞[ ;R), h(t, · ) is nonincreasing in ]0,+∞[ ,

h(t, x) ≥ q(t) for t ∈ [0, ω], x > 0,

p ∈ IntV+(ω), q ∈ Lω, Q− ̸= 0,

H
(
ρ0(p)Q−

)
>
(
ν∗(p)ρ(p)− 1

)
Q− .

(H29)

Theorem 22.20. Let the hypothesis (H29) hold and either (H19) or (H20) be fulfilled. Then the
problem (22.1) has at least one solution.

Proof. First of all mention that the inequality
p(t) ≤ p0(t) for t ∈ [0, ω] (22.111)

holds. Assume without loss of generality that the function q0(t, · ) is nondecreasing on ]0,+∞[ .
Mention also that, by virtue of Remark 16.5, the inequality (16.14) is fulfilled. In view of the last
condition in (H29), there is a 0 < ε < min{1, ρ0(p)Q−} such that

H
(
εν∗(p) + ρ0(p)Q−

)
+
(
1− ν∗(p)ρ(p)

)
Q− > ε

(
ν∗(p)

∥∥[p]−∥∥L −
∥∥[p]+∥∥L

)
. (22.112)

Introduce the notation
h̃(t, x)

def
= f(t, x)− p(t)x for t ∈ [0, ω], x > 0, (22.113)

and for any n > n0, where n0 > ν∗(p) + ρ0(p)Q−, put

h̃n(t, x)
def
= h̃

(
t, ε+ [x− ε]+ − [x− n]+

)
for t ∈ [0, ω], x ∈ R. (22.114)

It is clear that, h̃ ∈ Kloc([0, ω]× ]0,+∞[ ;R), h̃n ∈ Ksl([0, ω]× R;R), and
h̃(t, x) ≥ h(t, x) for t ∈ [0, ω], x > 0, (22.115)

h̃(t, x) ≥ q(t) for t ∈ [0, ω], x > 0. (22.116)
For any n > n0, consider the problem

u′′ = p(t)u+ h̃n(t, u); u(0) = u(ω), u′(0) = u′(ω). (22.117)
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By virtue of Proposition 17.3, for any n > n0 the problem (22.117) has at least one solution un.
Extend the functions p, h̃n, q, and un periodically and denote them by the same letters. Now we will
show that

un(t) > ε for t ∈ [0, ω], n > n0. (22.118)
Introduce the notation

mn
def
= min

{
un(t) : t ∈ [0, ω]

}
, Mn

def
= max

{
un(t) : t ∈ [0, ω]

}
,

and choose tn ∈ [0, ω[ such that un(tn) = mn, i.e.,
un(tn) = mn, un(tn + ω) = mn. (22.119)

Denote by α the solution of the problem
α′′ = p(t)α+ h

(
t, εν∗(p) + ρ0(p)Q−

)
;

α(0) = α(ω), α′(0) = α′(ω),
(22.120)

and by βn the solution of the problem
β′′
n = p(t)βn − [q(t)]−; βn(tn) = [mn]+, βn(tn + ω) = [mn]+. (22.121)

In view of (22.116) and (22.117), clearly
u′′n(t) ≥ p(t)un(t)− [q(t)]− for t ∈ [0, ω].

Since p ∈ IntV+(ω), on account of Theorem 9.1′, we have that p ∈ IntD(ω) as well. Taking, moreover,
into account (22.119), (22.121), and Proposition 2.5, we get that

un(t) ≤ βn(t) for t ∈ [tn, tn + ω]. (22.122)
On the other hand, by virtue of Remark 6.4 and (6.22), the inequality

βn(t) ≤ [mn]+ν
∗(p) + ρ0(p)Q− for t ∈ [tn, tn + ω]

holds which, together with (22.122), results in
un(t)≤ [mn]+ν

∗(p)+ρ0(p)Q− for t∈ [tn, tn+ω], n>n0. (22.123)
Let now for a certain n > n0, the inequality (22.118) be violated, i.e., [mn]+ ≤ ε. In view of (22.123),
one can easily verify that

ε+[un(t)−ε]+−[un(t)−n]+≤εν∗(p)+ρ0(p)Q− for t∈ [0, ω].

Taking, moreover, into account (22.114), (22.115), and the monotonicity of the function h(t, · ), we
get from (22.117) that

u′′n(t) ≥ p(t)un(t) + h
(
t, εν∗(p) + ρ0(p)Q−

)
for t ∈ [0, ω],

un(0) = un(ω), u′n(0) = u′n(ω).

Now, it follows from Remark 0.6, in view of (22.120), that
un(t) ≥ α(t) for t ∈ [0, ω]. (22.124)

However, by virtue of (22.112), it follows from Theorem 16.4 that
α(t) > ε for t ∈ [0, ω]

which, together with (22.124), contradicts the assumption [mn]+ ≤ ε. Thus, we have proved that
(22.118) is fulfilled.

Therefore, the function un is a solution of the problem

u′′n = p(t)un + h̃(t, un − [un − n]+); un(0) = un(ω), u′n(0) = u′n(ω) (22.125)
as well. In view of (22.113), to finish the proof it is sufficient to show that for some n > n0, the
inequality

Mn ≤ n (22.126)
holds. Suppose the contrary, let

Mn > n for n > n0 . (22.127)
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First, assume that (H19) holds. By virtue of (22.118) and (22.123), clearly

Mn ≤ mnν
∗(p) + ρ0(p)Q− for n > n0. (22.128)

Hence, in view of (22.127), there is an n1 > n0 such that

mn > r0 for n > n1, (22.129)

where r0 is the number appearing in the hypothesis (H19). On account of the latter inequality, one
can easily verify that

un(t)− [un(t)− n]+ > r0 for t ∈ [0, ω], n > n1. (22.130)

Hence, by virtue of (H19) and (22.111), we have

p(t)un(t) + h̃
(
t, un(t)− [un(t)− n]+

)
≤ p0(t)un(t) +

(
p(t)− p0(t)

)
[un(t)− n]+ + q0

(
t, un(t)− [un(t)− n]+

)
≤ p0(t)un(t) + q0(t, n) for t ∈ [0, ω], n > n1.

Consequently,
u′′n(t) ≤ p0(t)un(t) + q0(t, n) for t ∈ [0, ω], n > n1.

Denote by vn the solution of the problem

v′′n(t) = p0(t)vn +
1

n
q0(t, n); vn(0) = vn(ω), v′n(0) = v′n(ω).

Since p0 ∈ V+(ω), in view of Remark 0.6, the inequality

un(t) ≤ nvn(t) for t ∈ [0, ω], n > n1

holds which, together with (22.127), implies

∥vn∥C ≥ 1 for n > n1.

On the other hand, since q0 ∈ Ksl([0, ω]× R;R+), it follows from Lemma 3.1 that

lim
n→+∞

∥vn∥C = 0

which contradicts the previous inequality. Thus we have proved that for a certain n ∈ N, the inequality
(22.126) holds.

Now, suppose that (H20) holds. By virtue of (22.118) and (22.123), clearly (22.128) is fulfilled.
Hence, in view of (22.127), there is a n1 > n0 such that (22.129) holds, where r0 is the number
appearing in (H20). On account of (22.129) one can easily verify that (22.130) is fulfilled as well.
Hence, by virtue of (H20) and (22.111), we have

p(t)un(t) + h̃
(
t, un(t)− [un(t)− n]+

)
≤ p0(t)un(t) + q0(t)

for t ∈ [0, ω], n > n1. Consequently,

u′′n(t) ≤ p0(t)un(t) + q0(t) for t ∈ [0, ω], n > n1. (22.131)

Now, it is clear that, for any n > n1, the function un is a solution of the problem

u′′ = p0(t)u+ q̃n(t); u(0) = u(ω), u′(0) = u′(ω),

where q̃n(t)
def
= u′′n(t)− p0(t)un(t) pro t ∈ [0, ω], n > n1. In view of (22.131), we get that

q̃n(t) ≤ q0(t) for t ∈ [0, ω], n > n1. (22.132)

However, by virtue of Fredholm’s third theorem, (22.132) and (H20), we get the contradiction

0 =

ω∫
0

q̃n(s)u0(s)ds ≤
ω∫

0

q0(s)u0(s) ds < 0 for n > n1.

Thus we have proved that for a certain n ∈ N, the inequality (22.126) holds. �
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Corollary 22.21. Let p ∈ IntV+(ω), the function h(t, · ) is nonincreasing in ]0,+∞[ , and

h(t, x) ≥ −h0(t) for t ∈ [0, ω], x > 0,

where h0 ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], and h0 ̸≡ 0. Let, moreover,

H
(
ρ0(p)∥h0∥L

)
>
(
ν∗(p)ρ(p)− 1

)
∥h0∥L.

Then the problem (22.2) has at least one solution.

Theorem 22.22. Let

f(t, x) ≥ p(t)x+ g(x) + q(t) for t ∈ [0, ω], x > 0, (22.133)

where q ∈ Lω, g ∈ C( ]0,+∞[ ;R+), and

1∫
0

g(x) dx = +∞, lim inf
x→0+

g(x) > − 1

ω

ω∫
0

q(s)ds. (22.134)

Let, moreover, p ∈ IntV+(ω) and either (H19) or (H20) hold. Then the problem (22.1) has at least
one solution.

Proof. Introduce the notations

Q
def
=

ω∫
0

q(s)ds,

h(t, x)
def
= f(t, x)− p(t)x− g(x)− q(t) for t ∈ [0, ω], x > 0,

χε(x)
def
= ε+ [x− ε]+ for x ∈ R, ε > 0,

h̃ε(t, x)
def
= h

(
t, χε(x)

)
for t ∈ [0, ω], x ∈ R, ε > 0,

gε(x)
def
=
(
1 +

[ ε
x
− 1
]
+

)
g
(
χε(x)

)
for x > 0, ε > 0, (22.135)

A
def
=
{
ε > 0 : g(ε) ̸= 0

}
.

It is clear that A ̸= ∅, h̃ε ∈ K([0, ω]× R;R),

h̃ε(t, x) ≥ 0 for t ∈ [0, ω], x ∈ R, (22.136)

p(t)x+gε(x)+q(t)+h̃ε(t, x)=f(t, x) for t∈ [0, ω], x≥ε. (22.137)

For any ε ∈ A consider the problem

u′′ = p(t)u+ gε(u) + h̃ε(t, u) + q(t); u(0) = u(ω), u′(0) = u′(ω). (22.138)

By virtue of (22.136), (22.137), and Theorem 22.18 (with p1 ≡ p, δ = ε, H(t, x) = εg(ε)
x , q1(t, x) = |q|,

q(t, x) = |q(t)|), the problem (22.138) possesses a (positive) solution uε. Extend the functions h̃ε and
uε periodically and denote them by the letters. Put

mε = min
{
uε(t) : t ∈ [0, ω]

}
, Mε = max

{
uε(t) : t ∈ [0, ω]

}
.

In view of (22.137), to prove theorem it is sufficient to show that there is an ε ∈ A such that

mε ≥ ε. (22.139)

To this effort first we will estimate u′ε. Let t ∈ [0, ω[ be such that u′ε(t) ̸= 0. Then either u′ε(t) > 0 or
u′ε(t) < 0. If u′ε(t) > 0 then there is t∗ ∈ ]t, t+ ω[ such that u′ε(t∗) = 0. Integrating (22.138) on [t, t∗]
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and taking into account (22.136), we get

−u′ε(t) =
t∗∫
t

(
p(s)uε(s) + gε

(
uε(s)

)
+ h̃ε

(
s, uε(s)

)
+ q(s)

)
ds

≥ −
t∗∫
t

(
[p(s)]−uε(s) + |q(s)|

)
ds.

Consequently,
u′ε(t) ≤

∥∥[p]−∥∥L Mε + ∥q∥L.

Analogously, if u′ε(t) < 0 then there is t∗ ∈ ]t− ω, t[ such that u′ε(t∗) = 0 and

u′ε(t) =

t∫
t∗

(
p(s)uε(s) + gε

(
uε(s)

)
+ h̃ε

(
s, uε(s)

)
+ q(s)

)
ds

≥ −
t∫

t∗

(
[p(s)]−uε(s) + |q(s)|

)
ds

and, consequently,
−u′ε(t) ≤

∥∥[p]−∥∥L Mε + ∥q∥L.

Thus, we have proved that
∥u′ε∥C ≤

∥∥[p]−∥∥L Mε + ∥q∥L for ε ∈ A. (22.140)
By virtue of (22.134) and (22.135), there exists δ > 0 such that

gε(x) >
δ
∥∥[p]−∥∥L −Q

ω
for x ∈ ]0, δ], ε ∈ A. (22.141)

Now, we will show that
Mε > δ for ε ∈ A. (22.142)

Suppose the contrary, let there is an ε ∈ A such that
Mε ≤ δ. (22.143)

In view of (22.136), (22.138), (22.141), and (22.143), it is clear that

−
ω∫

0

p(s)uε(s) ds =
ω∫

0

(
gε
(
uε(s)

)
+h̃ε

(
s, uε(s)

)
+q(s)

)
ds>δ

∥∥[p]−∥∥L

and

−
ω∫

0

p(s)uε(s) ds ≤
ω∫

0

[p(s)]−uε(s) ds ≤Mε

∥∥[p]−∥∥L.

However, the latter two relations contradicts (22.143). Therefore, (22.142) holds. Observe also that,
in view of the first condition in (22.134), clearly A∩ ]0, δ[ ̸= ∅.

Now, suppose that
mε < ε for ε ∈ A∩ ]0, δ[ . (22.144)

Then, by virtue of (22.142), there is a tε ∈ [0, ω[ such that
uε(tε) = ε, uε(tε + ω) = ε. (22.145)

In view of (22.136), it follows from (22.138) that
u′′ε (t) ≥ p(t)uε(t)− |q(t)| for t ∈ [tε, tε + ω]. (22.146)

By virtue of Theorem 9.1′, we have p ∈ IntD(ω). Taking, moreover, into account Proposition 2.2, it
is clear that the problem

α′′
ε = p(t)αε − |q(t)|; αε(tε) = δ, αε(tε + ω) = δ (22.147)
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possesses a unique solution αε ∈ AC′([tε, tε+ω]). Taking together with (22.145)–(22.147) into account
Proposition 2.5, we get that

uε(t) ≤ αε(t) for t ∈ [tε, tε + ω], ε ∈ A∩ ]0, δ[ . (22.148)
On the other hand, by virtue of Remark 6.4 and Proposition 6.8, it is clear that there is a c0 > 0 such
that

αε(t) ≤ c0 for t ∈ [tε, tε + ω], ε ∈ A∩ ]0, δ[ .

Consequently, it follows from (22.140) and (22.148) that
Mε ≤ c0 for ε ∈ A∩ ]0, δ[ (22.149)

∥u′ε∥C ≤ c for ε ∈ A∩ ]0, δ[ . (22.150)

where c def
= c0

∥∥[p]−∥∥L + ∥q∥L.
Let now τε ∈ ]tε, tε + ω[ be such that

uε(τε) =Mε.

Then, in view of (22.136), (22.138), (22.142), (22.145), and (22.150), we get that

−
tε+ω∫
tε

p(s)uε(s)ds =
tε+ω∫
tε

(
gε
(
uε(s)

)
+ h̃ε

(
s, uε(s)

)
+ q(s)

)
ds

≥ Q+

tε+ω∫
tε

gε
(
uε(s)

)
ds ≥ Q+

1

c

tε+ω∫
tε

gε
(
uε(s)

)
|u′ε(s)| ds

> Q+
1

c

τε∫
tε

gε
(
uε(s)

)
u′ε(s)ds = Q+

1

c

Mε∫
ε

g(x) dx ≥ Q+
1

c

δ∫
ε

g(x)dx.

Hence, on account of (22.149), we get that
δ∫
ε

g(x)dx ≤ c
(
Q+ c0

∥∥[p]−∥∥L
)

for ε ∈ A∩ ]0, δ[ . (22.151)

In view of the first condition in (22.134), it is clear that A∩ ]0, 1
n [ ̸= ∅ for n ∈ N. Therefore, there is

a sequence {εn}+∞
n=1 ⊂ A∩ ]0, δ[ such that

lim
n→+∞

εn = 0. (22.152)

On the other hand, it follows from (22.151) that
δ∫

εn

g(x)dx ≤ c
(
Q+ c0

∥∥[p]−∥∥L
)

for n ∈ N

which, together with (22.152), contradicts the first condition in (22.134). Thus, we have proved that
(22.139) is fulfilled for some ε ∈ A. �

23. Corollaries (Continuation)

In this chapter we will apply results of Section 22 to some particular types of equation containing
either the term “+h0(t)

uλ ” or the term “−h0(t)
uλ ”, where h0 ∈ Lω, λ ̸= 0, and

h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0. (23.1)
Recall that under a solution we understand a positive function u ∈ AC′([0, ω]) satisfying given
equation.
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Consider the problem

u′′ = p(t)u+
h0(t)

uλ
; u(0) = u(ω), u′(0) = u′(ω). (23.2)

Theorem 23.1. Let λ ∈ ]− 1, 1]. Then the problem (23.2) is solvable for any h0 satisfying (23.1) if
and only if the inclusion p ∈ V+(ω) holds.

Proof. Let p ∈ V+(ω) and h0 satisfy (23.1). If λ ∈ ]− 1, 0] then the solvability of the problem (23.2)
follows from Corollary 22.13 (with h(t, x)

def
= h0(t)x

|λ|, µ = |λ|, and q(t)
def
= h0(t)). If λ ∈ ]0, 1] then

solvability of the problem (23.2) follows from Corollary 22.17 (with ψ(x)
def
= xλ).

Let now p ∈ Lω and the problem (23.2) is solvable for any h0 ∈ Lω satisfying (23.1). First, we will
show that p ∈ D(ω). Suppose the contrary, let p ̸∈ D(ω). Then there are α ∈ [0, ω[ and β ∈ ]α, α+ω[
such that the problem

u′′ = p(t)u, (23.3)
u(α) = 0, u(β) = 0 (23.4)

has a nontrivial solution. Let h0 be an ω-periodic function defined by

h0(t) =

{
0 for t ∈ [α, β],

1 for t ∈ ]β, α+ ω].

Denote by u a solution of the problem of the problem (23.2) and extend it ω-periodically. It is clear
that, the restriction of the function u on [α, β] is a solution of the equation (23.3) and u(t) > 0
for t ∈ [α, β]. However, by virtue of Sturm’s (separation) theorem, there is a t0 ∈ ]α, β[ such that
u(t0) = 0 which contradicts previous inequality. Thus we have proved that p ∈ D(ω). Hence, in view
of Proposition 10.6, either p ∈ V+(ω) or p ∈ V−(ω) ∪ V0(ω).

Now, we will show that p ̸∈ V−(ω) ∪ V0(ω). Indeed, suppose that p ∈ V−(ω) ∪ V0(ω) and h0
def
= 1.

Denote by u a solution of the problem (23.2). It is clear that, u′′(t) ≥ p(t)u(t) for t ∈ [0, ω] and
u(t) > 0 for t ∈ [0, ω]. Hence, p ̸∈ V−(ω) because otherwise u(t) ≤ 0 for t ∈ [0, ω]. Consequently,
p ∈ V0(ω). Let u0 be a positive solution of the problem

u′′0 = p(t)u0; u0(0) = u0(ω), u′0(0) = u′0(ω).

Then, by virtue of Fredholm’s third theorem, we get the contradiction

0 <

ω∫
0

u0(s)

uλ(s)
ds = 0.

�

Theorem 23.2. Let λ > 1, p ∈ IntV+(ω), and h0 satisfy (23.1). Then the problem (23.2) has at
least one solution.

Proof. The validity of the theorem follows immediately from Corollary 22.15. �

Remark 23.3. The assumption p ∈ IntV+(ω) in Theorem 23.2 is optimal and cannot be weakened
to the assumption p ∈ V+(ω). Indeed, in view of Proposition 14.1, there is a p ∈ V+(ω) such that the
equation u′′ = p(t)u is unstable. Hence, by virtue of Proposition 7.4, the problem

u′′ = p(t)u+
1

u3
; u(0) = u(ω), u′(0) = u′(ω)

has no solution.

Consider the problem

u′′ = p(t)u+

n∑
k=1

gk(t)

uλk
; u(0) = u(ω), u′(0) = u′(ω), (23.5)

where gk ∈ Lω, gk(t) ≥ 0 for t ∈ [0, ω], gk ̸≡ 0, k = 1, . . . n, and 0 < λ1 < · · · < λn.

Theorem 23.4. Let p ∈ V+(ω) and λ1λn ≤ 1. Then the problem (23.5) has at least one solution.
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Proof. It is clear that,

g1(t)

xλ1
≤

n∑
k=1

gk(t)

xλk
≤ g(t)

xλn
+ g(t) for t ∈ [0, ω], x > 0,

where

g(t)
def
=

n∑
k=1

gk(t).

Hence, the function f(t, x)
def
= p(t)x +

n∑
k=1

gk(t)

xλk
satisfies the hypothesis (H26) and, consequently, by

virtue of Theorem 22.16, the problem (23.5) is solvable. �

Consider the problem

u′′ = p(t)u+
h0(t)

uλ
+ q(t) ; u(0) = u(ω), u′(0) = u′(ω), (23.6)

where p, q, h0 ∈ Lω and h0 satisfies (23.1) and q ̸≡ 0.
Recall that the numbers ρ(p) and Q+, Q− are defined by (0.12) and (0.13), respectively. Recall

also that for p ∈ IntV+(ω), the numbers ρ0(p) and ν∗(p) are defined in Definition 6.2 and by the
formula (6.22), respectively.

Theorem 23.5. Let at least one of the following items be fulfilled:
(i) λ > −1, p ∈ V+(ω), and (p, q) ∈ U(ω);
(ii) λ ∈ ]− 1, 0[, p ∈ IntV+(ω), and(

1− |λ|
)( |λ|
ν∗(p)ρ(p)

∥∥[p]−∥∥L −
∥∥[p]+∥∥L

) |λ|
1−|λ| ∥h0∥

1
1−|λ|
L ≥ ν∗(p)ρ(p)Q− −Q+;

(iii) λ > 0, p ∈ IntV+(ω), and

∥h0∥L > (ρ0(p)Q−)
λ
(
ν∗(p)ρ(p)Q− −Q+

)
;

(iv) λ ≥ 1, p ∈ IntV+(ω), and
ω∫

0

h0(s)

|s− a|λ
ds = +∞ for a ∈ [0, ω].

Then the problem (23.6) has at least one solution.

Proof. If (i) holds then solvability of the problem (23.6) follows from Corollary 22.7 with k = 21.
Suppose that (ii) holds. One can easily verify that (H12) is fulfilled with h(t, x) def

= h0(t)
xλ + q(t) and

x0 =

(
ν∗(p)ρ(p)

∥∥[p]−∥∥L −
∥∥[p]+∥∥L

|λ|∥h0∥L

) 1
1−|λ|

.

Therefore, solvability of the problem (23.6) follows from Corollary 22.7 with k = 25.
Let now (iii) is fulfilled. Then solvability of the problem (23.6) follows from Theorem 22.20.
If (iv) is fulfilled then the solvability of the problem (23.6) follows from Corollary 22.19. �

Remark 23.6. Theorem 23.5(i), together with Corollaries 16.11, 16.12, and 16.14, implies efficient
conditions of solvability of the problem (23.2). Recall that in Section 6 the estimates of the numbers
ρ0(p) and ν∗(p) are established. One can easily verify that Proposition 6.6, 6.8, Theorem 12.1, and
Theorem 23.5(iii) and (iv) imply the following

Corollary 23.7. Let [p]2− ∈ Lω, p ̸≡ 0, p ≤ 0, and

k∗(ω)
∥∥[p]2−∥∥L < 1. (23.7)
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Let, moreover,

c0
def
=

ω

4

(
1−

√
k∗(ω)

∥∥[p]2−∥∥L

)−1

, (23.8)

c
def
=
(
1 + c0

∥∥[p]−∥∥L
)

e
ω
4

∥∥[p]+∥∥L , (23.9)
and either

λ∈ ]− 1, 0[ ,
(
1−|λ|

)( |λ|
c
∥∥[p]−∥∥L−

∥∥[p]+∥∥L

) |λ|
1−|λ| ∥h0∥

1
1−λ

L ≥cQ−−Q+,

or
λ > 0, ∥h0∥L > (c0Q−)

λ(cQ− −Q+).

Then the problem (23.6) has at least one solution.

As a particular case of the problem (23.6) consider the problem

u′′ = −cu+
1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω). (23.10)

Theorem 23.5, Remark 6.7, and Remark 6.3 imply

Corollary 23.8. Let c ∈ ]0, π
2

ω2 [ , q ∈ Lω, and at least one of the following items be fulfilled:
(i) λ ≥ 1;
(ii) λ ∈ ]0, 1[ and

ω >
( ω2

√
c

4 sin(ω
√
c)
Q−

)λ( 1

cos ω
√
c

2

Q− −Q+

)
;

(iii) λ ∈ ]− 1, 0[ and(
1− |λ|

)( |λ|
c

) |λ|
1−|λ|

(
cos ω

√
c

2

) 1
1−|λ|

> Q− −Q+ cos ω
√
c

2
.

Then the problem (23.10) is solvable.

Analogously, Theorem 23.5(i) and Corollary 16.18 imply

Corollary 23.9. The problem

u′′ = −π
2

ω2
u+

1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω)

is solvable provided λ > −1, q ∈ Lω, and∥∥[q]+∥∥L
1
3
>
ω2

π

(
Γ( 14 )

Γ( 34 )

)2∥∥[q]−∥∥L.

Consider the problem

u′′ = p(t)u− h0(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (23.11)

where h0 satisfy (23.1), q ∈ Lω, and q ̸≡ 0.

Theorem 23.10. Let λ > 0, p ∈ IntV+(ω), and
Q+ ≥ ν∗(p)ρ(p)Q−.

If, moreover,

∥h0∥L ≤ λλ

(λ+ 1)λ+1

(
ABλ

)−1(
Q+ −AQ−

)λ+1
,

where A def
= ν∗(p)ρ(p) and B def

= A
∥∥[p]−∥∥L−

∥∥[p]+∥∥L, then the problem (23.11) has at least one solution.

Proof. One can easily verify that the hypothesis (H12) is fulfilled with h(t, x)
def
= −h0(t)

xλ + q(t), x0 =

(λA∥h0∥L
B )

1
1+λ . Therefore, solvability of the problem (23.11) follows from Corollary 22.7 with k =

25. �
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Analogously as above (see Remark 23.6 and Corollary 23.7) one can easily verify that Theorem 23.10
implies the following

Corollary 23.11. Let λ > 0, [p]2− ∈ Lω, p ̸≡ 0, p ≤ 0, and (23.7) hold. Let, moreover,
Q+ ≥ cQ−

and

∥h0∥L ≤ λλ

(λ+ 1)λ+1

(Q+ − cQ−)
1

λ+1

c(c
∥∥[p]−∥∥L −

∥∥[p]+∥∥L)
λ
,

where the number c is defined by (23.8) and (23.9). Then the problem (23.11) is solvable.

Consider the problem
u′′ = p(t)u+

h0(t)

uλ
+ g(t)uµ + q(t);

u(0) = u(ω), u′(0) = u′(ω),
(23.12)

where g ∈ Lω and g ̸≡ 0.

Theorem 23.12. Let λ > 0, µ ∈ ]0, 1[ , p ∈ V+(ω), g(t) ≥ 0 for t ∈ [0, ω], and (p, q) ∈ U(ω). Then
the problem (23.12) is solvable.

Proof. Theorem 23.12 follows from Corollary 22.9. �
Theorem 23.13. Let λ > 0, µ ∈ ]0, 1[ , p ∈ IntV+(ω), g(t) ≥ 0 for t ∈ [0, ω], and

(1− µ)
( µ

ν∗(p)ρ(p)
∥∥[p]−∥∥L −

∥∥[p]+∥∥L

) µ
1−µ ∥g∥

1
1−µ

L ≥ ν∗(p)ρ(p)Q− −Q+. (23.13)

Then the problem (23.12) is solvable.

Proof. Put f(t, x) def
= p(t)x+ h0(t)

xλ + g(t)xµ + q(t). It is clear that,
f(t, x) ≥ p(t)x+ h0(t, x) for t ∈ [0, ω], x > 0,

where h0(t, x)
def
= g(t)xµ + q(t). It is also evident that the function h0(t, · ) is nondecreasing (on

]0,+∞[ ). On the other hand, by virtue of (23.13), it follows from Theorem 23.5(iii) (with λ = −µ
and h0(t) = g(t)) that the problem

β′′ = p(t)β + g(t)βµ + q(t); β(0) = β(ω), β′(0) = β′(ω)

possesses a solution β. Thus the hypothesis (H18) is fulfilled. Therefore, by virtue of Corollary 22.7,
the problem (23.12) is solvable. �
Theorem 23.14. Let λ > 0, µ ∈ ]0, 1[ , p ∈ IntV+(ω), and g(t) ≥ 0 for t ∈ [0, ω]. Let, moreover,

∥h0∥L >
(
ρ0(p)Q−

)λ[
ν∗(p)ρ(p)Q− −Q+

]
.

Then the problem (23.12) is solvable.

Proof. Theorem 23.14 follows from Theorem 22.20. �
Analogously as above (see Remark 23.6 and Corollary 23.7) one can easily verify that Theo-

rems 23.13 and 23.14 imply the following

Corollary 23.15. Let λ > 0, µ ∈ ]0, 1[ , g(t) ≥ 0 for t ∈ [0, ω], [p]2− ∈ Lω, p ̸≡ 0, p ≤ 0, and
k∗(ω)

∥∥[p]2−∥∥L < 1.

Let, moreover, either

(1− µ)

(
µ

c
∥∥[p]−∥∥L −

∥∥[p]+∥∥L

) µ
1−µ

∥g∥
1

1−µ

L ≥ cQ− −Q+,

or
∥h0∥L > (c0Q−)

λ(cQ− −Q+),

where the numbers c0 and c are defined by (23.8) and (23.9). Then the problem (23.12) has at least
one solution.



122 Alexander Lomtatidze

Theorem 23.16. Let λ ≥ 1, µ ∈ ]0, 1[ , p ∈ IntV+(ω), and
ω∫

0

h0(s)

|s− a|λ
ds = +∞ for a ∈ [0, ω[ .

Then the problem (23.12) has at least one solution (for any g, q ∈ Lω).

Proof. Theorem 23.16 follows from Corollary 22.19 (with H(t, x)
def
= h0(t)

xλ , q(t, x) def
= |g(t)|xµ + |q(t)|,

δ = 1). �

24. Resonance Like Case (Continuation)

In this chapter we consider the problem

u′′ = p0(t)u+ h0(t, u) + q(t); u(0) = u(ω), u′(0) = u′(ω) (24.1)

where h0 ∈ Kloc([0, ω]× ]0,+∞[ ;R+) and q ∈ Lω. In spite of the assertions stated in Section 22 now
we will suppose that

p0 ∈ V0(ω)

and (as above) denote by u0 a positive solution of the problem

u′′0 = p0(t)u0; u0(0) = u0(ω), u′0(0) = u′0(ω).

Below we will show that Theorems 22.18, 22.20, and 22.22 imply also the solvability of (24.1).
Before the formulation of main results introduce the hypothesis

for any ε > 0 there are r > 0 and qr ∈ Lω such that
qr(t) ≥ 0 for t ∈ [0, ω], ∥qr∥L < ε,

h0(t, x) ≤ qr(t) for t ∈ [0, ω], x > r.

(H30)

It is clear that, each hypotheses (H31) and (H32) below implies (H30), where
h0(t, · ) is nonincreasing,

lim
x→+∞

ω∫
0

h0(s, x)ds = 0
(H31)

and {
h0(t, x) ≤ h0(t)g0(x) for t ∈ [0, ω], x > r0, r0 > 0,

h0 ∈ Lω, g0 ∈ C(R+;R+), and lim
x→+∞

g0(x) = 0.
(H32)

Further, we will need the following hypotheses

h0(t, x) ≥ h(t, x) for t ∈ [0, ω], x > 0,

h ∈ Kloc([0, ω]× ]0,+∞[ ;R+), h(t, · ) is nonincreasing,
ω∫

0

h(s, c|s− a|) ds = +∞ for c > 0, a ∈ [0, ω[

(H33)

and 
h0(t, x) ≥ h(t, x) for t ∈ [0, ω], x > 0,

h ∈ Kloc([0, ω]× ]0,+∞[ ;R+), h(t, · ) is nonincreasing,
H
(
ρ0(p0)Q−

)
> ν∗(p0)ρ(p0)Q− −Q+,

(H34)

where the numbers ρ(p0), Q+, Q+ and the function H are given by (0.12), (0.13), and (0.17), respec-
tively, while the numbers ν∗(p0) and ρ0(p0) are defined by (6.22) and Definition 6.2.
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At last 

h0(t, x) ≥ g(x) for t ∈ [0, ω], x > 0,

g ∈ C( ]0,+∞[ ;R+),

1∫
0

g(x)dx = +∞,

lim inf
x→0+

g(x) > − 1

ω

ω∫
0

q(s) ds.

(H35)

Theorem 24.1. Let p0 ∈ V0(ω), (H30) hold, k ∈ {33, 34, 35} , and hypothesis (Hk) be fulfilled. Let,
moreover,

ω∫
0

q(s)u0(s)ds < 0. (24.2)

Then the problem (24.1) is solvable.

Proof. Put f(t, x) def
= p0(t)x+ h0(t, x) + q(t) for t ∈ [0, ω], x > 0. First we will show that hypothesis

(H30) and condition (24.2) imply that the function f satisfies hypothesis (H20). Indeed, by virtue of
(H30), there are r0 > 0 and qr0 ∈ Lω such that

h0(t, x) ≤ qr0(t) for t ∈ [0, ω], x > r0

and
ω∫

0

qr0(s)ds < − 1

∥u0∥C

ω∫
0

q(s)u0(s) ds.

Now it is clear that (H20) holds with q0(t)
def
= qr0(t) + q(t).

Suppose now that k ∈ {33, 35} and (Hk) is fulfilled. By virtue of Proposition 10.11, there is an
ε > 0 such that the function p

def
= p0 − ε satisfies inclusion p ∈ IntV+(ω). Thus, if k = 33 then (H28)

holds (with H(t, x)
def
= h(t, x), q(t, x) def

= −|q(t)|, and p1(t)
def
= p(t)) while if k = 35 then (22.133) and

(22.134) are fulfilled. Thus solvability of the problem (24.1) follows from Theorem 22.18 if k = 33 and
from Theorem 22.22 if k = 35.

Let now (H34) hold. By virtue of Proposition 10.11 and Proposition 6.14, there is an ε > 0 such
that the function p

def
= p0 − ε satisfies inclusion p ∈ IntV+(ω) and

H(ρ0(p)Q−) > ν∗(p)ρ(p)Q− −Q+.

Hence, the hypothesis (H29) is fulfilled. Solvability of the problem (24.1) now follows from Theo-
rem 22.20. �

Condition (24.2) is, in some cases, necessary for the solvability of the problem (24.1). More precisely,

Proposition 24.2. Let p0 ∈ V0(ω) and the problem (24.1) is solvable. Let, moreover, either
h0(t, x) ≥ h(t, x) for t ∈ [0, ω], x > 0,

where h(t, · ) is nonincreasing and
mes

{
t ∈ [0, ω] : h(t, x) > 0

}
> 0 for x > 0,

or
h0(t, x) ≥ h0(t)g(x) for t ∈ [0, ω], x > 0,

where h0 ∈ Lω, h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0, and g ∈ C( ]0,+∞[ ; ]0,+∞[ ). Then the inequality
(24.2) holds.

Proof. Let u be a solution of the problem (24.1). Then, by virtue of Fredholm’s third theorem, we
have

ω∫
0

q(s)u0(s) ds = −
ω∫

0

h0(s, u(s))u0(s)ds. (24.3)
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One can easily verify that each of the conditions of the proposition implies that there is a φ ∈ Lω
such that φ(t) ≥ 0 for t ∈ [0, ω], φ ̸≡ 0, and

h0(t, u(t)) ≥ φ(t) for t ∈ [0, ω].

However, the latter inequality, together with (24.3), yields (24.2). �

Corollary 24.3. Let p0 ∈ V0(ω), h0(t, · ) is nonincreasing,

lim
x→+∞

ω∫
0

h0(s, x)ds = 0,

and
ω∫

0

h0(s, c|s− a|)ds = +∞ for c > 0, a ∈ [0, ω[ .

Then the problem (24.1) is solvable provided (24.2) holds. If, moreover,
mes

{
t ∈ [0, ω] : h0(t, x) > 0

}
> 0 for x > 0 (24.4)

then the condition (24.2) is necessary for solvability of the problem (24.1).

Proof. It is clear that (H31) holds as well as (H33) is fulfilled (with h(t, x)
def
= h0(t, x)). However,

hypothesis (H31) implies (H30) and, consequently, solvability of the problem (24.1) follows from The-
orem 24.1. Second part of Corollary 24.3 follows from Proposition 24.2. �

Remark 24.4. Condition (24.4) is essential for the second part of Corollary 24.3 and cannot be
omitted. Indeed, consider the problem

u′′ = p0(t)u+
[1− u]+
u3

+ q(t); u(0) = u(ω), u′(0) = u′(ω), (24.5)

where p0 ∈ V0(ω) and
ω∫

0

q(s)u0(s)ds = 0.

By virtue of Fredholm’s third theorem, the problem
u′′ = p0(t)u+ q(t); u(0) = u(ω), u′(0) = u′(ω), (24.6)

possesses at least one solution u1. Choose c > 0 such that u1(t) + cu0(t) > 1 for t ∈ [0, ω] and put
u(t) = u1(t) + cu0(t) for t ∈ [0, ω]. It is clear that the function u is a solution of the problem (24.5)
and (24.2) is violated. On the other hand, the function h0(t, x)

def
= [1−x]+

x3 satisfies all the conditions
of Corollary 24.3 except of the condition (24.4).

Corollary 24.5. Let p0 ∈ V0(ω), h0(t, · ) is nonincreasing,

lim
x→+∞

ω∫
0

h0(s, x)ds = 0,

and
H0

(ω
4

eω
√
p0 Q−

)
> eω

2

√
p0 ρ(p0)Q− −Q+,

where

H0(x)
def
=

ω∫
0

h0(s, x) ds for x > 0.

Then the problem (24.1) is solvable provided (24.2) holds. If, moreover, (24.4) is fulfilled then the
condition (24.2) is necessary for solvability of the problem (24.1).

Proof. Corollary follows from Theorem 24.1 (with k = 34), Proposition 24.2, and Proposition 6.13. �
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Remark 24.6. Condition (24.4) is essential for the second part of Corollary 24.5 and cannot be
omitted. Indeed, consider the problem

u′′ = p0(t)u+
[1− u]+
u3

+ εq(t); u(0) = u(ω), u′(0) = u′(ω), (24.7)

where ε ̸= 0, q ∈ Lω, and
ω∫

0

q(s)u0(s)ds = 0.

By the same arguments as in Remark 24.4 one can show that for any ε ̸= 0, the problem (24.7) is
solvable. Clearly, there is a ε > 0 such that

ω
[
1−ε ω

4
eω

√
p0 Q−

]
+
>ε4

(ω
4

eω
√
p0 Q−

)3(
eω

2

√
p0 ρ(p0)Q−−Q+

)
.

Consequently, all the conditions of Corollary 24.5 hold except of (24.4).

Corollary 24.7. Let p0 ∈ V0(ω), h0 ∈ Lω, g, g0 ∈ C( ]0,+∞[R+), r0 > 0,

lim
x→+∞

g0(x) = 0, lim inf
x→0+

g(x) > − 1

ω

ω∫
0

q(s) ds,
1∫

0

g(x)dx = +∞,

and
h0(t, x) ≤ h0(t)g0(x) for t ∈ [0, ω], x > r0,

h0(t, x) ≥ g(x) for t ∈ [0, ω], x > 0.

Then the problem (24.1) is solvable provided (24.2) holds. If, moreover,
g(x) > 0 for x > 0 (24.8)

then the condition (24.2) is necessary for solvability of the problem (24.1).

Proof. Clearly, (H32) and (H35) are fulfilled. However, (H32) implies (H30) and, consequently, the
solvability of the problem (24.1) follows from Theorem 24.1. As for the necessity of the condition
(24.2), it follows from Proposition 24.2. �

Remark 24.8. Example constructed in Remark 24.4 shows that the assumption (24.8) is essential
for the second part of Corollary 24.7 and cannot be omitted.

As an example consider the problem

u′′ = p0(t)u+
h0(t)

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω), (24.9)

where h0, q ∈ Lω, λ > 0, and
h0(t) ≥ 0 for t ∈ [0, ω], h0 ̸≡ 0. (24.10)

Corollary 24.3 implies

Proposition 24.9. Let p0 ∈ V0(ω), (24.10) hold, λ ≥ 1, and
ω∫

0

h0(s)

|s− a|λ
ds = +∞ for a ∈ [0, ω[ .

Then the problem (24.9) is solvable if and only if (24.2) holds.

Observe, that Proposition 24.9 does not cover the case when either λ ∈ ]0, 1[ or mes{t ∈ [0, ω] :
h0(t) = 0} > 0. However, Corollary 24.5 implies

Proposition 24.10. Let p0 ∈ V0(ω), (24.10) hold, λ > 0, and

∥h0∥L >
(ω
4

eω
√
p0 Q−

)λ(
eω

2

√
p0 ρ(p0)Q− −Q+

)
.

Then the problem (24.9) is solvable if and only if (24.2) holds.
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As another example consider the problem
u′′ = p0(t)u+ h0(t)g(u) + q(t);

u(0) = u(ω), u′(0) = u′(ω),
(24.11)

where h0 ∈ Lω satisfies (24.10) and g ∈ C( ]0,+∞[ ; ]0,+∞[ ).
It follows from Corollary 24.7 that

Proposition 24.11. Let p0 ∈ V0(ω) and there exist δ0 > 0 such that

h0(t) ≥ δ0 for t ∈ [0, ω]. (24.12)

Let, moreover, g ∈ C( ]0,+∞[ ; ]0,+∞[ ) and

lim
x→0+

g(x) = +∞, lim
x→+∞

g(x) = 0,

1∫
0

g(x)dx = +∞. (24.13)

Then the problem (24.11) is solvable if and only if (24.2) holds.

The next assertion follows from Corollary 24.5 and covers also the case when (24.12) is violated.

Proposition 24.12. Let p0 ∈ V0(ω), (24.10) hold, g ∈ C( ]0,+∞[ ; ]0,+∞[ ) be a nonincreasing
function, and

lim
x→+∞

g(x) = 0.

Let, moreover,
g
(ω
4

eω
√
p0 Q−

)
∥h0∥L > eω

2

√
p0 ρ(p0)Q− −Q+.

Then the problem (24.11) is solvable if and only if (24.2) holds.

As it was mentioned in introduction, studies of the phase singular periodic problem was initiated
in [16] by Lazer and Solimini. Theorem 3.12 of [16] concerns the solvability of the problem

u′′ = g(u) + q(t); u(0) = u(ω), u′(0) = u′(ω) (24.14)

and reads as follows.

Theorem 24.13 (Lazer, Solimini). Let g ∈ C( ]0,+∞[ ; ]0,+∞[ ) and (24.13) hold. Then the problem
(24.14) is solvable if and only if

ω∫
0

q(s)ds < 0.

Theorem 24.13 now follows from Proposition 24.11. In the same paper [16] it is shown that the

assumption
1∫
0

g(x)dx = +∞ in Theorem 24.13 is essential and cannot be omitted. More precisely,

Theorem 4.1 of [16] states that

Theorem 24.14. For given g ∈ C( ]0,+∞[ ; ]0,+∞[ ) satisfying

lim
x→0+

g(x) = +∞, lim
x→+∞

g(x) = 0,

1∫
0

g(x)dx < +∞ (24.15)

there exists M0 > 0 such that for any M > M0, there is a q ∈ Lω such that

q(t) ≤ 0 for t ∈ [0, ω],

ω∫
0

|q(s)| ds =M

and the problem (24.14) has no solution.

In other words, if (24.15) holds then the problem (24.14) has no solution for a certain q “large
enough”. However, if the function q is “small enough” then the problem (24.14) may have a solution.
More precisely, it follows from Proposition 24.12 that
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Proposition 24.15. Let g ∈ C( ]0,+∞[ ; ]0,+∞[ ) be nonincreasing and
lim

x→+∞
g(x) = 0.

Let, moreover,
ω g
(ω
4
Q−

)
> Q− −Q+.

Then the problem (24.14) is solvable if and only if
ω∫

0

q(s) ds < 0.

To be more specific, consider the particular case of the problem (24.14)

u′′ =
1

uλ
+ q(t); u(0) = u(ω), u′(0) = u′(ω). (24.16)

By virtue of above-mentioned results by Lazer and Solimini, if λ ≥ 1 then the problem (24.16) is
solvable if and only if

ω∫
0

q(s)ds < 0. Moreover, if λ ∈ ]0, 1[ then, in general, the condition
ω∫
0

q(s) ds < 0

does not guarantee solvability of (24.16). However, by virtue of Proposition 24.15, if λ ∈ ]0, 1[ and(ω
4
Q−

)λ(
Q− −Q+

)
< ω

then the problem (24.16) is solvable if and only if
ω∫
0

q(s)ds < 0.

Acknowledgements

Research was supported by RVO: 67985840, by NETME CENTER PLUS (L01202), and by Grant
No. FSI-S-11-3 “Modern methods of mathematical problem modelling in engineering”.



References

1. A. Boscaggin, A. Fonda, and M. Garrione, A multiplicity result for periodic solutions of second
order differential equations with a singularity. Nonlinear Anal. 75 (2012), no. 12, 4457–4470.

2. D. W. Boyd, Best constants in a class of integral inequalities. Pacific J. Math. 30 (1969), 367–383.
3. J. Chu and Z. Zhang, Periodic solutions of singular differential equations with sign-changing po-

tential. Bull. Aust. Math. Soc. 82 (2010), no. 3, 437–445.
4. C. De Coster and P. Habets, Two-point boundary value problems: lower and upper solutions.

Mathematics in Science and Engineering, 205. Elsevier B. V., Amsterdam, 2006.
5. M. del Pino, R. Manásevich, and A. Montero, T -periodic solutions for some second order differential

equations with singularities. Proc. Roy. Soc. Edinburgh Sect. A 120 (1992), no. 3-4, 231–243.
6. A. Fonda, R. Toader, and F. Zanolin, Periodic solutions of singular radially symmetric systems

with superlinear growth. Ann. Mat. Pura Appl. (4) 191 (2012), no. 2, 181–204.
7. R. E. Gaines and J. L. Mawhin, Coincidence degree, and nonlinear differential equations. Lecture

Notes in Mathematics, Vol. 568. Springer-Verlag, Berlin–New York, 1977.
8. J.-P. Gossez, Some nonlinear differential equations with resonance at the first eigenvalue. A survey

on the theoretical and numerical trends in nonlinear analysis (Proc. Third Sem. Funct. Anal. Appl.,
Bari, 1978), II. Confer. Sem. Mat. Univ. Bari no. 163-168 (1979), 355–389 (1980).

9. R. Hakl, P. J. Torres, and M. Zamora, Periodic solutions to singular second order differential
equations: the repulsive case. Topol. Methods Nonlinear Anal. 39 (2012), no. 2, 199–220.

10. P. Hartman, Ordinary differential equations. John Wiley & Sons, Inc., New York–London–Sydney,
1964.

11. I. T. Kiguradze, Some singular boundary value problems for ordinary differential equations. (Rus-
sian) Izdat. Tbilis. Univ., Tbilisi, 1975.

12. I. Kiguradze, Beurling-Borg type theorem for two-dimensional linear differential systems. Georgian
Math. J. 15 (2008), no. 4, 677–682.

13. I. T. Kiguradze, Boundary value problems for systems of ordinary differential equations. (Russian)
Translated in J. Soviet Math. 43 (1988), no. 2, 2259–2339. Itogi Nauki i Tekhniki, Current problems
in mathematics. Newest results, Vol. 30 (Russian), 3–103, 204, Akad. Nauk SSSR, Vsesoyuz. Inst.
Nauchn. i Tekhn. Inform., Moscow, 1987.

14. I. T. Kiguradze and B. L. Shekhter, Singular boundary value problems for second-order ordinary
differential equations. (Russian) Translated in J. Soviet Math. 43 (1988), no. 2, 2340–2417. Itogi
Nauki i Tekhniki, Current problems in mathematics. Newest results, Vol. 30 (Russian), 105–201,
204, Akad. Nauk SSSR, Vsesoyuz. Inst. Nauchn. i Tekhn. Inform., Moscow, 1987.

15. A. Lasota and Z. Opial, Sur les solutions périodiques des équations différentielles ordinaires.
(French) Ann. Polon. Math. 16 (1964), 69–94.

16. A. C. Lazer and S. Solimini, On periodic solutions of nonlinear differential equations with singu-
larities. Proc. Amer. Math. Soc. 99 (1987), no. 1, 109–114.

17. A. Lomtatidze, Existence of conjugate points for second-order linear differential equations. Geor-
gian Math. J. 2 (1995), no. 1, 93–98.

18. A. G. Lomtatidze, Oscillatory properties of the solutions of second-order linear differential equa-
tions. (Russian) Sem. Inst. Prikl. Mat. Dokl. no. 19 (1985), 39–53, 78.

19. J. Mawhin, Compacité, monotonie et convexité dans létude de problèmes aux limites semi-linéaires.
Séminaire d’analyse moderne 19, Université de Sherbooke, 1981.

128



Theorems on Differential Inequalities and Periodic BVP for Second-Order ODEs 129

20. J. Mawhin, Periodic solutions in the golden sixties: the birth of a continuation theorem. Ten math-
ematical essays on approximation in analysis and topology, 199–214, Elsevier B. V., Amsterdam,
2005.

21. I. Rach �nková S. Staněk, and M. Tvrdý, Solvability of nonlinear singular problems for ordinary
differential equations. Contemporary Mathematics and Its Applications, 5. Hindawi Publishing
Corporation, New York, 2008.

22. G. Talenti, Best constant in Sobolev inequality. Ann. Mat. Pura Appl. (4) 110 (1976), 353–372.

(Received 25.11.2015)

Author’s addresses:

1. Institute of Mathematics, Czech Academy of Sciences, Branch in Brno, Žižkova 22, 616 62 Brno,
Czech Republic.

2. Institute of Mathematics, Faculty of Mechanical Engineering, Brno University of Technology,
Technická 2, 616 69 Brno, Czech Republic.

E-mail: lomtatidze@fme.vutbr.cz





Mem. Differential Equations Math. Phys. 67 (2016), 131–135
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RECENT DEVELOPMENT OF TIME SCALES AND
RELATED TOPICS ON DYNAMIC EQUATIONS

Abstract. Recently, Wang and Agarwal have introduced a series of new concepts of time scales
on which some well-defined functions can be introduced and studied. Based on these new results,
various types of solutions for dynamic equations are studied.
ÒÄÆÉÖÌÄ. ÁÏËÏ áÀÍÄÁÛÉ ÅÀÍÂÌÀ ÃÀ ÀÂÀÒÅÀËÌÀ ÛÄÌÏÂÅÈÀÅÀÆÄÓ ÒÉÂÉ ÀáÀËÉ ÝÍÄÁÀ ÃÒÏÉÈÉ
ÓÊÀËÉÓÀ, ÒÏÌÄËÆÄÝ ÛÄÉÞËÄÁÀ ÛÄÌÏÙÄÁÖË ÉØÍÀÓ ÆÏÂÉÄÒÈÉ ÊÏÒÄØÔÖËÀÃ ÂÀÍÓÀÆÙÅÒÖËÉ
×ÖÍØÝÉÀ. ÀÌ ÀáÀË ÛÄÃÄÂÄÁÆÄ ÃÀÚÒÃÍÏÁÉÈ ÛÄÓßÀÅËÉËÉÀ ÃÉÍÀÌÉÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓ ÓáÅÀÃÀ-
ÓáÅÀ ÔÉÐÉÓ ÀÌÏÍÀáÓÍÄÁÉ.

2000 Mathematics Subject Classification: 26E70, 34N05.
Key words and phrases: Time scales, dynamic equations.

1. Periodic Time Scales and Changing-Periodic Time Scales

As everyone knows, periodic time scales have some very nice properties so that we can study various
problems of differential equations on this type of time scales. Traditionally, we define it as follows:

Definition 1.1 ([1]). A time scale T is called a periodic time scale if
Π :=

{
τ ∈ R : Tτ ∪ T−τ ⊂ T

}
̸= {0}, (1.1)

where Tτ = {t+ τ : t ∈ T}.

This type of time scales was first introduced by Kaufmann and Raffoul [1], and was widely adopted
by many researchers to study periodic and almost periodic problems of differential equations on time
scales.

Recently, during 2014–2015, Wang and Agarwal introduced a series of new concepts of discontinuous
functions and dynamic equations on time scales under Definition 1.1, for example, uniformly piecewise
almost periodic functions, weighted piecewise pseudo almost automorphic functions and exponential
dichotomies for discontinuous dynamic equations, etc., and obtained some related properties, then
applied them to study discontinuous dynamic systems on time scales. For more details, one may
consult our recent publications [2–6]. In the paper [5], through introducing the concept of relatively
dense set on time scales, we introduced an accurate concept of almost periodic functions on periodic
time scales under Definition 1.1.

However, in the research, we find that Definition 1.1 is limited. In fact, if a time scale satisfies
(1.1), T must fulfill supT = +∞ and infT = −∞. In other words, if we consider Definition 1.1 from
a rigorous mathematical angle, then the following time scale is not periodic:

T =
+∞∪
k=1

[2k, 2k + 1], (1.2)

only because infT = 2. Hence, the new concept of periodic time scales is introduced by Wang, Agarwal
and O’Regan. We add a “direction” to a time scale translation. See the following new concept:

Definition 1.2. We say T is a periodic time scale if
Π2 :=

{
τ ∈ R : Tτ ⊆ T

}
̸= {0}. (1.3)

Furthermore, we can describe it in detail as follows:
(a) if for any p > 0 there exists a number P > p such that P ∈ Π2, we say T is a positive-direction

periodic time scale;
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(b) if for any q < 0 there exists a number Q < q such that Q ∈ Π2, we say T is a negative-direction
periodic time scale.

(c) if ±τ ∈ Π2, we say T is a bi-direction periodic time scale;
(d) we say T is an oriented-direction periodic time scale if T is a positive-direction periodic time

scale or a negative-direction periodic time scale.
The Definition 1.2 is a new concept of periodic time scales which plays an important role in our

recent works. Under this definition, we can easily observe that Definition 1.1 is just a particular case in
Definition 1.2 because Definition 1.1 is just a bi-direction periodic time scale in Definition 1.2. Hence,
under Definition 1.2, (1.2) turns into an oriented-direction (or a positive-direction) periodic time scale.
We emphasize the importance of Definition 1.2 not only because Definition 1.1 is not general but also
does it mainly contribute to our new concepts and results, for example, changing-periodic time scales,
Decomposition Theorem of Time Scales, and Periodic Coverage Theorem of Time Scales, etc.

Below we will discuss a class of time scales called “changing-periodic time scales” that is a new idea
initiated by Wang and Agarwal (see [7]). Note that the following “periodic time scales” are under the
sense of Definition 1.2, i.e., they are “oriented-direction periodic time scales”.
Definition 1.3. Let T be an infinite time scale. We say T is a changing-periodic or a piecewise-
periodic time scale if the following conditions are fulfilled:

(a) T =
( ∞∪
i=1

Ti

)
∪Tr and {Ti}i∈Z+ is a well connected timescale sequence, where Tr =

k∪
i=1

[αi, βi]

and k is some finite number, and [αi, βi] are closed intervals for i = 1, 2, . . . , k or Tr = ∅;

(b) Si is a nonempty subset of R with 0 ̸∈ Si for each i ∈ Z+ and Π =
( ∞∪
i=1

Si

)
∪ R0, where

R0 = {0} or R0 = ∅;
(c) for all t ∈ Ti and all ω ∈ Si, we have t+ ω ∈ Ti, i.e., Ti is an ω-periodic time scale;
(d) for i ̸= j, for all t ∈ Ti \ {tkij} and all ω ∈ Sj , we have t+ ω ̸∈ T, where {tkij} is the connected

points set of the timescale sequence {Ti}i∈Z+ ;
(e) R0 = {0} if and only if Tr is a zero-periodic time scale and R0 = ∅ if and only if Tr = ∅.

The set Π is called a changing-periods set of T; Ti is called the periodic sub-timescale of T and Si is
called the periods subset of T or the periods set of Ti; Tr is called the remain timescale of T and R0

the remain periods set of T.
Through Definition 1.3, we can obtain a nice result which builds a bridge between periodic time

scales and arbitrary time scales with the bounded graininess function µ(t).
Theorem 1.1. If T is an infinite time scale and the graininess function µ : T → R+ is bounded, then
T is a changing-periodic time scale.

From Theorem 1.1, we can obtain the following two theorems.
Theorem 1.2 (Decomposition Theorem of Time Scales). Let T be an infinite time scale and the
graininess function µ : T → R+ be bounded, then T is a changing-periodic time scale, i.e., there exists
a countable periodic decomposition such that T =

( ∞∪
i=1

Ti

)
∪ Tr and Ti is ω-periodic sub-timescale,

ω ∈ Si, i ∈ Z+, where Ti, Si, Tr satisfy the conditions of Definition 1.3.
Theorem 1.3 (Periodic Coverage Theorem of Time Scales). Let T be an infinite time scale and the
graininess function µ : T → R+ be bounded, then T can be covered by countable periodic time scales.

Note that “periodic time scales” in Theorems 1.2 and 1.3 imply “oriented-direction periodic time
scales”, i.e., the concept of periodic time scales we adopt is Definition 1.2.

It is well known that periodic time scales have some very nice properties, for example, for any
τ ∈ Π2, we have t + τ ∈ T, it reflects that periodic time scales have a very good closedness for
addition operation, which will contribute a lot to functions theory on time scales because we know
that periodic functions, almost periodic functions and almost automorphic functions are described by
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their translations. Hence, it is very necessary to introduce the concept of changing-periodic time scales
because we can introduce some well-defined functions on an arbitrary time scale with the bounded
graininess function µ. We should first introduce the proper definitions of these functions on time
scales, then some related problems of differential equations on time scales can be proposed and solved.
For example, under changing-periodic time scales, we can introduce a new concept of local-almost
periodic functions.

Definition 1.4. Let T be a changing-periodic time scale, i.e., T satisfies Definition 1.3. A function
f ∈ C(T × D,En) is called a local-almost periodic function in t ∈ T uniformly for x ∈ D if the
ε-translation numbers set of f

E{ε, f, S} =
{
τ̃ ∈ Sτt :

∣∣f(t+ τ̃ , x)− f(t, x)
∣∣ < ε for all (t, x) ∈ T× S

}
is a relatively dense set for all ε > 0 and for each compact subset S of D; that is, for any given ε > 0
and each compact subset S of D, there exists a constant l(ε, S) > 0 such that each interval of length
l(ε, S) contains a τ̃(ε, S) ∈ E{ε, f, S} such that∣∣f(t+ τ̃ , x)− f(t, x)

∣∣ < ε for all (t, x) ∈ T× S;

here, τ̃ is called the ε-local translation number of f and l(ε, S) is called the local inclusion length of
E{ε, f, S}.

Under Definition 1.4, we consider the following linear dynamic equation on a changing-periodic
time scale T

x∆(t) = A(t)x(t) + f(t) (1.4)
and its associated homogeneous equation

x∆(t) = A(t)x(t), (1.5)
where A(t) is a local-almost periodic matrix function and f(t) is a local-almost periodic vector function.
Further, we assume that f(t) and A(t) are synchronously local-almost periodic functions.

Then, we can obtain a theorem to guarantee that (1.4) has a local-almost periodic solution on an
arbitrary time scale with the bounded graininess function µ.

Theorem 1.4. Let T be a changing-periodic time scale and τt be an index function. If (1.5) admits
an exponential dichotomy on the local part Tτt and Tτt is a bi-direction periodic time scale for all
t ∈ T, then (1.4) has the following unique local-almost periodic solution on Tτt

x(t) =

t∫
−∞

X(t)PτtX
−1(στt(s))∆τts−

+∞∫
t

X(t)(I − Pτt)X
−1(στt(s))f(s)∆τts, (1.6)

where X(t) is the fundamental solution matrix of (1.5), Pτt , I −Pτt are two projections of exponential
dichotomy on Tτt , στt is the forward jump operator on the periodic sub-timescale Tτt , ∆τt is the
∆-integral on the periodic sub-timescale Tτt .

Similarly, the concept of local-almost automorphic functions can also be introduced on changing-
periodic time scales, one may consult the paper [7] for more details. Hence, Theorems 1.2 and 1.3
initiate a new idea to solve the closedness for addition operation on an arbitrary time scale with the
bounded graininess function µ, which will open an effective avenue to investigate periodic, almost
periodic and almost automorphic problems of differential equations on arbitrary time scales.

2. Almost Periodic Time Scales

Let
Π1 :=

{
τ ∈ R : T ∩ Tτ ̸= ∅

}
̸= {0},

consider a class of time scales satisfying the following definition:

Definition 2.1. Let T be an oriented-direction intersection time scale. We say T is an almost periodic
time scale if for any given ε > 0 there exists a constant l(ε) > 0 such that each interval of length l(ε)
contains τ(ε) ∈ Π1 such that

d(T,Tτ ) < ε,
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i.e., for any ε > 0 the set
E{T, ε} =

{
τ ∈ Π1 : d(Tτ ,T) < ε

}
is relatively dense in Π1. Here τ is called the ε-translation number of T and l(ε) is called the inclusion
length of E{T, ε}, E{T, ε} is called the ε-translation set of T, and for simplicity, we use the notation
E{T, ε} := Πε.

The graininess function µ(t) of this time scale have a very nice property:

Theorem 2.1. If T is an almost periodic time scale, then for any ε > 0 there exists a constant
l(ε) > 0 such that each interval of length l(ε) contains τ(ε) ∈ E{ε, µ} such that

|µ(t+ τ)− µ(t)| < ε for all t ∈ T ∩ T−τ . (2.1)

Note that if T is an oriented-direction periodic time scale, then from Definition 2.1, we have
σ(t+ τ) = σ(t) + τ . Hence, we can see that Definition 2.1 rigorously includes Definition 1.2.

Under Definition 2.1, we introduced a new concept called almost periodic functions on almost
periodic time scales (see [3, 8]) as follows:

Definition 2.2. Let T be an almost periodic time scale, i.e., T satisfies Definition 2.1. A function
f ∈ C(T×D,En) is called an almost periodic function in t ∈ T uniformly for x ∈ D if the ε2-translation
set of f

E{ε2, f, S} =
{
τ ∈ Πε1 :

∣∣f(t+ τ, x)− f(t, x)
∣∣ < ε2 for all (t, x) ∈ (T ∩ T−τ )× S

}
is a relatively dense set in Πε1 for all ε2 > ε1 > 0 and for each compact subset S of D; that is, for
any given ε2 > ε1 > 0 and each compact subset S of D, there exists a constant l(ε2, S) > 0 such that
each interval of length l(ε2, S) contains a τ(ε2, S) ∈ E{ε2, f, S} such that

|f(t+ τ, x)− f(t, x)| < ε2 for all (t, x) ∈ (T ∩ T−τ )× S.

This τ is called the ε2-translation number of f and l(ε2, S) is called the inclusion length of E{ε2, f, S}.

Under Definition 2.2, in the paper [3, 8], we obtained some nice properties of almost periodic time
scales and almost periodic functions, then we applied them to investigate almost periodic solutions
to dynamic equations, and they worked effectively. In the paper [3], we presented five categories of
time scales. Then, on each class we introduced and analyzed delays which lead to new types of delay
systems on time scales. Finally, some interesting open problems of dynamic equations on almost
periodic time scales are proposed.
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Nino Partsvania

ON SOME NONLINEAR BOUNDARY VALUE PROBLEMS
ON A FINITE AND AN INFINITE INTERVALS FOR

SYSTEMS OF FUNCTIONAL DIFFERENTIAL EQUATIONS

Abstract. For nonlinear advanced functional differential systems, sufficient conditions for the
solvability of nonlinear nonlocal boundary value problems on a finite and an infinite intervals are
found.
ÒÄÆÉÖÌÄ. ÀÒÀßÒ×ÉÅÉ ßÉÍßÀÓßÒÄÁÖËÉ ×ÖÍØÝÉÏÍÀËÖÒ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÓÉÓÔÄÌÄÁÉÓÀÈÅÉÓ
ÓÀÓÒÖË ÃÀ ÖÓÀÓÒÖËÏ ÛÖÀËÄÃÄÁÛÉ ÃÀÃÂÄÍÉËÉÀ ÀÒÀßÒ×ÉÅ, ÀÒÀËÏÊÀËÖÒ ÀÌÏÝÀÍÀÈÀ ÀÌÏá-
ÓÍÀÃÏÁÉÓ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ.

2000 Mathematics Subject Classification: 34K10.
Key words and phrases: Advanced functional differential system, boundary value problem,
nonlinear, nonlocal, the Kneser problem.

Let a > 0, R+ = [0,+∞[ , and R− = ]−∞, 0]. In a finite interval [0, a] and an infinite interval R+,
we consider the boundary value problems

dui(t)

dt
= gi

(
t, u1(δi1(t)), . . . , un(δin(t))

)
(i = 1, . . . , n), (1)

φ(u1, . . . , un) = 0, uk(a) = φk(un(a)) (k = 1, . . . , n− 1) (2)

and
dui(t)

dt
= fi

(
t, u1(τi1(t)), . . . , un(τin(t))

)
(i = 1, . . . , n), (3)

φ(u1, . . . , un) = 0, (4)

respectively.
Throughout the paper it is assumed that gi : [0, a]× Rn

+ → R− (i = 1, . . . , n), fi : R+ × Rn
+ → R−

(i = 1, . . . , n), φk : R+ → R+ (k = 1, . . . , n−1), δik : [0, a] → [0, a] (i, k = 1, . . . , n), and τik : R+ → R+

(i, k = 1, . . . , n) are continuous functions such that

gi(t, 0, . . . , 0)=0 for 0≤ t≤a, φk(0)=0 (i=1, . . . , n; k=1, . . . , n− 1),

δik(t) > t for a ≤ t < b (i, k = 1, . . . , n), (5)
fi(t, 0, . . . , 0) = 0 for t ∈ R+ (i = 1, . . . , n),

and
τik(t) > t for t ∈ R+ (i, k = 1, . . . , n). (6)

As for φ : C([0, a];Rn
+) → R, it is a continuous functional, bounded on every bounded subset of the

set C([0, a];Rn
+) and satisfies the inequality

φ(0, . . . , 0) < 0.

A continuously differentiable vector function (u1, . . . , un) : [0, a] → Rn
+ ((u1, . . . , un) : R+ → Rn

+)
is said to be a solution of the problem (1), (2) (of the problem (3), (4)) if it:

(i) satisfies the system (1) (the system (3)) in the interval [0, a] (in the interval R+);
(ii) satisfies the equalities (2) (the equality (4)).
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It is natural to call the problems (1), (2) and (3), (4) the Kneser type nonlinear problems on a finite
and an infinite intervals. In the case, where δik(t) ≡ t and τik(t) ≡ t (i, k = 1, . . . , n), such problems
and their different particular cases are investigated in detail (see, e.g., [1–7, 9–16] and the references
therein). For two-dimensional nonlinear advanced functional differential systems, the nonlinear Kneser
problem is studied in [8]. In the case, where n > 2 and the functions δik and τik (i, k = 1, . . . , n)
satisfy the inequalities (5) and (6), the problems (1), (2) and (3), (4) remain practically unstudied.

In the paper, conditions guaranteeing, respectively, the solvability and unique solvability of the
problem (1), (2) are established. On the basis of these results sufficient conditions for the solvability
of the problem (3), (4) are found.

For any ρ ≥ 0 and m ∈ {1, . . . , n} we put

Rm
ρ+

= {(x1, . . . , xm) ∈ Rm : x1 > ρ, . . . , xm > ρ} .

The following theorem is valid.

Theorem 1. Let there exist numbers m ∈ {1, . . . , n} and ρ > 0 such that

φ(u1, . . . , un) > 0 for (u1, . . . , um) ∈ C([0, a];Rm
ρ+), (u1, . . . , un) ∈ C([0, a];Rn

+) (7)

and
lim inf
x→+∞

φi(x) > ρ (i = 1, . . . ,m0), where m0 = min{m,n− 1}. (8)

Then the problem (1), (2) has at least one solution.

The particular case of (2) are the boundary conditions

n∑
i=1

a∫
0

φ0i(ui(s)) dσi(s) = c, uk(a) = φk(un(a)) (k = 1, . . . , n− 1), (9)

where c ∈ R, φ0i : R+ → R+ (i = 1, . . . , n) are continuous functions, while σi : [0, a] → R (i = 1, . . . , n)
is a nondecreasing functions such that

φ0i(0) = 0, σi(b)− σi(a) > 0 (i = 1, . . . , n).

Theorem 1 yields the following corollary.

Corollary 1. If either
lim

x→+∞
φ01(x) = +∞, lim

x→+∞
φ1(x) = +∞, (10)

or
lim

x→+∞
φ0n(x) = +∞, (11)

then the problem (1), (9) has at least one solution.

Theorem 2. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions satisfying the
local Lipschitz conditions in those arguments, and φk (k = 1, . . . , n− 1) be increasing functions. Let,
moreover,

φ(u1 + v1, . . . , un + vn) > φ(u1, . . . , un)

for (u1, . . . , un) ∈ C([0, a];Rn
+), (v1, . . . , vn) ∈ C([0, a];Rn

0+),
(12)

and for some m ∈ {1, . . . , n} and ρ > 0 the conditions (7), (8) be fulfilled. Then the problem (1), (2)
has one and only one solution.

Corollary 2. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions satisfying the
local Lipschitz conditions in those arguments, φ0i (i = 1, . . . , n) be nondecreasing functions, and φk

(k = 1, . . . , n− 1) be increasing functions. Let, moreover, either φ01 be an increasing function and the
condition (10) be satisfied, or φ0n be an increasing function and the condition (11) be satisfied. Then
the problem (1), (9) has one and only one solution.
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If for some a0 ∈ ]0, a[ the equalities

δik(t) = b for a0 ≤ t ≤ a (i, k = 1, . . . , n) (13)

are fulfilled, then the unique solvability of the problem (1), (2) can be proved also in the case where
the functions gi (i = 1, . . . , n) are not locally Lipschitz in the phase variables. More precisely, the
following theorem is valid.

Theorem 3. Let gi (i = 1, . . . , n) be nonincreasing in the phase variables functions, and φk (k =
1, . . . , n− 1) be increasing functions. Let, moreover, the conditions (7), (8), (12) and (13) hold. Then
the problem (1), (2) has one and only one solution.

As an example, we consider the differential system

dui(t)

dt
=

n∑
k=1

pik(t)u
λik

k (δik(t)) (i = 1, . . . , n) (14)

with the boundary conditions
n∑

i=1

ℓ0iu
µ0i

i (0) = c0, uk(a) = ℓku
µk(a) (k = 1, . . . , n− 1), (15)

where ℓ0i ≥ 0, µ0i > 0, ℓk > 0, µk > 0 (i = 1, . . . , n; k = 1, . . . , n− 1), c0 > 0, and
n∑

i=1

ℓ0i > 0.

Corollary 2 and Theorem 3 imply the following corollary.

Corollary 3. Let either
λik ≥ 1 (i, k = 1, . . . , n),

or for some a0 ∈ ]0, a[ the equalities (13) hold. Then the problem (14), (15) has one and only one
solution.

Finally we give the theorems on the solvability of the problem (3), (4), i.e. of the nonlinear Kneser
problem on the infinite interval.

Theorem 4. Let there exist numbers ρ > 0, b0 > a and nondecreasing in the second argument
continuous functions f0k : [a, b]× R+ → R+ (k = 1, . . . , n− 1) such that

φ(u1, . . . , un) > 0 for u1 ∈ C([0, a];Rρ+), (u1, . . . , un) ∈ C([0, a];Rn
+),

fk(t, x1, . . . , xn) ≤ −f0k(t, xk+1) for a ≤ t ≤ b, (x1, . . . , xn) ∈ Rn
+ (k = 1, . . . , n− 1),

and

lim
x→+∞

t2∫
t1

f0k(s, x) ds = +∞ for a ≤ t1 < t2 ≤ b (k = 1, . . . , n− 1).

Then the problem (3), (4) has at least one solution.

Theorem 5. Let there exist a number ρ > 0 such that

φ(u1, . . . , un) > 0 for u1 + · · ·+ un ∈ C([0, a];Rρ+), (u1, . . . , un) ∈ C([0, a];Rn
+).

Then the problem (3), (4) has at least one solution.
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