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## A Short Survey of Scientific Results of Academician Andria Bitsadze

> "It is too difficult to write about a scientist not only because of the great responsibility toward the history of science, but also because of the complexity of scientific creative process without which it is impossible to show his real personality".

## A. Bitsadze

Such an attitude of Andria Bitsadze to the problem cited in the epigraph is not accidental; a task to give an exhaustive description of his versatile activities seems to us insuperable. The true appraisal of human creativity and its crystallization occurs in the future generations. This point of view has been shared by A. Bitsadze. However, his creative work during his lifetime was properly evaluated by the mathematical community. This is confirmed at least by the fact that in the mathematical literature we are often encountered with the facts and terms associated with his name: Bitsadze's equation, Lavrent'ev-Bitsadze's equation, Bitsadze's general mixed problem, Bitsadze's extremum principle, Bitsadze's inversion formula, weakly and strongly connected Bitsadze's elliptic systems, Bitsadze-Samarski's problem, and others. We do not intend to touch upon his organizational, pedagogical or educational work with students, we will dwell only on his scientific results not pretending to present them in a perfect form.

We consider it appropriate to divide Andria Bitsadze's activity into several staged, keeping here chronology.

Elliptic equations and systems together with the problems posed for them take central place in Andria Bitsadze's creative work.

The fact that the condition of uniform ellipticity

$$
k_{0}\left(\sum_{i=1}^{n} \lambda_{i}^{2}\right)^{N} \leq \operatorname{det} \sum_{i, j=1}^{n} A^{i j}(x) \lambda_{i} \lambda_{j} \leq k_{1}\left(\sum_{i=1}^{n} \lambda_{i}^{2}\right)^{N}, \quad k_{0}, k_{1}=\text { const }>0
$$

of the linear equation, or of the system

$$
L(u):=\sum_{i, j=1}^{n} A^{i j}(x) \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} B^{i}(x) \frac{\partial u}{\partial x_{i}}+C(x) u=F(x), u=\left(u_{1}, \ldots, u_{N}\right)
$$

ensures fredholmity of the boundary value problems in the domain $D$, in particular, of the first boundary value problem

$$
\left.u\right|_{\partial D}=f,
$$

was assumed formerly indisputable.
Irregularity of this fact was illustrated by A. Bitsadze in a simple and clear for everyone example, called later on Bitsadze's system

$$
\begin{equation*}
\frac{\partial^{2} u_{1}}{\partial x^{2}}-\frac{\partial^{2} u_{1}}{\partial y^{2}}-2 \frac{\partial^{2} u_{2}}{\partial x \partial y}=0, \quad 2 \frac{\partial^{2} u_{1}}{\partial x \partial y}+\frac{\partial^{2} u_{2}}{\partial x^{2}}-\frac{\partial^{2} u_{2}}{\partial y^{2}}=0 . \tag{1}
\end{equation*}
$$

It turned out that the Dirichlet homogeneous problem for Bitsadze's system in a circular domain $D:\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}<R^{2}$ has an infinite set of linearly independent solutions, and all of them are representable explicitly by the formula

$$
w:=u_{1}+i u_{2}=\left(R^{2}-\left|z-z_{0}\right|^{2}\right) \psi(z), \quad z_{0}=x_{0}+i y_{0}
$$

written in terms of an arbitrary analytic function $\psi(z)$ of the complex argument $z=x+i y$.

While this fact seemed unexpected and almost improbable, it became a subject of discussions for many mathematicians trying to explain this phenomenon. At his known seminar, I. Gelfand made an attempt to explain this fact by multiplicity of characteristic roots of system (1). In reply, A. Bitsadze has constructed another system

$$
\begin{equation*}
\frac{\partial^{2} u_{1}}{\partial x^{2}}-\frac{\partial^{2} u_{1}}{\partial y^{2}}+\sqrt{2} \frac{\partial^{2} u_{2}}{\partial x \partial y}=0, \quad \sqrt{2} \frac{\partial^{2} u_{1}}{\partial x \partial y}-\frac{\partial^{2} u_{2}}{\partial x^{2}}+\frac{\partial^{2} u_{2}}{\partial y^{2}}=0 \tag{2}
\end{equation*}
$$

with simple characteristic roots, the system for which the Dirichlet problem has likewise an infinite set of linearly independent solutions

$$
w_{k}(z)=B_{k}\left\{\left[(\mu \zeta+\bar{\zeta})^{2}-4 \mu R^{2}\right]^{k}-(\mu \zeta-\bar{\zeta})^{2 k}\right\}, k=1,2, \ldots
$$

where $\zeta=z-z_{0},(1+\sqrt{2}) \mu=i$, and $B_{k}$ are arbitrary complex constants. On the basis of those simple and refined examples, the theory of boundary value problems for elliptic systems has acquired a great deal of new trends. The widely known theory of nonfredholm boundary value problems is one of such them. These theories do not lose their importance even nowadays, and many of A. Bitsadze's followers and pupils devote them their researches.

Afterwards, there arose the natural question to single out classes of elliptic systems with solvable, in a certain sense, boundary value problems, in particular, solvable in the Fredholm, Noether or Hausdorff sense. In this direction, it is impossible to hold back about the question on weakly connected Bitsadze's systems for which the Dirichlet problem is always fredholmian one.

It was considered earlier that solvability of boundary value problems is determined only by the principal part of the system. A. Bitsadze has expressed somewhat different opinion that coefficients of the system with lower order derivatives may significantly affect the solvability of the problem. To justify this concept, he introduced the notion of strongly connected elliptic systems that cover systems (1) and (2) constructed earlier in the form of particular examples. As it has become clear, the solvable in one or another sense boundary value problems for elliptic systems with Bitsadze's operators in the principal part may turn out to be unsolvable on adding the lower order terms.

The above-mentioned fundamental effects were discovered by A. Bitsadze by using the apparatus of the theory of functions of a complex variable. This instrument is well suited for a homogeneous system consisting only of the principal part

$$
\begin{equation*}
A \frac{\partial^{2} u}{\partial x^{2}}+2 B \frac{\partial^{2} u}{\partial x \partial y}+C \frac{\partial^{2} u}{\partial y^{2}}=0 \tag{3}
\end{equation*}
$$

with two independent variables. A. Bitsadze has constructed a general regular solution of system (1) in the form

$$
u(x, y)=\operatorname{Re} \sum_{j=1}^{n} \sum_{l=1}^{k_{j}} \sum_{k=0}^{l-1} C_{l k j} \bar{z}_{j}^{k} \varphi_{j l}^{(k)}\left(z_{j}\right)
$$

where $\varphi_{j l}\left(z_{j}\right)$ are analytic functions of the complex variable $z_{j}=x+\lambda_{j} y$, and $\lambda_{j}$ are the roots of the corresponding to system (3) characteristic polynomial $Q(\lambda)=\operatorname{det}\left(A+2 B \lambda+C \lambda^{2}\right)$ with positive imaginary parts. As regards the $N$-component vectors $C_{l k j}$, they are the solutions of the fully defined system of linear algebraic equations.

The instruments of the theories of analytic functions and of one-dimensional singular integral equations make it possible to investigate many boundary value problems in the case of two independent variables. If there are more than two variables, then there arise considerable difficulties due to the lack of a complete theory of multidimensional singular integral equations. Using a multidimensional analogue of the Sokhotski-Plemelj theorem, A. Bitsadze has studied the first boundary value problem for the well-known Moisel-Theodorescu system, reduced it to a multidimensional system of singular integral equations with a special matrix kernel and constructed the inversion formula which in the literature is called "Bitsadze's inversion formula".

Among the problems formulated for elliptic equations and systems, even, in particular, for harmonic functions, the problem with an oblique derivative is regarded as one of the basic ones, when on the
boundary of the $n$-dimensional domain $D$ there is the condition

$$
\sum_{i=1}^{n} \ell_{i}(x) \frac{\partial u}{\partial x_{i}}=f(x), \quad x \in \partial D
$$

As far back as in G. Giraud's works it has been shown that if the direction of the vector $\ell:=$ $\left(\ell_{1}, \ldots, \ell_{n}\right)$ at none of the boundary points meets the tangent, the problem becomes solvable in Fredholm's sense. Otherwise, the situation changes insomuch that many scientists were inclined to consider this problem atypical for elliptic equations. Considering these nonstandard cases, A. Bitsadze has shown this problem not at all to exceed the bounds of typical problems and proved the theorems on a number and existence of solutions. As it has become clear, the problem with an oblique derivative may turn out to be simultaneously subdefinite and overdetermined. For the problem to be well-posed, it is necessary, proceeding from the structure of interconnection between the vector field $\ell$ and the domain, to release some set of boundary points from the conditions and impose additional conditions on some set of points. To illustrate this, we consider one simplest example when the vector field meets the boundary at $k$ isolated points. In this case a number of linearly independent solutions of the problem under consideration does not exceed $k$.

The objects of A. Bitsadze's investigations are not always ordinary. He studied the problems which are, as a rule, not subjected to the standard conditions ensuring the existence and uniqueness of solutions. To such problems may belong those suggested by A. Bitsadze for elliptic equations with parabolic degeneration with weighted conditions on the boundary. These problems were dictated by their practical necessity. For such problems not only the conditions of uniform or strong ellipticity violate, but they degenerate parabolically either on the whole boundary, or on its certain part. In addition, a set of points of parabolic degeneration may turn out to be even a characteristic. For example, for the equation

$$
\frac{\partial^{2} u}{\partial x^{2}}+y^{m} \frac{\partial^{2} u}{\partial y^{2}}+a \frac{\partial u}{\partial x}+b \frac{\partial u}{\partial y}+c u=0, \quad y>0, \quad m>0
$$

the line of degeneration $y=0$ is simultaneously its multiple characteristic. In such a case, the role of coefficients with the lower order derivatives extends, and depending on them, not all solutions may be bounded. M. Keldysh considered this problem in the class of bounded functions, and hence neglected unbounded solutions. A. Bitsadze replaced the requirement of the boundedness by the following weighted boundary conditions:

$$
\left.u\right|_{\sigma}=f, \quad \lim _{y \rightarrow 0} \psi(x, y) u(x, y)=\varphi(x), \quad 0 \leq x \leq 1,
$$

where $\sigma \cup\{y=0,0 \leq x \leq 1\}$ is the boundary of the domain, and the weighted function $\psi$ on the line of degeneration vanishes. These problems have brought to light new practical and theoretical validity of weighted functional spaces that before and after formulation of those problems have become the subject of a great number of research works.

The hyperbolic equations and systems aren't less rich with the effects connected with parabolic degeneration. Many factors affect the solvability of the problems formulated here; they include an order of parabolic degeneration, orientation of a set of degeneration points with respect to characteristic manifolds, etc. As distinct from a separately taken equation, hyperbolic systems show a lot of unexpected properties even without parabolic degeneration. Thus, for example, the well-known Goursat problem for a scalar equation is quite well-posed. The constructed by A. Bitsadze hyperbolic system

$$
\frac{\partial^{2} u_{1}}{\partial x^{2}}+\frac{\partial^{2} u_{1}}{\partial y^{2}}+2 \frac{\partial^{2} u_{2}}{\partial x \partial y}=0, \quad 2 \frac{\partial^{2} u_{1}}{\partial x \partial y}+\frac{\partial^{2} u_{2}}{\partial x^{2}}+\frac{\partial^{2} u_{2}}{\partial y^{2}}=0
$$

has shown that the corresponding homogeneous problem may have an infinite set of linearly independent solutions, and what is more, the lower order terms of the system may affect significantly the well-posedness of the problem. This fact has given a great impetus to many important researches and stimulated the development of a series of scientific trends.

In the middle of the past century, mathematics has found new significant applications that should, seemingly, be explained by an unprecedented rate of technical progress. The major achievements in transonic and supersonic velocities have drawn attention of scientists to many problems, including
those of mixed type equations in which M. Lavrent'ev has shown spacial interest and awoken it in A. Bitsadze. Combining the methods of the theory of analytic functions, of partial differential equations and singular integral equations, A. Bitsadze created a powerful and, at the same time, elegant apparatus, convenient for solving the problems formulated for the mixed type equations. Effectiveness of the suggested method has been tested on the boundary value problems for the Lavrent'ev-Bitsadze's equation

$$
\frac{\partial^{2} u}{\partial x^{2}}+\operatorname{sgn} y \frac{\partial^{2} u}{\partial y^{2}}=0
$$

being the model of the well-known Tricomi's equation for which A. Bitsadze posed a great number of actual problems and established a series of significant facts known in the literature as "Bitsadzian facts". Here we will mention only Bitsadze's extremum principle. For the Tricomi's equation

$$
y \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0
$$

along with the Tricomi's problem has also been considered the Dirichlet problem expecting its solvability. This was needed, mainly, for practical, concrete purpose.
A. Bitsadze has shown that this problem was not always well-posed, and for it to be solvable, it was necessary to release a definite part of the boundary of hyperbolic subdomain from the conditions. To formulate the problems responding practical purposes in which the whole boundary is occupied with the conditions, A. Bitsadze suggested several versions. In one of his versions he linked the solution values at different boundary points with the functional law. This nonlocal problem is well-posed. It has prompted the ways of its natural generalization to a multidimensional case.

To every well-posed plane problem there may be assigned several spatial versions, of which we will dwell only on those which maximally approach practical problems. The spatial version of the above-mentioned problem of exactly such a nature is easily generalizable and provides us with a wellposed problem. As concerns the Tricomi's problem, it has several generalization versions that make it possible to demonstrate the structure of a set of type variation points. This set of points may turn out to be a surface, oriented to the space and time. This moment determines two essentially different trends in the theory of boundary value problems for multidimensional mixed type equations.

Equations refer to different types, depending on their characteristic roots. If the equation, along with its real characteristic roots, has complex ones, then it belongs to the composite type equations. Such equations include, for example, the Laplace differentiated equation. If instead of the Laplace operator is differentiated Tricomi's operator, we obtain the mixed-composite type operator. For the equation of such a complicated nature, A. Birsadze formulated a great number of actual problems and obtained important results.

We have mentioned above the nonlocal problem in which the values of an unknown solution are interconnected at different boundary points. Of practical and theoretical interest are the problems, in which the boundary values of solutions are connected by the specific law with their values on a set of interior points of the domain. Among the problems of such a kind the Bitsadze-Samarski's problem takes central place. Its simplest and visual version is formulated as follows: Find in a unit circle a harmonic function $u$ satisfying the condition

$$
u(x, y)-u(\delta x, \delta y)=f(x, y), x^{2}+y^{2}=1
$$

where the constant $\delta \in(0,1)$.
Practical problems in modeling are reduced, mainly, to the nonlinear equations. This is, seemingly, the fact that explains special interest to the above formulated problems. The powerful methods used for linear equations, in the nonlinear case are not always effective. It is a great advantage to reveal even a separate class of their solutions. The constructed by A. Bitsadze exact solutions of special type nonlinear equations

$$
\begin{equation*}
\sum_{i, j=1}^{n} a^{i j}(x)\left[\frac{\partial^{2} u}{\partial x_{i} \partial x_{j}}-b(u) \frac{\partial u}{\partial x_{i}} \frac{\partial u}{\partial x_{j}}\right]+\sum_{i=1}^{n} c^{i}(x) \frac{\partial u}{\partial x_{i}}+d(x, u)=0 \tag{4}
\end{equation*}
$$

have found versatile practical and theoretical applications. Equations of type (4) cover a large number of models corresponding to the well-known equations of gravitation field, ferromagnetism theory, Heisenberg equations and Lorentz-covariant equations.

A large number of A. Bitsadze's creative achievements, including those mentioned above, have become long ago a corner stone on which scientific trends in the modern theory of partial differential equations are constructed.

Sergo Kharibegashvili
Otar Jokhadze
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#### Abstract

In this paper, we establish the existence and uniqueness of solutions for a class of boundary value problems for nonlinear implicit fractional differential equations with impulse and Caputo's fractional derivatives, the stability of this class of problems is considered, as well. The arguments are based upon the Banach contraction principle and the Schaefer's fixed point theorem. We present two examples to show the applicability of our results.
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## 1. Introduction

In this paper, we establish existence, uniqueness and stability results to the following boundary value problems (BVPs) for nonlinear implicit fractional differential equations with impulses

$$
\begin{gather*}
{ }^{c} D_{t_{k}}^{\alpha} y(t)=f\left(t, y,{ }^{c} D_{t_{k}}^{\alpha} y(t)\right) \text { for each } t \in\left(t_{k}, t_{k+1}\right], \quad k=0, \ldots, m, \quad 0<\alpha \leq 1,  \tag{1}\\
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m,  \tag{2}\\
a y(0)+b y(T)=c, \tag{3}
\end{gather*}
$$

where ${ }^{c} D_{t_{k}}^{\alpha}$ is the Caputo's fractional derivative, $f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}, I_{k}: \mathbb{R} \rightarrow \mathbb{R}$ are given functions, and $a, b, c$ are real constants with $a+b \neq 0,0=t_{0}<t_{1}<\cdots<t_{m}<t_{m+1}=T,\left.\Delta y\right|_{t=t_{k}}=y\left(t_{k}^{+}\right)-y\left(t_{k}^{-}\right)$, $y\left(t_{k}^{+}\right)=\lim _{h \rightarrow 0^{+}} y\left(t_{k}+h\right)$ and $y\left(t_{k}^{-}\right)=\lim _{h \rightarrow 0^{-}} y\left(t_{k}+h\right)$ represent the right and left limits of $y(t)$ at $t=t_{k}$.

In recent years, there has been a significant development in the theory of fractional differential equations. It is caused by its applications in the modeling of many phenomena in various fields of science and engineering such as acoustic, control theory, signal processing, porous media, electrochemistry, viscoelasticity, rheology, polymer physics, proteins, optics, economics, astrophysics, chaotic dynamics, statistical physics, thermodynamics, biosciences, bioengineering, etc. See, for example, $[1,6,7,15,20,27]$, and the references therein. On the other hand, impulsive differential equations have received much attention, we refer the reader to the books $[2,10,16,22,24,26]$, and the papers $[13,19,29]$, and the references therein. Very recently, boundary value problems of fractional differential equations have received a considerable attention because they occur in the mathematical modeling of a variety of physical processes; see, for example, [ $3,4,8,9,14,28,31]$. In [11, 12], the authors give some existence and uniqueness results for some classes of implicit fractional order differential equations. In [23], the authors consider the existence of multiple positive solutions of systems of nonlinear Caputo's fractional differential equations with general separated boundary conditions.

Motivated by the works mentioned above, in this paper we present some existence and uniqueness results for a class of boundary value problems for implicit fractional differential equations. The present paper is organized as follows. In Section 2, some notations are introduced and we recall some preliminaries about fractional calculus and auxiliary results. In Section 3, two results for the problem (1)-(3) are presented: the first one is based on the Banach contraction principle, and the second one on Schaefer's fixed point theorem. In Section 4, we present Ulam-Hyers stability result for the problem (1)-(2). Finally, in the last Section, we give two examples to illustrate the applicability of our main results.

## 2. Preliminaries

In this section, we introduce notations, definitions, and preliminary facts which are used throughout this paper. Let $T>0, J=[0, T]$. By $C(J, \mathbb{R})$ we denote the Banach space of continuous functions from $J$ into $\mathbb{R}$ with the norm

$$
\|y\|_{\infty}=\sup \{|y(t)|: t \in J\}
$$

$L^{1}(J, \mathbb{R})$ is the space of Lebesgue-integrable functions $w: J \rightarrow \mathbb{R}$ with the norm

$$
\begin{gathered}
\|w\|_{1}=\int_{0}^{T}|w(s)| d s \\
A C^{n}(J)=\left\{h: J \rightarrow \mathbb{R}: h, h^{\prime}, \ldots h^{(n-1)} \in C(J, \mathbb{R}) \text { and } h^{(n-1)} \text { is absolutely continuous }\right\} .
\end{gathered}
$$

In what follows, $\alpha>0$. Consider the set of functions

$$
\begin{aligned}
& P C(J, \mathbb{R})=\left\{y: J \rightarrow \mathbb{R}: y \in C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right), k=0, \ldots, m\right. \\
&\text { and there exist } \left.y\left(t_{k}^{-}\right) \text {and } y\left(t_{k}^{+}\right), k=1, \ldots, m \text { with } y\left(t_{k}^{-}\right)=y\left(t_{k}\right)\right\} .
\end{aligned}
$$

$P C(J, \mathbb{R})$ is a Banach space with the norm

$$
\|y\|_{P C}=\sup _{t \in J}|y(t)| .
$$

Let $J_{0}=\left[t_{0}, t_{1}\right]$ and $J_{k}=\left(t_{k}, t_{k+1}\right]$ where $k=1, \ldots, m$.
Definition 2.1 ([21, 25]). The fractional (arbitrary) order integral of the function $h \in L^{1}\left([0, T], \mathbb{R}_{+}\right)$ of order $\alpha \in \mathbb{R}_{+}$is defined by

$$
I^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h(s) d s
$$

where $\Gamma$ is the Euler's gamma function defined by $\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} d t, \alpha>0$.
Definition 2.2 ([21, 25]). For a function $h \in A C^{n}(J)$, the Caputo's fractional-order derivative of order $\alpha$ is defined by

$$
\left({ }^{c} D_{0}^{\alpha} h\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{n-\alpha-1} h^{(n)}(s) d s
$$

where $n=[\alpha]+1$ and $[\alpha]$ denotes the integer part of the real number $\alpha$.
Lemma 2.3 ([21, 25]). Let $\alpha \geq 0$ and $n=[\alpha]+1$. Then

$$
I^{\alpha}\left({ }^{c} D_{0}^{\alpha} f(t)\right)=f(t)-\sum_{k=0}^{n-1} \frac{f^{k}(0)}{k!} t^{k}
$$

Lemma 2.4 ([21]). Let $\alpha>0$. Then the differential equation

$$
{ }^{c} D_{0}^{\alpha} k(t)=0
$$

has solutions $k(t)=c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}, c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1, n=[\alpha]+1$.
Lemma 2.5 ([21]). Let $\alpha>0$. Then

$$
I^{\alpha c} D_{0}^{\alpha} k(t)=k(t)+c_{0}+c_{1} t+c_{2} t^{2}+\cdots+c_{n-1} t^{n-1}
$$

for some $c_{i} \in \mathbb{R}, i=0,1,2, \ldots, n-1, n=[\alpha]+1$.
D. Bainov and S. Hristova [5] introduced the following integral inequality of Gronwall type for piecewise continuous functions which can be used in the sequel.
Lemma 2.6. Let for $t \geq t_{0} \geq 0$ the inequality

$$
x(t) \leq a(t)+\int_{t_{0}}^{t} g(t, s) x(s) d s+\sum_{t_{0}<t_{k}<t} \beta_{k}(t) x\left(t_{k}\right)
$$

holds, where $\beta_{k}(t)(k \in \mathbb{N})$ are nondecreasing functions for $t \geq t_{0}, a \in P C\left(\left[t_{0}, \infty\right), \mathbb{R}_{+}\right)$, a is nondecreasing and $g(t, s)$ is a continuous nonnegative function for $t, s \geq t_{0}$ and nondecreasing with respect to $t$ for any fixed $s \geq t_{0}$. Then, for $t \geq t_{0}$, the following inequality is valid:

$$
x(t) \leq a(t) \prod_{t_{0}<t_{k}<t}\left(1+\beta_{k}(t)\right) \exp \left(\int_{t_{0}}^{t} g(t, s) d s\right)
$$

Definition 2.7. A function $y \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ is said to be a solution of (1)-(3) if $y$ satisfies the equation ${ }^{c} D_{t_{k}}^{\alpha} y(t)=f\left(t, y(t),{ }^{c} D_{t_{k}}^{\alpha} y(t)\right)$ on $J_{k}$ and the conditions

$$
\begin{gathered}
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m \\
a y(0)+b y(T)=c
\end{gathered}
$$

Here, we adopt the concepts from Wang et al. [30] and introduce Ulam's type stability concepts for the problem (1)-(3). Let $z \in P C(J, \mathbb{R}), \varepsilon>0, \psi>0$, and $\varphi \in P C\left(J, \mathbb{R}_{+}\right)$be nondecreasing. We consider the set of inequalities

$$
\begin{align*}
& \begin{cases}\left|{ }^{c} D^{\alpha} z(t)-f\left(t, z(t),{ }^{c} D^{\alpha} z(t)\right)\right| \leq \varepsilon, & t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m \\
\left|\Delta y\left(t_{k}\right)-I_{k}\left(y\left(t_{k}^{-}\right)\right)\right| \leq \varepsilon, & k=1, \ldots, m,\end{cases}  \tag{4}\\
& \begin{cases}\left|{ }^{c} D^{\alpha} z(t)-f\left(t, z(t),{ }^{c} D^{\alpha} z(t)\right)\right| \leq \varphi(t), & t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m \\
\left|\Delta y\left(t_{k}\right)-I_{k}\left(y\left(t_{k}^{-}\right)\right)\right| \leq \psi, & k=1, \ldots, m,\end{cases} \tag{5}
\end{align*}
$$

and

$$
\begin{cases}\left|{ }^{c} D^{\alpha} z(t)-f\left(t, z(t),{ }^{c} D^{\alpha} z(t)\right)\right| \leq \varepsilon \varphi(t), & t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m  \tag{6}\\ \left|\Delta y\left(t_{k}\right)-I_{k}\left(y\left(t_{k}^{-}\right)\right)\right| \leq \varepsilon \psi, & k=1, \ldots, m\end{cases}
$$

Definition 2.8. The problem (1)-(3) is Ulam-Hyers stable if there exists a real number $c_{f, m}>0$ such that for each $\varepsilon>0$ and for each solution $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ of (4) there exists a solution $y$ of the problem (1)-(3) with

$$
|z(t)-y(t)| \leq c_{f, m} \varepsilon, \quad t \in J .
$$

Definition 2.9. The problem (1)-(3) is generalized Ulam-Hyers stable if there exists $\theta_{f, m} \in$ $C\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right), \theta_{f, m}(0)=0$ such that for each solution $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ of (4) there exists a solution $y$ of the problem (1)-(3) with

$$
|z(t)-y(t)| \leq \theta_{f, m}(\varepsilon), \quad t \in J .
$$

Definition 2.10. The problem (1)-(3) is Ulam-Hyers-Rassias stable with respect to $(\varphi, \psi)$ if there exists $c_{f, m, \varphi}>0$ such that for each $\varepsilon>0$ and for each solution $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ of (6) there exists a solution $y$ of the problem (1)-(3) with

$$
|z(t)-y(t)| \leq c_{f, m, \varphi} \varepsilon(\varphi(t)+\psi), \quad t \in J
$$

Definition 2.11. The problem (1)-(3) is generalized Ulam-Hyers-Rassias stable with respect to $(\varphi, \psi)$ if there exists $c_{f, m, \varphi}>0$ such that for each solution $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ of (5) there exists a solution $y$ of the problem (1)-(3) with

$$
|z(t)-y(t)| \leq c_{f, m, \varphi}(\varphi(t)+\psi), \quad t \in J
$$

Remark 2.12. It is clear that:
(i) Definition 2.8 implies Definition 2.9;
(ii) Definition 2.10 implies Definition 2.11;
(iii) Definition 2.10 for $\varphi(t)=\psi=1$ implies Definition 2.8.

Remark 2.13. A function $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ is a solution of (6) if and only if there are $\sigma \in$ $P C(J, \mathbb{R})$ and a sequence $\sigma_{k}, k=1, \ldots, m$ (which depend on $z$ ), such that
(i) $|\sigma(t)| \leq \varepsilon \varphi(t), t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m$, and $\left|\sigma_{k}\right| \leq \varepsilon \psi, k=1, \ldots, m$;
(ii) ${ }^{c} D^{\alpha} z(t)=f\left(t, z(t),{ }^{c} D^{\alpha} z(t)\right)+\sigma(t), t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m$;
(iii) $\Delta z\left(t_{k}\right)=I_{k}\left(z\left(t_{k}^{-}\right)\right)+\sigma_{k}, k=1, \ldots, m$.

One can have similar remarks for inequalities (4) and (5).
Theorem 2.14 ([18]) (Ascoli-Arzela theorem). Let $A \subset C(J, \mathbb{R})$. $A$ is relatively compact (i.e., $\bar{A}$ is compact) if:

1. $A$ is uniformly bounded, i.e., there exists $M>0$ such that

$$
|f(x)|<M \text { for every } f \in A \text { and } x \in J
$$

2. A is equicontinuous, i.e., for every $\varepsilon>0$, there exists $\delta>0$ such that for each $x, \bar{x} \in J$, $|x-\bar{x}| \leq \delta$ implies $|f(x)-f(\bar{x})| \leq \varepsilon$, for every $f \in A$.

Theorem 2.15 ([17]) (The Banach fixed point theorem). Let $C$ be a non-empty closed subset of $a$ Banach space $X$. Then any contraction mapping $T$ of $C$ into itself has a unique fixed point.

Theorem 2.16 ([17]) (The Schaefer's fixed point theorem). Let $X$ be a Banach space and $N: X \longrightarrow X$ be a completely continuous operator. If the set $\mathcal{E}=\{y \in X: y=\lambda N y$ for some $\lambda \in(0,1)\}$ is bounded, then $N$ has fixed points.

## 3. The Existence of Solutions

To prove the existence of solutions to (1)-(3), we need the following auxiliary Lemma.
Lemma 3.1. Let $0<\alpha \leq 1$ and let $\sigma: J \rightarrow \mathbb{R}$ be continuous. A function $y \in P C(J, \mathbb{R})$ is a solution of the fractional integral equation

$$
y(t)=\left\{\begin{array}{l}
\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} \sigma(s) d s-c\right] \\
+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sigma(s) d s, \text { if } t \in\left[0, t_{1}\right] \\
\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} \sigma(s) d s-c\right]  \tag{7}\\
\quad+\sum_{i=1}^{k} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s \\
+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} \sigma(s) d s, \quad \text { if } t \in\left(t_{k}, t_{k+1}\right]
\end{array}\right.
$$

where $k=1, \ldots, m$, if and only if $y \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ is a solution of the fractional BVP

$$
\begin{gather*}
{ }^{c} D^{\alpha} y(t)=\sigma(t), \quad t \in J_{k},  \tag{8}\\
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m,  \tag{9}\\
a y(0)+b y(T)=c . \tag{10}
\end{gather*}
$$

Proof. Assume that $y$ satisfies (8)-(10). If $t \in\left[0, t_{1}\right]$, then

$$
{ }^{c} D^{\alpha} y(t)=\sigma(t)
$$

By Lemma 2.5

$$
y(t)=c_{0}+I^{\alpha} \sigma(t)=c_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} \sigma(s) d s
$$

for $c_{0} \in \mathbb{R}$. If $t \in\left(t_{1}, t_{2}\right]$, then Lemma 2.5 implies

$$
\begin{aligned}
y(t) & =y\left(t_{1}^{+}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} \sigma(s) d s=\left.\Delta y\right|_{t=t_{1}}+y\left(t_{1}^{-}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} \sigma(s) d s \\
& =I_{1}\left(y\left(t_{1}^{-}\right)\right)+\left[c_{0}+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \sigma(s) d s\right]+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} \sigma(s) d s \\
& =c_{0}+I_{1}\left(y\left(t_{1}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}(t-s)^{\alpha-1} \sigma(s) d s .
\end{aligned}
$$

If $t \in\left(t_{2}, t_{3}\right]$, then from Lemma 2.5 we get

$$
\begin{aligned}
y(t)= & y\left(t_{2}^{+}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}(t-s)^{\alpha-1} \sigma(s) d s=\left.\Delta y\right|_{t=t_{2}}+y\left(t_{2}^{-}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}(t-s)^{\alpha-1} \sigma(s) d s \\
= & I_{2}\left(y\left(t_{2}^{-}\right)\right)+\left[c_{0}+I_{1}\left(y\left(t_{1}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} \sigma(s) d s\right] \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}(t-s)^{\alpha-1} \sigma(s) d s \\
= & c_{0}+\left[I_{1}\left(y\left(t_{1}^{-}\right)\right)+I_{2}\left(y\left(t_{2}^{-}\right)\right)\right]+\left[\frac{1}{\Gamma(\alpha)} \int_{0}^{t_{1}}\left(t_{1}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(t_{2}-s\right)^{\alpha-1} \sigma(s) d s\right] \\
& \quad+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}(t-s)^{\alpha-1} \sigma(s) d s .
\end{aligned}
$$

Repeating the process in this way, the solution $y(t)$ for $t \in\left(t_{k}, t_{k+1}\right]$, where $k=1, \ldots, m$, can be written as

$$
y(t)=c_{0}+\sum_{i=1}^{k} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} \sigma(s) d s
$$

Applying the boundary condition $a y(0)+b y(T)=c$ we get

$$
c=c_{0}(a+b)+b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} \sigma(s) d s
$$

Then

$$
c_{0}=\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} \sigma(s) d s-c\right]
$$

Thus, if $t \in\left(t_{k}, t_{k+1}\right]$, where $k=1, \ldots, m$, then

$$
\begin{aligned}
y(t) & =\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} \sigma(s) d s-c\right] \\
& +\sum_{i=1}^{k} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} \sigma(s) d s
\end{aligned}
$$

Conversely, assume that $y$ satisfies the impulsive fractional integral equation (7). If $t \in\left[0, t_{1}\right]$, then $a y(0)+b y(T)=c$ and, using the fact that ${ }^{c} D^{\alpha}$ is the left inverse of $I^{\alpha}$, we get

$$
{ }^{c} D^{\alpha} y(t)=\sigma(t) \text { for each } t \in\left[0, t_{1}\right]
$$

If $t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m$, using the fact that ${ }^{c} D^{\alpha} C=0$, where $C$ is a constant, we get

$$
{ }^{c} D^{\alpha} y(t)=\sigma(t) \text { for each } t \in\left(t_{k}, t_{k+1}\right] .
$$

Also, we can easily show that

$$
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m .
$$

We are now in a position to state and prove our existence result for the problem (1)-(3) based on the Banach fixed point theorem.

## Theorem 3.2. Assume

(H1) the function $f: J \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous;
(H2) there exist constants $K>0$ and $0<L<1$ such that

$$
|f(t, u, v)-f(t, \bar{u}, \bar{v})| \leq K|u-\bar{u}|+L|v-\bar{v}|
$$

for any $u, v, \bar{u}, \bar{v} \in \mathbb{R}$ and $t \in J ;$
(H3) there exists a constant $\tilde{l}>0$ such that

$$
\left|I_{k}(u)-I_{k}(\bar{u})\right| \leq \widetilde{l}|u-\bar{u}|
$$

for each $u, \bar{u} \in \mathbb{R}$ and $k=1, \ldots, m$.
If

$$
\begin{equation*}
\left(\frac{|b|}{|a+b|}+1\right)\left[m \widetilde{l}+\frac{(m+1) K T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right]<1 \tag{11}
\end{equation*}
$$

then there exists a unique solution for the BVP (1)-(3).
Proof. Transform the problem (1)-(3) into a fixed point problem. Consider the operator $N: P C(J, \mathbb{R}) \rightarrow$ $P C(J, \mathbb{R})$ defined by

$$
\begin{align*}
N(y)(t) & =\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} g(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} g(s) d s-c\right] \\
& +\frac{1}{\Gamma(\alpha)} \sum_{0<t_{k}<t_{t_{k-1}}} \int_{0}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1} g(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} g(s) d s+\sum_{0<t_{k}<t} I_{k}\left(y\left(t_{k}^{-}\right)\right), \tag{12}
\end{align*}
$$

where $g \in C(J, \mathbb{R})$ is such that

$$
g(t)=f(t, y(t), g(t))
$$

Clearly, the fixed points of operator $N$ are solutions of problem (1)-(3).
Let $u, w \in P C(J, \mathbb{R})$. Then for $t \in J$ we have

$$
\begin{aligned}
|N(u)(t)-N(w)(t)| \leq & \frac{|b|}{|a+b|}\left[\sum_{i=1}^{m}\left|I_{i}\left(u\left(t_{i}^{-}\right)\right)-I_{i}\left(w\left(t_{i}^{-}\right)\right)\right|\right. \\
+ & \left.\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}|g(s)-h(s)| d s+\frac{1}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1}|g(s)-h(s)| d s\right] \\
& +\frac{1}{\Gamma(\alpha)} \sum_{0<t_{k}<t_{t_{k-1}}} \int_{0}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1}|g(s)-h(s)| d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|g(s)-h(s)| d s+\sum_{0<t_{k}<t}\left|I_{k}\left(u\left(t_{k}^{-}\right)\right)-I_{k}\left(w\left(t_{k}^{-}\right)\right)\right|
\end{aligned}
$$

where $g, h \in C(J, \mathbb{R})$ are such that

$$
g(t)=f(t, u(t), g(t))
$$

and

$$
h(t)=f(t, w(t), h(t)) .
$$

By (H2), we have

$$
|g(t)-h(t)|=|f(t, u(t), g(t))-f(t, w(t), h(t))| \leq K|u(t)-w(t)|+L|g(t)-h(t)| .
$$

Then

$$
|g(t)-h(t)| \leq \frac{K}{1-L}|u(t)-w(t)|
$$

Therefore, for each $t \in J$,

$$
\begin{aligned}
& |N(u)(t)-N(w)(t)| \leq \frac{|b|}{|a+b|}\left[\sum_{k=1}^{m} \widetilde{l}\left|u\left(t_{k}^{-}\right)-w\left(t_{k}^{-}\right)\right|\right. \\
& \left.+\frac{K}{(1-L) \Gamma(\alpha)} \sum_{k=1_{t_{k-1}}}^{m} \int_{t_{k}}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1}|u(s)-w(s)| d s+\frac{K}{(1-L) \Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1}|u(s)-w(s)| d s\right] \\
& \quad+\frac{K}{(1-L) \Gamma(\alpha)} \sum_{k=1}^{m} \int_{t_{k-1}}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1}|u(s)-w(s)| d s \\
& \quad+\frac{K}{(1-L) \Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|u(s)-w(s)| d s+\sum_{k=1}^{m} \widetilde{l}\left|u\left(t_{k}^{-}\right)-w\left(t_{k}^{-}\right)\right| \\
& \quad \leq\left(\frac{|b|}{|a+b|}+1\right)\left[m \widetilde{l}+\frac{m K T^{\alpha}}{(1-L) \Gamma(\alpha+1)}+\frac{K T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right]\|u-w\|_{P C}
\end{aligned}
$$

Thus

$$
\|N(u)-N(w)\|_{P C} \leq\left(\frac{|b|}{|a+b|}+1\right)\left[m \widetilde{l}+\frac{(m+1) K T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right]\|u-w\|_{P C} .
$$

By (11), the operator $N$ is a contraction. Hence, by the Banach contraction principle, $N$ has a unique fixed point which is a unique solution of the problem (1)-(3).

Our second result is based on the Schaefer's fixed point theorem.
Theorem 3.3. Assume that (H1), (H2) and the following conditions are fulfilled:
(H4) there exist $p, q, r \in C\left(J, \mathbb{R}_{+}\right)$with $r^{*}=\sup _{t \in J} r(t)<1$ such that

$$
|f(t, u, w)| \leq p(t)+q(t)|u|+r(t)|w| \text { for } t \in J \text { and } u, w \in \mathbb{R}
$$

(H5) the functions $I_{k}: \mathbb{R} \rightarrow \mathbb{R}$ are continuous and there exist constants $M^{*}, N^{*}>0$ such that

$$
\left|I_{k}(u)\right| \leq M^{*}|u|+N^{*} \text { for each } u \in \mathbb{R}, \quad k=1, \ldots, m
$$

If

$$
\begin{equation*}
\left(\frac{|b|}{|a+b|}+1\right)\left(m M^{*}+\frac{(m+1) q^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right)<1 \tag{13}
\end{equation*}
$$

then the BVP (1)-(3) has at least one solution on $J$.
Proof. Let the operator $N$ be defined by (12). We shall use the Schaefer's fixed point theorem to prove that $N$ has a fixed point. The proof will be given in several steps.

Step 1: $N$ is continuous. Let $\left\{u_{n}\right\}$ be a sequence such that $u_{n} \rightarrow u$ in $P C(J, \mathbb{R})$. Then for each $t \in J$

$$
\begin{align*}
& \left|N\left(u_{n}\right)(t)-N(u)(t)\right| \leq \frac{|b|}{|a+b|}\left[\sum_{i=1}^{m}\left|I_{k}\left(u_{n}\left(t_{k}^{-}\right)\right)-I_{k}\left(u\left(t_{k}^{-}\right)\right)\right|\right. \\
& \left.+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}\left|g_{n}(s)-g(s)\right| d s+\frac{1}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1}\left|g_{n}(s)-g(s)\right| d s\right] \\
& \quad+\frac{1}{\Gamma(\alpha)} \sum_{0<t_{k}<t_{t_{k-1}}} \int_{0}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1}\left|g_{n}(s)-g(s)\right| d s \\
& \quad+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}\left|g_{n}(s)-g(s)\right| d s+\sum_{0<t_{k}<t}\left|I_{k}\left(u_{n}\left(t_{k}^{-}\right)\right)-I_{k}\left(u\left(t_{k}^{-}\right)\right)\right| \tag{14}
\end{align*}
$$

where $g_{n}, g \in C(J, \mathbb{R})$ are such that

$$
g_{n}(t)=f\left(t, u_{n}(t), g_{n}(t)\right)
$$

and

$$
g(t)=f(t, u(t), g(t))
$$

By (H2), we have

$$
\left|g_{n}(t)-g(t)\right|=\left|f\left(t, u_{n}(t), g_{n}(t)\right)-f(t, u(t), g(t))\right| \leq K\left|u_{n}(t)-u(t)\right|+L\left|g_{n}(t)-g(t)\right| .
$$

Then

$$
\left|g_{n}(t)-g(t)\right| \leq \frac{K}{1-L}\left|u_{n}(t)-u(t)\right|
$$

Since $u_{n} \rightarrow u$, we get $g_{n}(t) \rightarrow g(t)$ as $n \rightarrow \infty$ for each $t \in J$. Let $\eta>0$ be such that, for each $t \in J$, we have $\left|g_{n}(t)\right| \leq \eta$ and $|g(t)| \leq \eta$. Then we have

$$
(t-s)^{\alpha-1}\left|g_{n}(s)-g(s)\right| \leq(t-s)^{\alpha-1}\left[\left|g_{n}(s)\right|+|g(s)|\right] \leq 2 \eta(t-s)^{\alpha-1}
$$

and

$$
\left(t_{k}-s\right)^{\alpha-1}\left|g_{n}(s)-g(s)\right| \leq\left(t_{k}-s\right)^{\alpha-1}\left[\left|g_{n}(s)\right|+|g(s)|\right] \leq 2 \eta\left(t_{k}-s\right)^{\alpha-1}
$$

For each $t \in J$, the functions $s \rightarrow 2 \eta(t-s)^{\alpha-1}$ and $s \rightarrow 2 \eta\left(t_{k}-s\right)^{\alpha-1}$ are integrable on $[0, t]$, then the Lebesgue Dominated Convergence Theorem and (14) imply that

$$
\left|N\left(u_{n}\right)(t)-N(u)(t)\right| \longrightarrow 0 \text { as } n \rightarrow \infty
$$

and hence

$$
\left\|N\left(u_{n}\right)-N(u)\right\|_{P C} \longrightarrow 0 \text { as } n \rightarrow \infty
$$

Consequently, $N$ is continuous.
Step 2: $F$ maps bounded sets into bounded sets in $P C(J, \mathbb{R})$. Indeed, it is enough to show that for any $\eta^{*}>0$ there exists a positive constant $\ell$ such that for each $u \in B_{\eta^{*}}=\left\{u \in P C(J, \mathbb{R}):\|u\|_{P C} \leq\right.$ $\left.\eta^{*}\right\},\|N(u)\|_{P C} \leq \ell$. For each $t \in J$ we have

$$
\begin{align*}
N(u)(t) & =\frac{-1}{a+b}\left[b \sum_{i=1}^{m} I_{i}\left(u\left(t_{i}^{-}\right)\right)+\frac{b}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} g(s) d s+\frac{b}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} g(s) d s-c\right] \\
& +\frac{1}{\Gamma(\alpha)} \sum_{0<t_{k}<t_{t_{k-1}}} \int_{t_{k}}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1} g(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} g(s) d s+\sum_{0<t_{k}<t} I_{k}\left(u\left(t_{k}^{-}\right)\right), \tag{15}
\end{align*}
$$

where $g \in C(J, \mathbb{R})$ is such that

$$
g(t)=f(t, u(t), g(t))
$$

By (H4), for each $t \in J$ we have

$$
\begin{aligned}
|g(t)| & =|f(t, u(t), g(t))| \leq p(t)+q(t)|u(t)|+r(t)|g(t)| \\
& \leq p(t)+q(t) \eta^{*}+r(t)|g(t)| \leq p^{*}+q^{*} \eta^{*}+r^{*}|g(t)|
\end{aligned}
$$

where $p^{*}=\sup _{t \in J} p(t)$ and $q^{*}=\sup _{t \in J} q(t)$. Then

$$
|g(t)| \leq \frac{p^{*}+q^{*} \eta^{*}}{1-r^{*}}:=M
$$

Thus (15) implies

$$
\begin{aligned}
|N(u)(t)| \leq & \frac{|b|}{|a+b|}\left[m\left(M^{*}|u|+N^{*}\right)+\frac{m M T^{\alpha}}{\Gamma(\alpha+1)}+\frac{M T^{\alpha}}{\Gamma(\alpha+1)}\right] \\
& \quad+\frac{|c|}{|a+b|}+\frac{m M T^{\alpha}}{\Gamma(\alpha+1)}+\frac{M T^{\alpha}}{\Gamma(\alpha+1)}+m\left(M^{*}|u|+N^{*}\right) \\
\leq & \left(\frac{|b|}{|a+b|}+1\right)\left[m\left(M^{*}|u|+N^{*}\right)+\frac{(m+1) M T^{\alpha}}{\Gamma(\alpha+1)}\right]+\frac{|c|}{|a+b|}
\end{aligned}
$$

Therefore

$$
\|N(u)\|_{P C} \leq\left(\frac{|b|}{|a+b|}+1\right)\left[m\left(M^{*} \eta^{*}+N^{*}\right)+\frac{(m+1) M T^{\alpha}}{\Gamma(\alpha+1)}\right]+\frac{|c|}{|a+b|}:=\ell
$$

Step 3: $F$ maps bounded sets into equicontinuous sets of $P C(J, \mathbb{R})$. Let $\tau_{1}, \tau_{2} \in J, \tau_{1}<\tau_{2}, B_{\eta^{*}}$ be a bounded set of $P C(J, \mathbb{R})$ as in Step 2, and let $u \in B_{\eta^{*}}$. Then

$$
\begin{aligned}
\left|N(u)\left(\tau_{2}\right)-N(u)\left(\tau_{1}\right)\right| \leq & \frac{1}{\Gamma(\alpha)} \int_{0}^{\tau_{1}}\left|\left(\tau_{2}-s\right)^{\alpha-1}-\left(\tau_{1}-s\right)^{\alpha-1}\right||g(s)| d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left|\left(\tau_{2}-s\right)^{\alpha-1}\right||g(s)| d s+\sum_{0<t_{k}<\tau_{2}-\tau_{1}}\left|I_{k}\left(u\left(t_{k}^{-}\right)\right)\right| \\
\leq & \frac{M}{\Gamma(\alpha+1)}\left[2\left(\tau_{2}-\tau_{1}\right)^{\alpha}+\left(\tau_{2}^{\alpha}-\tau_{1}^{\alpha}\right)\right]+\left(\tau_{2}-\tau_{1}\right)\left(M^{*}|u|+N^{*}\right) \\
\leq & \frac{M}{\Gamma(\alpha+1)}\left[2\left(\tau_{2}-\tau_{1}\right)^{\alpha}+\left(\tau_{2}^{\alpha}-\tau_{1}^{\alpha}\right)\right]+\left(\tau_{2}-\tau_{1}\right)\left(M^{*} \eta^{*}+N^{*}\right)
\end{aligned}
$$

As $\tau_{1} \rightarrow \tau_{2}$, the right-hand side of the above inequality tends to zero. As a consequence of Steps 1 to 3, together with the Ascoli-Arzela theorem, we can conclude that $N: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ is completely continuous.

Step 4: A priori bounds. Now it remains to show that the set

$$
E=\{u \in P C(J, \mathbb{R}): u=\lambda N(u) \text { for some } 0<\lambda<1\}
$$

is bounded. Let $u \in E$, then $u=\lambda N(u)$ for some $0<\lambda<1$. Thus for each $t \in J$

$$
\begin{align*}
u(t) & =\frac{-1}{a+b}\left[b \lambda \sum_{i=1}^{m} I_{i}\left(u\left(t_{i}^{-}\right)\right)+\frac{b \lambda}{\Gamma(\alpha)} \sum_{i=1}^{m} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} g(s) d s+\frac{b \lambda}{\Gamma(\alpha)} \int_{t_{m}}^{T}(T-s)^{\alpha-1} g(s) d s-c \lambda\right] \\
& +\frac{\lambda}{\Gamma(\alpha)} \sum_{0<t_{k}<t_{t_{k-1}}} \int_{0}^{t_{k}}\left(t_{k}-s\right)^{\alpha-1} g(s) d s+\frac{\lambda}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} g(s) d s+\lambda \sum_{0<t_{k}<t} I_{k}\left(u\left(t_{k}^{-}\right)\right) \tag{16}
\end{align*}
$$

By (H4), for each $t \in J$ we have

$$
|g(t)|=|f(t, u(t), g(t))| \leq p(t)+q(t)|u(t)|+r(t)|g(t)| \leq p^{*}+q^{*}|u(t)|+r^{*}|g(t)|
$$

Thus

$$
|g(t)| \leq \frac{1}{1-r^{*}}\left(p^{*}+q^{*}|u(t)|\right) \leq \frac{1}{1-r^{*}}\left(p^{*}+q^{*}\|u\|_{P C}\right)
$$

This implies, by (16) and (H5), that for each $t \in J$

$$
\begin{aligned}
|u(t)| & \leq \frac{|b|}{|a+b|}\left[m\left(M^{*}\|u\|_{P C}+N^{*}\right)+\frac{m T^{\alpha}\left(p^{*}+q^{*}\|u\|_{P C}\right)}{\left(1-r^{*}\right) \Gamma(\alpha+1)}+\frac{T^{\alpha}\left(p^{*}+q^{*}\|u\|_{P C}\right)}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right] \\
& +\frac{|c|}{|a+b|}+\frac{m T^{\alpha}\left(p^{*}+q^{*}\|u\|_{P C}\right)}{\left(1-r^{*}\right) \Gamma(\alpha+1)}+\frac{T^{\alpha}\left(p^{*}+q^{*}\|u\|_{P C}\right)}{\left(1-r^{*}\right) \Gamma(\alpha+1)}+m\left(M^{*}\|u(t)\|_{P C}+N^{*}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\|u\|_{P C} \leq & \left(\frac{|b|}{|a+b|}+1\right)\left[m\left(M^{*}\|u(t)\|_{P C}+N^{*}\right)+\frac{(m+1)\left(p^{*}+q^{*}\|u\|_{P C}\right) T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right]+\frac{|c|}{|a+b|} \\
\leq & \left(\frac{|b|}{|a+b|}+1\right)\left(m N^{*}+\frac{(m+1) p^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right) \\
& \quad \frac{|c|}{|a+b|}+\left(\frac{|b|}{|a+b|}+1\right)\left(m M^{*}+\frac{(m+1) q^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right)\|u\|_{P C}
\end{aligned}
$$

Thus

$$
\begin{aligned}
{\left[1-\left(\frac{|b|}{|a+b|}\right.\right.} & \left.+1)\left(m M^{*}+\frac{(m+1) q^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right)\right]\|u\|_{P C} \\
& \leq\left(\frac{|b|}{|a+b|}+1\right)\left[\frac{|c|}{|a+b|}+m N^{*}+\frac{(m+1) p^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right]
\end{aligned}
$$

Finally, by (13), we obtain

$$
\|u\|_{P C} \leq \frac{\left(\frac{|b|}{|a+b|}+1\right)\left[m N^{*}+\frac{(m+1) p^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}+\frac{|c|}{|a+b|}\right]}{\left[1-\left(\frac{|b|}{|a+b|}+1\right)\left(m M^{*}+\frac{(m+1) q^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right)\right]}:=R .
$$

This shows that the set $E$ is bounded. As a consequence of the Schaefer's fixed point theorem, we deduce that $N$ has a fixed point which is a solution of the problem (1)-(3).

## 4. Ulam-Hyers Rassias Stability

Now, we state the following Ulam-Hyers-Rassias stable result.
Theorem 4.1. Assume that (H1)-(H3), (11) and the following condition are satisfied:
(H6) there exists a nondecreasing function $\varphi \in P C\left(J, \mathbb{R}_{+}\right)$and there exists $\lambda_{\varphi}>0$ such that for any $t \in J$ :

$$
I^{\alpha} \varphi(t) \leq \lambda_{\varphi} \varphi(t)
$$

Then the problem (1)-(2) is Ulam-Hyers-Rassias stable with respect to $(\varphi, \psi)$.
Proof. Let $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ be a solution of (6). Denote by $y$ the unique solution of the BVP

$$
\left\{\begin{array}{l}
{ }^{c} D_{t_{k}}^{\alpha} y(t)=f\left(t, y(t),{ }^{c} D_{t_{k}}^{\alpha} y(t)\right), \quad t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m \\
\Delta y\left(t_{k}\right)=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m \\
a y(0)+b y(T)=c \\
y(0)=z(0)
\end{array}\right.
$$

Using Lemma 3.1, for each $t \in\left(t_{k}, t_{k+1}\right]$ we obtain

$$
\begin{aligned}
y(t) & =y(0)+\sum_{i=1}^{k} I_{i}\left(y\left(t_{i}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} g(s) d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} g(s) d s, \quad t \in\left(t_{k}, t_{k+1}\right]
\end{aligned}
$$

where $g \in C(J, \mathbb{R})$ is such that

$$
g(t)=f(t, y(t), g(t))
$$

Since $z$ is a solution of (6), by Remark 2.13, we have

$$
\left\{\begin{array}{l}
{ }^{c} D_{t_{k}}^{\alpha} z(t)=f\left(t, z(t),{ }^{c} D_{t_{k}}^{\alpha} z(t)\right)+\sigma(t), \quad t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m  \tag{17}\\
\Delta z\left(t_{k}\right)=I_{k}\left(z\left(t_{k}^{-}\right)\right)+\sigma_{k}, \quad k=1, \ldots, m
\end{array}\right.
$$

Clearly, the solution of (17) is given by

$$
\begin{aligned}
z(t) & =z(0)+\sum_{i=1}^{k} I_{i}\left(z\left(t_{i}^{-}\right)\right)+\sum_{i=1}^{k} \sigma_{i}+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} h(s) d s \\
& +\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1} \sigma(s) d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} h(s) d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1} \sigma(s) d s, \quad t \in\left(t_{k}, t_{k+1}\right]
\end{aligned}
$$

where $h \in C(J, \mathbb{R})$ is such that

$$
h(t)=f(t, z(t), h(t))
$$

Hence for each $t \in\left(t_{k}, t_{k+1}\right]$ it follows that

$$
\begin{aligned}
|z(t)-y(t)| & \leq \sum_{i=1}^{k}\left|\sigma_{i}\right|+\sum_{i=1}^{k}\left|I_{i}\left(z\left(t_{i}^{-}\right)\right)-I_{i}\left(y\left(t_{i}^{-}\right)\right)\right| \\
& +\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}|h(s)-g(s)| d s+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}|\sigma(s)| d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|h(s)-g(s)| d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|\sigma(s)|
\end{aligned}
$$

Thus

$$
\begin{aligned}
|z(t)-y(t)| & \leq m \varepsilon \psi+(m+1) \varepsilon \lambda_{\varphi} \varphi(t)+\sum_{i=1}^{k} \widetilde{l}\left|z\left(t_{i}^{-}\right)-y\left(t_{i}^{-}\right)\right| \\
& +\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}|h(s)-g(s)| d s+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|h(s)-g(s)| d s
\end{aligned}
$$

By (H2), we get

$$
|h(t)-g(t)|=|f(t, z(t), h(t))-f(t, y(t), g(t))| \leq K|z(t)-y(t)|+L|g(t)-h(t)|
$$

Then

$$
|h(t)-g(t)| \leq \frac{K}{1-L}|z(t)-y(t)|
$$

Therefore, for each $t \in J$,

$$
\begin{aligned}
|z(t)-y(t)| & \leq m \varepsilon \psi+(m+1) \varepsilon \lambda_{\varphi} \varphi(t)+\sum_{i=1}^{k} \widetilde{l}\left|z\left(t_{i}^{-}\right)-y\left(t_{i}^{-}\right)\right| \\
& +\frac{K}{(1-L) \Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(t_{i}-s\right)^{\alpha-1}|z(s)-y(s)| d s \\
& +\frac{K}{(1-L) \Gamma(\alpha)} \int_{t_{k}}^{t}(t-s)^{\alpha-1}|z(s)-y(s)| d s
\end{aligned}
$$

Thus

$$
\begin{aligned}
|z(t)-y(t)| & \leq \sum_{i=1}^{k} \widetilde{l}\left|z\left(t_{i}^{-}\right)-y\left(t_{i}^{-}\right)\right|+\varepsilon(\psi+\varphi(t))\left(m+(m+1) \lambda_{\varphi}\right) \\
& +\frac{K(m+1)}{(1-L) \Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}|z(s)-y(s)| d s
\end{aligned}
$$

Applying Lemma 2.6, we get

$$
\begin{aligned}
|z(t)-y(t)| \leq \varepsilon(\psi+\varphi(t)) & \left(m+(m+1) \lambda_{\varphi}\right) \\
& \times\left[\prod_{0<t_{k}<t}(1+\widetilde{l}) \exp \left(\int_{0}^{t} \frac{K(m+1)}{(1-L) \Gamma(\alpha)}(t-s)^{\alpha-1} d s\right)\right] \leq c_{\varphi} \varepsilon(\psi+\varphi(t))
\end{aligned}
$$

where

$$
\begin{aligned}
c_{\varphi} & =\left(m+(m+1) \lambda_{\varphi}\right)\left[\prod_{k=1}^{m}(1+\widetilde{l}) \exp \left(\frac{K(m+1) T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right)\right] \\
& =\left(m+(m+1) \lambda_{\varphi}\right)\left[(1+\widetilde{l}) \exp \left(\frac{K(m+1) T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right)\right]^{m}
\end{aligned}
$$

Thus, the problem (1)-(2) is Ulam-Hyers-Rassias stable with respect to $(\varphi, \psi)$.
Next, we present the following Ulam-Hyers stability result.
Theorem 4.2. Assume that (H1)-(H3) and (11) are satisfied. Then the problem (1)-(2) is UlamHyers stable.

Proof. Let $z \in P C(J, \mathbb{R}) \cap A C\left(J_{k}\right)$ be a solution of (4). Denote by $y$ the unique solution of the BVP

$$
\left\{\begin{array}{l}
{ }^{c} D_{t_{k}}^{\alpha} y(t)=f\left(t, y(t),{ }^{c} D_{t_{k}}^{\alpha} y(t)\right), \quad t \in\left(t_{k}, t_{k+1}\right], \quad k=1, \ldots, m \\
\Delta y\left(t_{k}\right)=I_{k}\left(y\left(t_{k}^{-}\right)\right), \quad k=1, \ldots, m \\
a y(0)+b y(T)=c \\
y(0)=z(0)
\end{array}\right.
$$

Similarly as in the proof of Theorem 4.1 we get the inequality

$$
\begin{aligned}
|z(t)-y(t)| & \leq \sum_{i=1}^{k} \widetilde{l}\left|\left(z\left(t_{i}^{-}\right)\right)-\left(y\left(t_{i}^{-}\right)\right)\right| \\
& +m \varepsilon+\frac{T^{\alpha} \varepsilon(m+1)}{\Gamma(\alpha+1)}+\frac{K(m+1)}{(1-L) \Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1}|z(s)-y(s)| d s
\end{aligned}
$$

Applying Lemma 2.6, we obtain

$$
\begin{aligned}
|z(t)-y(t)| \leq \varepsilon & \left(\frac{m \Gamma(\alpha+1)+T^{\alpha}(m+1)}{\Gamma(\alpha+1)}\right) \\
& \times\left[\prod_{0<t_{k}<t}(1+\widetilde{l}) \exp \left(\int_{0}^{t} \frac{K(m+1)}{(1-L) \Gamma(\alpha)}(t-s)^{\alpha-1} d s\right)\right] \leq c_{\varphi} \varepsilon
\end{aligned}
$$

where

$$
\begin{aligned}
c_{\varphi} & =\left(\frac{m \Gamma(\alpha+1)+T^{\alpha}(m+1)}{\Gamma(\alpha+1)}\right)\left[\prod_{k=1}^{m}(1+\widetilde{l}) \exp \left(\frac{K(m+1) T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right)\right] \\
& =\left(\frac{m \Gamma(\alpha+1)+T^{\alpha}(m+1)}{\Gamma(\alpha+1)}\right)\left[(1+\widetilde{l}) \exp \left(\frac{K(m+1) T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right)\right]^{m}
\end{aligned}
$$

which completes the proof of the theorem.
Moreover, if we set $\gamma(\varepsilon)=c \varepsilon, \gamma(0)=0$, then the problem (1)-(2) is generalized Ulam-Hyers stable.
Remark 4.3. Our results for the boundary value problem (1)-(3) are appropriate for the following problems:

- Initial value problem: $a=1, b=0, c=0$.
- Terminal value Problem: $a=0, b=1, c$ is arbitrary.
- Anti-periodic problem: $a=1, b=1, c=0$.

However, our results are not applicable for the periodic problem, i.e., for $a=1, b=-1, c=0$.

## 5. Examples

Example 1. Consider the following impulsive boundary value problem:

$$
\begin{gather*}
{ }^{c} D_{t_{k}}^{\frac{1}{2}} y(t)=\frac{1}{5 e^{t+2}\left(1+|y(t)|+\left|{ }^{c} D_{t_{k}}^{\frac{1}{2}} y(t)\right|\right)} \text { for each } t \in J_{0} \cup J_{1},  \tag{18}\\
\left.\Delta y\right|_{t=\frac{1}{2}}=\frac{\left|y\left(\frac{1}{2}^{-}\right)\right|}{10+\left|y\left(\frac{1}{2}^{-}\right)\right|},  \tag{19}\\
2 y(0)-y(1)=3 \tag{20}
\end{gather*}
$$

where $J_{0}=\left[0, \frac{1}{2}\right], J_{1}=\left(\frac{1}{2}, 1\right], t_{0}=0$ and $t_{1}=\frac{1}{2}$. Set

$$
f(t, u, v)=\frac{1}{5 e^{t+2}(1+|u|+|v|)}, \quad t \in[0,1], \quad u, v \in \mathbb{R}
$$

Clearly, the function $f$ is jointly continuous.
For each $u, v, \bar{u}, \bar{v} \in \mathbb{R}$ and $t \in[0,1]$

$$
|f(t, u, v)-f(t, \bar{u}, \bar{v})| \leq \frac{1}{5 e^{2}}(|u-\bar{u}|+|v-\bar{v}|)
$$

Hence the condition (H2) is satisfied with $K=L=\frac{1}{5 e^{2}}$.
Let

$$
I_{1}(u)=\frac{u}{10+u}, \quad u \in[0, \infty)
$$

Let $u, v \in[0, \infty)$. Then we have

$$
\left|I_{1}(u)-I_{1}(v)\right|=\left|\frac{u}{10+u}-\frac{v}{10+v}\right|=\frac{10|u-v|}{(10+u)(10+v)} \leq \frac{1}{10}|u-v| .
$$

Thus the condition

$$
\left(\frac{|b|}{|a+b|}+1\right)\left[m \tilde{l}+\frac{(m+1) K T^{\alpha}}{(1-L) \Gamma(\alpha+1)}\right]=2\left[\frac{1}{10}+\frac{\frac{2}{5 e^{2}}}{\left(1-\frac{1}{5 e^{2}}\right) \Gamma\left(\frac{3}{2}\right)}\right]=2\left[\frac{4}{\left(5 e^{2}-1\right) \sqrt{\pi}}+\frac{1}{10}\right]<1
$$

is satisfied with $T=1, a=2, b=-1, c=3, m=1$ and $\tilde{l}=\frac{1}{10}$. From Theorem 3.2 it follows that the problem (18)-(20) has a unique solution on $J$.

Set for any $t \in[0,1], \varphi(t)=t, \psi=1$. Since

$$
I^{\frac{1}{2}} \varphi(t)=\frac{1}{\Gamma\left(\frac{1}{2}\right)} \int_{0}^{t}(t-s)^{\frac{1}{2}-1} s d s \leq \frac{2 t}{\sqrt{\pi}}
$$

the condition (H6) is satisfied with $\lambda_{\varphi}=\frac{2}{\sqrt{\pi}}$. From this it follows that the problem (18)-(19) is Ulam-Hyers-Rassias stable with respect to $(\varphi, \psi)$.
Example 2. Consider the following impulsive anti-periodic problem:

$$
\begin{gather*}
{ }^{c} D_{t_{k}}^{\frac{1}{2}} y(t)=\frac{2+|y(t)|+\left|{ }^{c} D_{t_{k}}^{\frac{1}{2}} y(t)\right|}{108 e^{t+3}\left(1+|y(t)|+\left|{ }^{c} D_{t_{k}}^{\frac{1}{2}} y(t)\right|\right)} \text { for each } t \in J_{0} \cup J_{1}  \tag{21}\\
\left.\Delta y\right|_{t=\frac{1}{3}}=\frac{\left|y\left(\frac{1}{3}^{-}\right)\right|}{6+\left|y\left(\frac{1}{3}^{-}\right)\right|}  \tag{22}\\
y(0)=-y(1) \tag{23}
\end{gather*}
$$

where $J_{0}=\left[0, \frac{1}{3}\right], J_{1}=\left(\frac{1}{3}, 1\right], t_{0}=0$, and $t_{1}=\frac{1}{3}$. Set

$$
f(t, u, v)=\frac{2+|u|+|v|}{108 e^{t+3}(1+|u|+|v|)}, \quad t \in[0,1], \quad u, v \in \mathbb{R}
$$

Clearly, the function $f$ is jointly continuous. For any $u, v, \bar{u}, \bar{v} \in \mathbb{R}$ and $t \in[0,1]$

$$
|f(t, u, v)-f(t, \bar{u}, \bar{v})| \leq \frac{1}{108 e^{3}}(|u-\bar{u}|+|v-\bar{v}|)
$$

Hence the condition (H2) is satisfied with $K=L=\frac{1}{108 e^{3}}$. For each $t \in[0,1]$ we have

$$
|f(t, u, v)| \leq \frac{1}{108 e^{t+3}}(2+|u|+|v|)
$$

Thus the condition (H4) is satisfied with $p(t)=\frac{1}{54 e^{t+3}}$ and $q(t)=r(t)=\frac{1}{108 e^{t+3}}$.
Let

$$
I_{1}(u)=\frac{u}{6+u}, \quad u \in[0, \infty)
$$

For each $u \in[0, \infty)$ we have

$$
\left|I_{1}(u)\right| \leq \frac{1}{6} u+1
$$

Thus the condition $(H 5)$ is satisfied with $M^{*}=\frac{1}{6}$ and $N^{*}=1$. Therefore the condition

$$
\left(\frac{|b|}{|a+b|}+1\right)\left(m M^{*}+\frac{(m+1) q^{*} T^{\alpha}}{\left(1-r^{*}\right) \Gamma(\alpha+1)}\right)=\frac{3}{2}\left(\frac{1}{6}+\frac{4}{\left(108 e^{3}-1\right) \sqrt{\pi}}\right)<1
$$

is satisfied with $T=1, a=1, b=1, c=0, m=1$ and $q^{*}(t)=r^{*}(t)=\frac{1}{108 e^{3}}$. From Theorem 3.3 it follows that the problem (21)-(23) has at least one solution on $J$.
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## 1. INTRODUCTION

We will study the finite difference method for a numerical solution of initial boundary value problem for a forced Burgers' equation

$$
\begin{gather*}
\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial x}-\nu \frac{\partial^{2} u}{\partial x^{2}}=f, \quad(x, t) \in Q  \tag{1.1}\\
u(0, t)=u(1, t)=0, \quad t \in[0, T), \quad u(x, 0)=\varphi(x), \quad x \in[0,1] \tag{1.2}
\end{gather*}
$$

where $Q=(0,1) \times(0, T)$, and parameter $\nu=$ const $>0$ defines the kinematic viscosity.
Assume that a solution of this problem belongs to the fractional-order Sobolev space $W_{2}^{k}(Q), k>2$, whose norms and seminorms we denote by $\|\cdot\|_{W_{2}^{k}(Q)}$ and $|\cdot|_{W_{2}^{k}(Q)}$, respectively.

Certain numerical methods (Galerkin, least squares, collocation, method of lines, finite differences, etc.) are devoted to problems posed for Burgers' equation (see, e.g., $[1,2,3,7,10,11,14,15,16,19]$ ). In some cases, the Hopf-Cole transformation [9, 13] is used before approximation in order to reduce Burgers' equation to a linear heat equation.
H. Sun and Z. Z. Sun [19] investigated a three-level difference scheme for the problem (1.1), (1.2) and ascertained a second-order convergence in the maximum-norm under the assumption that the exact solution belongs to $\mathcal{C}^{4,3}(\bar{Q})$.

In the present article, a three-level difference scheme is studied for the problem (1.1), (1.2). All the obtained algebraic equations are linear with respect to the values of an unknown function on the upper level. It is proved that the scheme is convergent at rate $O\left(\tau^{k-1}+h^{k-1}\right)$ when an exact solution belongs to the Sobolev space $W_{2}^{k}(Q), 2<k \leq 3$. The error estimate is derived by using the certain well-known techniques (see, e.g., $[18,4]$ ) that employ the generalized Bramble-Hilbert Lemma. For the upper layers, the difference equations are the same as in [19] and are obtained by using the well known approximations for derivatives. For the first layer, the difference equations are constructed with the help of approximation of $\partial(u)^{2} / \partial x$ by the way offered in $[5,6]$. In the case of sufficiently smooth solutions, they represent the second order approximations for obtaining additional initial data. At the same time, they represent approximation of the equation (1.1) to within the accuracy $O\left(\tau+h^{2}\right)$.

Despite the last circumstance, the order of convergence by discrete $L_{2}$-norm does not decrease and remains still second order on sufficiently smooth solutions. "The study of the local approximation is insufficient for determination of the order of the difference approximation and proper evaluation of the quality of a difference operator" (Samarskii [17, Chapter 2, Section 1.3, Example 1]).

## 2. A Finite Difference Scheme and Main Results

The finite domain $[0,1] \times[0, T]$ is divided into rectangle grids by the points $\left(x_{i}, t_{j}\right)=(i h, j \tau)$, $i=0,1, \ldots, n, j=0,1,2, \ldots, J$, where $h=1 / n$ and $\tau=T / J$ denote the spatial and temporal mesh sizes, respectively.

Let $\bar{\omega}=\left\{x_{i}: i=0,1, \ldots, n\right\}, \omega=\left\{x_{i}: i=1,2, \ldots, n-1\right\}, \omega^{+}=\left\{x_{i}: i=1,2, \ldots, n\right\}$.
The value of the mesh function $U$ at the node $\left(x_{i}, t_{j}\right)$ is denoted by $U_{i}^{j}$, that is, $U(i h, j \tau)=U_{i}^{j}$. For the sake of simplicity sometimes we will use notation without subscripts: $U_{i}^{j}=U, U_{i}^{j+1}=\widehat{U}$, $U_{i}^{j-1}=\check{U}$. Moreover, let

$$
\bar{U}^{0}=\frac{U^{1}+U^{0}}{2}, \quad \bar{U}^{j}=\frac{U^{j+1}+U^{j-1}}{2}, \quad j=1,2, \ldots
$$

We define the difference quotients in $x$ and $t$ directions as follows:

$$
\begin{aligned}
& \left(U_{i}\right)_{\bar{x}}=\frac{U_{i}-U_{i-1}}{h}, \quad\left(U_{i}\right)_{\stackrel{\circ}{ }}=\frac{1}{2 h}\left(U_{i+1}-U_{i-1}\right), \quad\left(U_{i}\right)_{\bar{x} x}=\frac{U_{i+1}-2 U_{i}+U_{i-1}}{h^{2}} \\
& \left(U^{j}\right)_{t}=\frac{U^{j+1}-U^{j}}{\tau}, \quad\left(U^{j}\right)_{\grave{t}}=\frac{U^{j+1}-U^{j-1}}{2 \tau}, \quad\left(U^{j}\right)_{\bar{t} t}=\frac{U^{j+1}-2 U^{j}+U^{j-1}}{\tau^{2}}
\end{aligned}
$$

Let $H_{0}$ be a set of functions defined on the mesh $\bar{\omega}$ and equal to zero at $x=0$ and $x=1$. On $H_{0}$ we define the following inner product and norm:

$$
(U, V)=\sum_{x \in \omega} h U(x) V(x), \quad\|U\|=(U, U)^{1 / 2}
$$

Let, moreover,

$$
\left.(U, V]=\sum_{x \in \omega^{+}} h U(x) V(x), \quad \| U\right] \mid=(U, U]^{1 / 2}
$$

We need the following averaging operators for the functions defined on $Q$ :

$$
\begin{gathered}
\widehat{\mathcal{S}} v:=\frac{1}{\tau} \int_{t}^{t+h} v(x, \xi) d \xi, \quad \stackrel{\circ}{\mathcal{S}} v:=\frac{1}{2 \tau} \int_{t-h}^{t+h} v(x, \xi) d \xi \\
\widehat{\mathcal{P}} v:=\frac{1}{h} \int_{x}^{x+h} v(\xi, t) d \xi, \quad \mathcal{P} v:=\frac{1}{h^{2}} \int_{x-h}^{x+h}(h-|x-\xi|) v(\xi, t) d \xi .
\end{gathered}
$$

Note that

$$
\stackrel{\circ}{\mathcal{S}} \frac{\partial v}{\partial t}=v_{\dot{\circ}}, \quad \widehat{\mathcal{S}} \frac{\partial v}{\partial t}=v_{t}, \quad \mathcal{P} \frac{\partial^{2} v}{\partial x^{2}}=v_{\bar{x} x}, \quad \mathcal{P} \frac{\partial v}{\partial x}=\widehat{\mathcal{P}} v_{\bar{x}}
$$

We approximate the problem (1.1), (1.2) by of the difference scheme:

$$
\begin{align*}
\mathcal{L} U_{i}^{j} & =F_{i}^{j}, \quad i=1,2, \ldots, n-1, \quad j=0,1, \ldots, J-1  \tag{2.1}\\
U_{0}^{j}=U_{n}^{j} & =0, \quad j=0,1, \ldots, J, \quad U_{i}^{0}=\varphi\left(x_{i}\right), \quad i=0,1, \ldots, n \tag{2.2}
\end{align*}
$$

where

$$
\begin{gathered}
\mathcal{L} U^{0}:=\left(U^{0}\right)_{t}+\frac{1}{3} \Lambda U^{0}-\nu\left(\bar{U}^{0}\right)_{\bar{x} x}, \\
\Lambda U^{0}:=U^{0}\left(\bar{U}^{0}\right)_{\grave{x}}+\left(U^{0} \bar{U}^{0}\right)_{\stackrel{\circ}{ }}, \quad F^{0}:=\mathcal{P} \bar{f}^{0}, \\
\mathcal{L} U^{j}:=\left(U^{j}\right)_{\dot{t}}+\frac{1}{3} \Lambda U^{j}-\nu\left(\bar{U}^{j}\right)_{\bar{x} x}, \quad j=1,2, \ldots, \\
\Lambda U^{j}=U^{j}\left(\bar{U}^{j}\right)_{\grave{x}}+\left(U^{j} \bar{U}^{j}\right)_{\stackrel{\rightharpoonup}{x}}, \quad F^{j}:=\mathcal{P} \bar{f}^{j} .
\end{gathered}
$$

Theorem 2.1. The finite difference scheme (2.1), (2.2) is uniquely solvable.
Proof. Note that

$$
\begin{equation*}
\left(Y V_{\stackrel{\circ}{x}}+(Y V)_{\stackrel{\circ}{x}}, V\right)=0, \text { if } V \in H_{0} \tag{2.3}
\end{equation*}
$$

Considering inner products $\left(\mathcal{L} U^{j}, \bar{U}^{j}\right)$ and $\left(\mathcal{L} U^{0}, \bar{U}^{0}\right)$, we obtain

$$
\begin{align*}
\left.\frac{1}{4 \tau}\left(\left\|U^{j+1}\right\|^{2}-\left\|U^{j-1}\right\|^{2}\right)+\nu \| \bar{U}_{\bar{x}}^{j}\right]\left.\right|^{2} & =\left(F^{j}, \bar{U}^{j}\right), j=1,2, \ldots,  \tag{2.4}\\
\left.\frac{1}{2 \tau}\left(\left\|U^{1}\right\|^{2}-\left\|U^{0}\right\|^{2}\right)+\nu \| \bar{U}_{\bar{x}}^{0}\right]\left.\right|^{2} & =\left(F^{0}, \bar{U}^{0}\right) \tag{2.5}
\end{align*}
$$

Summing up the equalities (2.4) with respect to $j$ from 1 to $k$, we get

$$
\begin{equation*}
\left.\frac{1}{2 \tau}\left(\left\|U^{k+1}\right\|^{2}+\left\|U^{k}\right\|^{2}-\left\|U^{1}\right\|^{2}-\left\|U^{0}\right\|^{2}\right)+2 \nu \sum_{j=1}^{k} \| \bar{U}_{\bar{x}}^{j}\right]\left.\right|^{2}=2 \sum_{j=1}^{k}\left(F^{j}, \bar{U}^{j}\right) \tag{2.6}
\end{equation*}
$$

Adding the equalities (2.5) and (2.6) gives

$$
\begin{equation*}
\left.\frac{1}{2 \tau}\left(\left\|U^{k+1}\right\|^{2}+\left\|U^{k}\right\|^{2}\right)+2 \nu \sum_{j=0}^{k} \sigma_{j} \| \bar{U}_{\bar{x}}^{j}\right]\left.\right|^{2}=\frac{1}{\tau}\left\|U^{0}\right\|^{2}+2 \sum_{j=0}^{k} \sigma_{j}\left(F^{j}, \bar{U}^{j}\right), \quad k=1,2, \ldots \tag{2.7}
\end{equation*}
$$

where $\sigma_{j}=1$ for $j \geq 1$ and $\sigma_{0}=1 / 2$.
If we rewrite the equality (2.5) in the form

$$
\begin{equation*}
\left.\frac{1}{2 \tau}\left(\left\|U^{1}\right\|^{2}+\left\|U^{0}\right\|^{2}\right)+\nu \| \bar{U}_{\bar{x}}^{0}\right]\left.\right|^{2}=\frac{1}{\tau}\left\|U^{0}\right\|^{2}+\left(F^{0}, \bar{U}^{0}\right) \tag{2.8}
\end{equation*}
$$

we will see that the equalities $(2.7),(2.8)$ can be written all in the same key

$$
\begin{equation*}
\left.\frac{1}{2}\left(\left\|U^{j+1}\right\|^{2}+\left\|U^{j}\right\|^{2}\right)+2 \nu \tau \sum_{k=0}^{j} \sigma_{k} \| \bar{U}_{\bar{x}}^{k}\right]\left.\right|^{2}=\|\varphi\|^{2}+2 \tau \sum_{k=0}^{j} \sigma_{k}\left(F^{j}, \bar{U}^{j}\right), \quad j=0,1,2, \ldots \tag{2.9}
\end{equation*}
$$

Since the difference scheme (2.1), (2.2) is linear on each new level with respect to the unknown values, its unique solvability follows directly from (2.9).

Remark. Let the external source $f(x, t)$ be equal to 0 . Then we rewrite (2.9) as

$$
E\left(U^{j}\right)+\nu \sum_{k=0}^{j} \sigma_{k} \tau\left\|\bar{U}_{\bar{x}}^{k}\right\|^{2}=0.5\|\varphi\|^{2}, \quad j=0,1, \ldots
$$

The left-hand side of this equality is the energy of the system at time $t=t_{j}$. As we see, the difference scheme is energy conservative and, besides, kinetic energy

$$
E\left(U^{j}\right):=\frac{\left\|U^{j+1}\right\|^{2}+\left\|U^{j}\right\|^{2}}{4}
$$

is monotonically decreasing, i.e.,

$$
E\left(U^{j+1}\right) \leq E\left(U^{j}\right) \text { for } j \geq 0
$$

Theorem 2.2. Let the exact solution of the initial boundary value problem (1.1), (1.2) belong to $W_{2}^{k}(Q), 2<k \leq 3$. Then the convergence rate of the finite difference scheme (2.1), (2.2) is determined by the estimate

$$
\left\|U^{j}-u^{j}\right\| \leq c\left(\tau^{k-1}+h^{k-1}\right)\|u\|_{W_{2}^{k}(Q)}
$$

where $c=c(u)$ denotes the positive constant, independent of $h$ and $\tau$.
The correctness of Theorem 2.2 follows from the consequence of Lemmas 3.1, 4.2 and 4.4, proved in the next sections.

## 3. A Priori Estimate of Discretization Error

Let $Z:=U-u$, where $u$ is an exact solution of the problem (1.1), (1.2), and $U$ is a solution of the finite difference scheme (2.1), (2.2). Substituting $U=Z+u$ into (2.1), (2.2), we obtain

$$
\begin{align*}
& Z_{o}^{j}-\nu \bar{Z}_{\bar{x} x}^{j}=-\frac{1}{3}\left(\Lambda U^{j}-\Lambda u^{j}\right)+\Psi^{j}  \tag{3.1}\\
& Z_{t}^{0}-\nu \bar{Z}_{\bar{x} x}^{0}=-\frac{1}{3}\left(\Lambda U^{0}-\Lambda u^{0}\right)+\Psi^{0}  \tag{3.2}\\
& Z^{0}=0, \quad Z_{0}^{j}=Z_{n}^{j}=0, \quad j=0,1,2, \ldots \tag{3.3}
\end{align*}
$$

where $\Psi^{j}:=F^{j}-\mathcal{L} u^{j}$.
Denote

$$
B_{j}:=\left\|Z^{j}\right\|^{2}+\left\|Z^{j-1}\right\|^{2}, \quad j=1,2, \ldots
$$

Lemma 3.1. For a solution of the problem (3.1)-(3.3), the relations

$$
\begin{align*}
B_{1} & \leq\left\|\tau \Psi^{0}\right\|^{2},  \tag{3.4}\\
B_{j+1} & \leq c_{1} B_{1}+c_{2} \tau \sum_{k=1}^{j}\left\|\Psi^{k}\right\|^{2}, \quad j=1,2, \ldots, \tag{3.5}
\end{align*}
$$

are valid, where

$$
c_{1}=\exp \left(\frac{T c_{*}^{2}}{3 \nu}\right), \quad c_{2}=\frac{c_{1}}{2 \nu}, \quad c_{*}=\|u\|_{\mathcal{C}^{1}(\bar{Q})} .
$$

Proof. Multiplying (3.2) by $\bar{Z}^{0}$, we obtain

$$
\left(Z_{t}^{0}, \bar{Z}^{0}\right)+\nu\left(\bar{Z}_{\bar{x}}^{0}, \bar{Z}_{\bar{x}}^{0}\right)=-\frac{1}{3}\left(\Lambda U^{0}-\Lambda u^{0}, \bar{Z}^{0}\right)+\left(\Psi^{0}, \bar{Z}^{0}\right)
$$

Taking into account $U^{0}=u^{0}$ we have

$$
\Lambda U^{0}-\Lambda u^{0}=u^{0} \bar{Z}_{\grave{x}}^{0}+\left(u^{0} \bar{Z}^{0}\right)_{\stackrel{x}{x}},
$$

therefore due to (2.3)

$$
\left(\Lambda U^{0}-\Lambda u^{0}, \bar{Z}^{0}\right)=0
$$

and we get

$$
\left(Z_{t}^{0}, \bar{Z}^{0}\right)+\nu\left(\bar{Z}_{\bar{x}}^{0}, \bar{Z}_{\bar{x}}^{0}\right)=\left(\Psi^{0}, \bar{Z}^{0}\right)
$$

From this, via $Z^{0}=0$, we see that

$$
\frac{1}{2 \tau}\left\|Z^{1}\right\|^{2}+\frac{\nu}{4}\left\|Z_{\bar{x}}^{1}\right\|^{2}=\frac{1}{2}\left(\Psi^{0}, Z^{1}\right)
$$

or

$$
\left\|Z^{1}\right\|^{2}+\frac{\nu \tau}{2}\left\|Z_{\bar{x}}^{1}\right\|^{2}=\left(\tau \Psi^{0}, Z^{1}\right)
$$

where

$$
\left\|Z^{1}\right\|^{2}+\frac{\nu \tau}{2}\left\|Z_{\bar{x}}^{1}\right\|^{2} \leq \frac{1}{4}\left\|\tau \Psi^{0}\right\|^{2}+\left\|Z^{1}\right\|^{2}
$$

and

$$
\left\|Z_{\bar{x}}^{1}\right\|^{2} \leq \frac{\tau}{2 \nu}\left\|\Psi^{0}\right\|^{2}
$$

and also

$$
\left\|Z^{1}\right\|^{2} \leq\left\|\tau \Psi^{0}\right\|\left\|Z^{1}\right\|
$$

and

$$
\left\|Z^{1}\right\| \leq\left\|\tau \Psi^{0}\right\|
$$

On the basis of the above consideration, we come to the conclusion that (3.4) is true.
Now, let us multiply (3.1) by $\bar{Z}^{j}$ scalarly:

$$
\begin{equation*}
\left.\frac{1}{4 \tau}\left(\left\|Z^{j+1}\right\|^{2}-\left\|Z^{j-1}\right\|^{2}\right)+\nu \| \bar{Z}_{\bar{x}}^{j}\right]\left.\right|^{2}=-\frac{1}{3}\left(\Lambda U^{j}-\Lambda u^{j}, \bar{Z}^{j}\right)+\left(\Psi^{j}, \bar{Z}^{j}\right), \quad j=1,2, \ldots \tag{3.6}
\end{equation*}
$$

Noticing in the right-hand side of (3.6) that

$$
\Lambda U^{j}-\Lambda u^{j}=\left(U^{j} \bar{Z}_{\stackrel{x}{x}}^{j}+\left(U^{j} \bar{Z}^{j}\right)_{\stackrel{\circ}{x}}\right)+\left(Z^{j} \bar{U}_{\stackrel{x}{j}}^{j}+\left(Z^{j} \bar{U}^{j}\right)_{\stackrel{\circ}{x}}\right),
$$

and taking into account (2.3), we obtain

$$
\left(\Lambda U^{j}-\Lambda u^{j}, \bar{Z}^{j}\right)=\left(Z^{j} \bar{u}_{\stackrel{x}{j}}^{j}+\left(Z^{j} \bar{u}^{j}\right)_{\stackrel{\rightharpoonup}{x}}, \bar{Z}^{j}\right)=\left(Z^{j} \bar{u}_{\stackrel{x}{j}}^{j}, \bar{Z}^{j}\right)-\left(Z^{j} \bar{u}^{j}, \bar{Z}_{\stackrel{x}{j}}^{j}\right)=\left(Z^{j} \bar{Z}^{j}, \bar{u}_{\stackrel{x}{j}}^{j}\right)-\left(Z^{j} \bar{Z}_{\stackrel{x}{j}}^{j}, \bar{u}^{j}\right)
$$

Applying here the Cauchy-Bunyakovsky inequality, the $\varepsilon$-inequality, and finally the Friedrichs' inequality

$$
\left.\|V\|^{2} \leq \frac{1}{8} \| V_{\bar{x}}\right]\left.\right|^{2}
$$

we obtain

$$
\begin{align*}
& \left.\left|\left(\Lambda U^{j}-\Lambda u^{j}, \bar{Z}^{j}\right)\right| \leq c_{*}\left(\left\|Z^{j}\right\|\left\|\bar{Z}^{j}\right\|+\left\|Z^{j}\right\| \| \bar{Z}_{\bar{x}}^{j}\right] \mid\right) \\
& \left.\left.\quad \leq c_{*}\left(\frac{\varepsilon}{2}\left\|Z^{j}\right\|^{2}+\frac{1}{2 \varepsilon}\left\|\bar{Z}^{j}\right\|^{2}+\frac{\varepsilon}{2}\left\|Z^{j}\right\|^{2}+\frac{1}{2 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]^{2}\right) \leq\left. c_{*}\left(\varepsilon\left\|Z^{j}\right\|^{2}+\frac{9}{16 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]\right|^{2}\right) . \tag{3.7}
\end{align*}
$$

Now, let us estimate the second term in the right-hand side of (3.6)

$$
\begin{equation*}
\left.\left|\left(\Psi^{j}, \bar{Z}^{j}\right)\right| \leq\left\|\Psi^{j}\right\|\left\|\bar{Z}^{j}\right\| \leq \frac{\varepsilon}{2 c_{*}}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}}{2 \varepsilon}\left\|\bar{Z}^{j}\right\|^{2} \leq \frac{\varepsilon}{2 c_{*}}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}}{16 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]\left.\right|^{2} \tag{3.8}
\end{equation*}
$$

After substituting (3.7) and (3.8) in (3.6), we arrive at

$$
\begin{aligned}
\left.\frac{1}{4 \tau}\left(\left\|Z^{j+1}\right\|^{2}-\left\|Z^{j-1}\right\|^{2}\right)+\nu \| \bar{Z}_{\bar{x}}^{j}\right]\left.\right|^{2} & \left.\left.\leq\left. c_{*}\left(\frac{\varepsilon}{3}\left\|Z^{j}\right\|^{2}+\frac{3}{16 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]\right|^{2}\right)+\frac{\varepsilon}{2 c_{*}}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}}{16 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]\left.\right|^{2} \\
& \left.\leq \frac{\varepsilon c_{*}}{3}\left\|Z^{j}\right\|^{2}+\frac{\varepsilon}{2 c_{*}}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}}{4 \varepsilon} \| \bar{Z}_{\bar{x}}^{j}\right]\left.\right|^{2}
\end{aligned}
$$

Here choose $\varepsilon=\frac{c_{*}}{4 \nu}$. Then we obtain

$$
\frac{1}{4 \tau}\left(\left\|Z^{j+1}\right\|^{2}-\left\|Z^{j-1}\right\|^{2}\right) \leq \frac{1}{8 \nu}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}^{2}}{12 \nu}\left\|Z^{j}\right\|^{2}
$$

that is,

$$
\begin{equation*}
\left\|Z^{j+1}\right\|^{2}-\left\|Z^{j-1}\right\|^{2} \leq \frac{\tau}{2 \nu}\left\|\Psi^{j}\right\|^{2}+\frac{c_{*}^{2} \tau}{3 \nu}\left\|Z^{j}\right\|^{2}, \quad j=1,2, \ldots \tag{3.9}
\end{equation*}
$$

Suppose

$$
a:=\frac{c_{*}^{2}}{3 \nu}, \quad b:=\frac{1}{2 \nu} .
$$

From (3.9) we find

$$
B_{j+1} \leq(1+a \tau) B_{j}+b \tau\left\|\Psi^{j}\right\|^{2}, \quad j=1,2, \ldots
$$

whence

$$
\begin{equation*}
B_{j+1} \leq(1+a \tau)^{j} B_{1}+b \tau(1+a \tau)^{j-1} \sum_{k=1}^{j}\left\|\Psi^{k}\right\|^{2}, \quad j=1,2, \ldots \tag{3.10}
\end{equation*}
$$

Since $j \leq T / \tau$, we obtain

$$
(1+a \tau)^{j} \leq(1+a \tau)^{T / \tau} \leq \exp (T a),
$$

and on the basis of (3.10), the validity of (3.5) follows directly. Thus Lemma 3.1 is proved.

## 4. Estimation of the Truncation Error

In order to determine the rate of convergence of the finite difference scheme (2.1), (2.2) with the help of Lemma 3.1, it is sufficient to estimate a truncation error eventuated while replacing a differential equation by a difference scheme, $\Psi$. Towards this end, we will need the following result.
Lemma 4.1. Assume that the linear functional $l(u)$ is bounded in $W_{2}^{k}(E)$, where $k=\bar{k}+\epsilon, \bar{k}$ is an integer, $0<\epsilon \leq 1$, and $l(P)=0$ for every polynomial $P$ of degree $\bar{k}$ in two variables. Then, there exists a constant $c$, independent of $u$, such that $|l(u)| \leq c|u|_{W_{2}^{k}(E)}$.

This lemma is a particular case of the Dupont-Scott approximation theorem [12] and represents a generalization of the Bramble-Hilbert lemma [8] (see, e.g., [18, p. 29]).

Let us introduce the elementary rectangles $e=e(x, t)=\left\{(x, t):\left|x-x_{i}\right| \leq h,\left|t-t_{j}\right| \leq \tau\right\}$, $e_{0}=\left(x_{i-1}, x_{i+1}\right) \times(0, \tau), Q_{\tau}=(0,1) \times(0, \tau), Q_{j}=(0,1) \times\left(t_{j-1}, t_{j+1}\right)$.
Lemma 4.2. If a solution $u$ of the problem (1.1), (1.2) belongs to the Sobolev space $W_{2}^{k}(Q), 2<k \leq 3$, then for the truncation error $\Psi^{j}=F^{j}-\mathcal{L} u^{j}$ the estimate

$$
\left\|\Psi^{j}\right\|^{2} \leq c(\tau+h)^{2 k-3}\|u\|_{W_{2}^{k}\left(Q_{j}\right)}^{2}, \quad j \geq 1
$$

is true, where the constant $c>0$ does not depend on the mesh steps.
Proof. Apply operator $\mathcal{P}$ to the equation (1.1):

$$
\frac{1}{2} \mathcal{P}\left(\frac{\partial u^{j-1}}{\partial t}+\frac{\partial u^{j+1}}{\partial t}+\left(u \frac{\partial u}{\partial x}\right)^{j+1}+\left(u \frac{\partial u}{\partial x}\right)^{j-1}\right)-\frac{\nu}{2}\left(u^{j+1}+u^{j-1}\right)_{\bar{x} x}=F^{j}
$$

With the help of this equality, the expression $\Psi$ can be written in the form

$$
\Psi=\chi_{1}+\chi_{3}+\frac{1}{6} \chi_{4},
$$

where

$$
\begin{gathered}
\chi_{1}=\mathcal{P}\left(\frac{\partial \bar{u}}{\partial t}\right)+\stackrel{\circ}{\mathcal{S}}\left(\frac{\partial u}{\partial t}\right), \\
\chi_{2}:=\frac{1}{4} \mathcal{P}\left(\frac{\partial(\widehat{u})^{2}}{\partial x}+\frac{\partial(\breve{u})^{2}}{\partial x}\right)-\frac{1}{2}(u)_{\stackrel{\circ}{x}}^{2}, \quad \chi_{4}:=3(u)_{\stackrel{\circ}{x}}^{2}-2 \Lambda u .
\end{gathered}
$$

We assert that the following inequalities hold for $\alpha=1,2,3$ :

$$
\begin{equation*}
\left|\chi_{\alpha}\right| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(e)}, \quad 2<k \leq 3 . \tag{4.1}
\end{equation*}
$$

First of all, note that $\chi_{1}$, as a linear functional with respect to $u(x, t)$, vanishes on the polynomials of second degree and is bounded in $W_{2}^{k}, k>1$. Consequently, using Lemma 4.1 and the well known techniques from [18], we see that the estimate (4.1) for $\alpha=1$ is true.

Now, let us note that

$$
\chi_{2}=\chi_{2}(u)=\ell(v):=\frac{1}{2}\left(\widehat{\mathcal{P}} \dot{\mathcal{S}} v_{\bar{x}}-v_{\stackrel{\circ}{x}}\right), \quad v:=(u)^{2} .
$$

The linear functional $\ell(v)$ is bounded for $v \in W_{2}^{k}, k>2$, and vanishes on polynomials of second degree. For this functional the estimate

$$
\begin{equation*}
|\ell(v)| \leq c(\tau+h)^{k-2}\|v\|_{W_{2}^{k}(e)}, \quad 2<k \leq 3 \tag{4.2}
\end{equation*}
$$

is obtained.

Since Sobolev space $W_{2}^{k}(Q), k>1$, is an algebra with respect to a pointwise multiplication, consequently, $\|u u\|_{W_{2}^{k}(e)} \leq c\|u\|_{W_{2}^{k}(e)}, c=c(u)$. Therefore, (4.2) proves the validity of (4.1) in the case where $\alpha=2$.

We will present estimates $\chi_{3}$ in a more convenient form. We have

$$
\begin{aligned}
& \chi_{3}=3(u)_{\stackrel{\rightharpoonup}{x}}^{2}-u(\widehat{u}+\check{u})_{\grave{x}}-(u(\widehat{u}+\check{u}))_{\grave{x}} \\
& =3(u)_{\stackrel{\circ}{\circ}}^{2}-u(\widehat{u}-2 u+\check{u})_{\grave{x}}-(u(\widehat{u}-2 u+\check{u}))_{\stackrel{\circ}{x}}-2 u u_{\odot}-2(u u)_{\odot} \\
& =(u)_{\stackrel{x}{\circ}}^{2}-2 u u_{\odot}-\tau^{2} u u_{\bar{t} t \stackrel{\odot}{x}}-\tau^{2}\left(u u_{\bar{t} t}\right)_{\stackrel{\rightharpoonup}{x}},
\end{aligned}
$$

whence

$$
\begin{equation*}
\chi_{3}=h^{2} u_{\stackrel{x}{ }} u_{\bar{x} x}-\tau^{2} u u_{\bar{t} t \stackrel{\circ}{x}}-\tau^{2}\left(u u_{\bar{t} t}\right)_{\stackrel{x}{x}}:=\chi_{3}^{\prime}+\chi_{3}^{\prime \prime}+\chi_{3}^{\prime \prime \prime}, \tag{4.3}
\end{equation*}
$$

since

$$
(u)_{\stackrel{x}{x}}^{2}-2 u u_{\grave{x}}=u_{\stackrel{\circ}{x}}\left(u_{i+1}+u_{i-1}\right)-2 u u_{\grave{x}}=h^{2} u_{\grave{x}} u_{\bar{x} x} .
$$

When $u \in W_{2}^{k}(Q), 2<k \leq 3$, the terms in the right-hand side of (4.3) can be estimated as follows:

$$
\begin{gathered}
\left|\chi_{3}^{\prime}\right| \leq h^{2}\|u\|_{\mathcal{C}^{1}(\bar{Q})}\left|u_{\bar{x} x}\right| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{2}(e)} \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k-2}(e)}, \\
\left|\chi_{3}^{\prime \prime}\right| \leq \tau^{2}\|u\|_{\mathcal{C}^{1}(\bar{Q})}\left|u_{\bar{t} t \stackrel{x}{x}}\right| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k-2}(e)}, \\
\left.\left|\chi_{3}^{\prime \prime \prime}\right|=\tau^{2}\left|u_{i+1} u_{\bar{t} t+x}+u_{\grave{x}} u_{\bar{t} t, i-1}\right| \leq\|u\|_{\mathcal{C}^{1}(\bar{Q})}\left(\left|u_{\bar{t} t \bar{x}}\right|+\left|u_{\bar{t} t, i-1}\right|\right) \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k-2}(e)}\right)
\end{gathered}
$$

and therefore (4.1) is true for $\alpha=3$ also.
Finally, (4.1) yields

$$
\left\|\chi_{\alpha}\right\|^{2}=\sum_{x \in \omega} h\left|\chi_{\alpha}\right|^{2} \leq c(\tau+h)^{2 k-3}\|u\|_{W_{2}^{k}\left(Q_{j}\right)}^{2}, \quad \alpha=1,2,3,
$$

which completes the proof of Lemma 4.2.
Lemma 4.3. For any function $v \in W_{2}^{k}(Q), 1<k \leq 3$, the inequalities

$$
\begin{align*}
\left\|v_{\dot{x} t}^{0}\right\| & \leq c(\tau+h)^{k-3}\|v\|_{W_{2}^{k}(Q)}  \tag{4.4}\\
\left\|v \frac{1}{x}{ }_{x}\right\| & \leq c(\tau+h)^{k-3}\|v\|_{W_{2}^{k}(Q)} \tag{4.5}
\end{align*}
$$

are true.
Proof. $v_{i t}^{0}$ is bounded when $v \in W_{2}^{\lambda}(Q), \lambda>1$, and vanishes on the first degree polynomials. Therefore for $1<\lambda \leq 2$ we have

$$
\begin{gathered}
\left|v_{\dot{o} t}^{0}\right| \leq c(\tau+h)^{\lambda-3}\|v\|_{W_{2}^{\lambda}\left(e_{0}\right)}, \\
\left\|v_{\grave{x} \cdot}^{0}\right\|^{2}=\sum_{\omega} h\left|v_{\dot{x} t}^{0}\right|^{2} \leq c(\tau+h)^{2 \lambda-5}\|v\|_{W_{2}^{\lambda}\left(Q_{\tau}\right)}^{2},
\end{gathered}
$$

which confirms the validity of (4.4) in the case where $1<k \leq 2.5$. Further,

$$
\begin{gather*}
\left|v_{\dot{x} t}^{0}\right|=\frac{1}{2 \tau h}\left|\int_{0}^{\tau} \int_{x_{i-1}}^{x_{i+1}} \frac{\partial^{2} v}{\partial x \partial t} d x d t\right| \leq(2 \tau h)^{-1 / 2}\left\|\frac{\partial^{2} v}{\partial x \partial t}\right\|_{L_{2}\left(e_{0}\right)}, \\
\left\|v_{\dot{x}, 0}^{0}\right\| \leq c \tau^{-1 / 2}\left\|\frac{\partial^{2} v}{\partial x \partial t}\right\|_{L_{2}\left(Q_{\tau}\right)} \tag{4.6}
\end{gather*}
$$

In order to obtain the desired estimate, it is sufficient to use the inequality giving estimate of the $L_{2}$-norm of the function in the near-border stripe via its $W_{2}^{\lambda}$-norm in the domain (cf. [18, p. 161])

$$
\|v\|_{L_{2}\left(Q_{\tau}\right)} \leq c \tau^{1 / 2}\|v\|_{W_{2}^{\lambda}(Q)}, \quad 0.5<\lambda \leq 1
$$

This relation along with (4.6) confirms the validity of (4.4) for $2.5<k \leq 3$.
When $1<k \leq 2.5$, (4.5) can be proved similarly to the previous case. In the event of $2.5<k \leq 3$, we use the relation

$$
\left|u_{\bar{x} x}\right| \leq\left|\mathcal{P} \widehat{\mathcal{S}} \frac{\partial^{2} u}{\partial x^{2}}\right|+\left|(u-\widehat{\mathcal{S}})_{\bar{x} x}\right| .
$$

Here the first term in the right-hand side is estimated again analogously to the previous case, and for the second term Lemma 4.1 is used.

Lemma 4.4. If a solution $u$ of the problem (1.1), (1.2) belongs to the Sobolev space $W_{2}^{k}(Q), k>2$, then for the truncation error $\Psi^{0}=F^{0}-\mathcal{L} u^{0}$ the estimate

$$
\left\|\Psi^{0}\right\| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(Q)}^{2}, \quad 2<k \leq 3
$$

is true, where the constant $c>0$ does not depend on the mesh steps.
Proof. Apply operator $\mathcal{P}$ to the equation (1.1):

$$
F^{0}=\frac{1}{2} \mathcal{P}\left(f^{0}+f^{1}\right)=\frac{1}{2} \mathcal{P}\left(\frac{\partial u^{0}}{\partial t}+\frac{\partial u^{1}}{\partial t}\right)+\frac{1}{4} \mathcal{P}\left(\left.\frac{\partial(u)^{2}}{\partial x}\right|_{t=0}+\left.\frac{\partial(u)^{2}}{\partial x}\right|_{t=\tau}\right)-\nu \bar{u}_{\bar{x} x}
$$

Via this equality we rewrite $\Psi^{0}$ as

$$
\Psi^{0}=\zeta_{1}-\frac{1}{6} \zeta_{2}-\frac{1}{2} \zeta_{3}, \quad t=0
$$

where

$$
\begin{align*}
\zeta_{1} & :=\mathcal{P} \frac{\partial \bar{u}}{\partial t}-u_{t}^{0}, \quad \zeta_{2}:=2\left(u \bar{u}_{\stackrel{\rightharpoonup}{x}}+(u \bar{u})_{\stackrel{\circ}{x}}\right)-\frac{3}{2}\left((\widehat{u})^{2}+(u)^{2}\right)_{\stackrel{\circ}{x}} \\
\zeta_{3} & :=\frac{1}{2}\left((\widehat{u})^{2}+(u)^{2}\right)_{\stackrel{\rightharpoonup}{x}}-\frac{1}{2} \mathcal{P}\left(\left.\frac{\partial(u)^{2}}{\partial x}\right|_{t=0}+\left.\frac{\partial(u)^{2}}{\partial x}\right|_{t=\tau}\right) \tag{4.7}
\end{align*}
$$

We assert that the inequalities

$$
\begin{equation*}
\left\|\zeta_{\alpha}\right\| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(Q)}, \quad 2<k \leq 3 \tag{4.8}
\end{equation*}
$$

hold for $\alpha=1,2,3$.
Expression $\zeta_{1}$ can be estimated similarly to $\chi_{1}$.
Further, notice that

$$
\zeta_{3}=\zeta_{3}(u)=I(v):=\frac{1}{2}(\widehat{v}+v)_{\varnothing}-\frac{1}{2} \mathcal{P}\left(\frac{\partial \widehat{v}}{\partial x}+\frac{\partial v}{\partial x}\right), \quad v:=(u)^{2} .
$$

It is easy to verify that $I(v)$, as a linear functional with respect to $v$, vanishes on the polynomials of second degree and is bounded when $v \in W_{2}^{k}(Q), k>2$. For that functional we can derive the following estimate

$$
\|I(v)\| \leq c(\tau+h)^{k-2}\|v\|_{W_{2}^{k}(Q)}, \quad 2<k \leq 3
$$

The latter along with $\|u u\|_{W_{2}^{k}(Q)} \leq c\|u\|_{W_{2}^{k}(Q)}^{2}, k>1$, states the validity of (4.8) in the case $\alpha=3$, as well.

Now, let us pass to the estimation of $\zeta_{2}$. If we take into account that

$$
2 u \bar{u}_{\stackrel{ }{ }}=2 u u_{\odot}+\tau u u_{\odot t}, \quad 2 u u_{\grave{x}}=(u)_{\stackrel{\circ}{x}}^{2}-h^{2} u_{\grave{x}} u_{\bar{x} x},
$$

(4.7) will give

$$
\begin{aligned}
\zeta_{2} & =\tau u u_{\grave{x}}-h^{2} u_{\grave{x}} u_{\bar{x} x}+\frac{1}{2}\left(4 u \bar{u}-3(\widehat{u})^{2}-(u)^{2}\right)_{\grave{x}} \\
& =\tau u u_{\grave{x}}-h^{2} u_{\odot} u_{\bar{x} x}-\frac{1}{2}\left(2\left[(\widehat{u})^{2}-(u)^{2}\right]+\left[(\widehat{u})^{2}-2 \widehat{u} u+(u)^{2}\right]\right)_{\stackrel{\circ}{x}}
\end{aligned}
$$

or

$$
\begin{equation*}
\zeta_{2}=\tau u u_{\grave{\circ}}-h^{2} u_{\grave{x}} u_{\bar{x} x}-\tau(u)^{2}{ }_{x t}-\frac{\tau^{2}}{2}\left(u_{t}\right)_{\stackrel{\circ}{x}}^{2}:=\zeta_{2}^{\prime}+\zeta_{2}^{\prime \prime}+\zeta_{2}^{\prime \prime \prime}+\zeta_{2}^{\prime \prime \prime \prime} \tag{4.9}
\end{equation*}
$$

In the right-hand side of (4.9), the first and the second terms can be estimated by using Lemma 4.3:

$$
\begin{aligned}
\left\|\zeta_{2}^{\prime}\right\| \leq c \tau\|u\|_{\mathcal{C}(\bar{Q})}\left\|u_{\circ}\right\| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(Q)}, & 2<k \leq 3 \\
\left\|\zeta_{2}^{\prime \prime}\right\| \leq c h\|u\|_{\mathcal{C}(\bar{Q})}\left\|u_{\bar{x} x}\right\| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(Q)}, & 2<k \leq 3
\end{aligned}
$$

The term $\zeta_{2}^{\prime \prime \prime}$ can be estimated in a similar way, if we make replacement $(u)^{2}:=v$ in it.
Change the term $\zeta_{2}^{\prime \prime \prime \prime}$ as follows:

$$
\frac{\tau^{2}}{2}\left(u_{t}\right)_{\stackrel{\circ}{x}}^{2}=\frac{\tau^{2}}{2} \frac{\left(u_{t}\right)_{i+1}^{2}-\left(u_{t}\right)_{i-1}^{2}}{2 h}=\frac{\tau^{2}}{2} \frac{\left(u_{t, i+1}-u_{t, i-1}\right)\left(u_{t, i+1}+u_{t, i-1}\right)}{2 h}=\tau^{2} u_{\grave{x} t} \frac{u_{t, i+1}+u_{t, i-1}}{2}
$$

from which again via Lemma 4.3 we get

$$
\left\|\zeta_{2}^{\prime \prime \prime \prime}\right\| \leq c \tau\left|u_{\underset{x}{ } t}\right| \leq c(\tau+h)^{k-2}\|u\|_{W_{2}^{k}(Q)}, \quad 2<k \leq 3
$$

Finally, all of these estimates confirm the validity of (4.8) in the case $\alpha=2$.
The inequalities (4.8) prove Lemma 4.4.
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## 1. Introduction and Preliminaries

Consider the differential equation

$$
\begin{equation*}
y^{(n)}=\alpha_{0} p(t) y|\ln | y| |^{\sigma} \tag{1.1}
\end{equation*}
$$

where $\alpha_{0} \in\{-1,1\}, \sigma \in \mathbb{R}, p:[a, \omega[\rightarrow] 0,+\infty[$ is a continuous function, $-\infty<a<\omega \leq$ $+\infty^{1}$.

A solution $y$ of the equation (1.1) is called a $P_{\omega}\left(\lambda_{0}\right)$-solution, if it is defined on the interval $\left[t_{y}, \omega[\subset[a, \omega[\right.$, and satisfies the conditions:

$$
\lim _{t \uparrow \omega} y^{(k)}(t)=\left\{\begin{array}{ll}
\text { either } & 0,  \tag{1.2}\\
\text { or } & \pm \infty
\end{array} \quad(k=0,1, \ldots, n-1), \quad \lim _{t \uparrow \omega} \frac{\left(y^{(n-1)}(t)\right)^{2}}{y^{(n)}(t) y^{(n-2)}(t)}=\lambda_{0}\right.
$$

For each such solution, the representation $y(t)|\ln | y(t)\left|\left|=|y(t)|^{1+o(1)} \operatorname{sign} y(t)\right.\right.$ as $t \uparrow \omega$, holds. Therefore, when we study these solutions, the equation (1.1) is asymptotically close to linear differential equations

$$
\begin{equation*}
y^{(n)}=\alpha_{0} p(t) y \tag{1.3}
\end{equation*}
$$

such asymptotic behavior of solutions has been studied extensively (see, e.g., [9, Chapter 1]).
For $n=2$ and any $\sigma \in \mathbb{R}$, asymptotic behavior as $t \uparrow \omega$ of all possible types of $P_{\omega}\left(\lambda_{0}\right)$ solutions of the differential equation (1.1) was studied in $[1,2,3,5,7]$.

We introduce the following auxiliary notation:

$$
\begin{gathered}
a_{0 k}=(n-k) \lambda_{0}-(n-k-1) \quad(k=1, \ldots, n) \text { for } \lambda_{0} \in \mathbb{R} \\
\pi_{\omega}(t)=t-\omega, \text { if } \omega<+\infty \\
I_{A}(t)=\int_{A}^{t}\left[\pi_{\omega}(\tau)\right]^{n-1} p(\tau) d \tau \\
A=\omega, \text { if } \int_{a}^{\omega}\left|\pi_{\omega}(\tau)\right|^{n-1} p(\tau) d \tau<+\infty
\end{gathered}
$$

The following theorem concerning the differential equation (1.1) has been established in [4].
Theorem 1.1. Let $\sigma \neq n$ and $\lambda_{0} \in \mathbb{R} \backslash\left\{0, \frac{1}{2}, \frac{2}{3}, \ldots, \frac{n-2}{n-1}, 1\right\}$. Then for the existence of $a$ $P_{\omega}\left(\lambda_{0}\right)$-solution of the equation (1.1) it is necessary, and if the inequality

$$
\begin{equation*}
\sigma \neq a_{01}\left(1+\sum_{k=1}^{n-1} \frac{1}{a_{0 k}}\right) \tag{1.4}
\end{equation*}
$$

holds and the algebraic equation

$$
\begin{equation*}
\prod_{j=1}^{n-1}\left(a_{0 j}+\rho\right)+\sum_{k=1}^{n-1} \prod_{j=1}^{k-1}\left(a_{0 j}+\rho\right) \prod_{j=k+1}^{n-1} a_{0 j}=0 \tag{1.5}
\end{equation*}
$$

with respect to $\rho$ has no roots with zero real part, then it is sufficient for the inequality

$$
\begin{equation*}
\alpha_{0}\left(\prod_{k=1}^{n-1} a_{0 k}\right)\left[\left(\lambda_{0}-1\right) \pi_{\omega}(t)\right]^{n}>0 \text { for } t \in[a, \omega[ \tag{1.6}
\end{equation*}
$$

and the conditions

$$
\lim _{t \uparrow \omega} p^{\frac{1}{n}}(t)\left|\pi_{\omega}(t)\right|\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}=\frac{\left|a_{01}\right|}{\left|\lambda_{0}-1\right|}\left(\frac{\prod_{k=1}^{n-1}\left|a_{0 k}\right|^{\frac{1}{n}}}{\left|a_{01}\right|}\right)^{\frac{n}{n-\sigma}}
$$

[^0]to take place. Moreover, each of these solutions admits the following asymptotic representations as $t \uparrow \omega$ :
\[

$$
\begin{gather*}
\ln |y(t)|=\nu\left(\frac{\left|a_{01}\right|}{\prod_{k=1}^{n-1}\left|a_{0 k}\right|^{\frac{1}{n}}}\right)^{\frac{n}{n-\sigma}}\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{n}{n-\sigma}}[1+o(1)]  \tag{1.7}\\
\frac{y^{(k)}(t)}{y^{(k-1)}(t)}=\frac{a_{0 k}}{\left(\lambda_{0}-1\right) \pi_{\omega}(t)}[1+o(1)] \quad(k=1, \ldots, n-1) \tag{1.8}
\end{gather*}
$$
\]

where

$$
\nu=\operatorname{sign}\left[a_{01}\left(\lambda_{0}-1\right)(n-\sigma) \pi_{\omega}(t) J_{B}(t)\right]
$$

In addition to these conditions, if the algebraic equation (1.5) has the m-roots (including multiples), the real parts of which have a sign opposite to the sign of the function $\left(\lambda_{0}-1\right) \pi_{\omega}(t)$ on the interval $[a, \omega[$, and the inequality

$$
\left(\frac{\sigma}{a_{01}}-1-\sum_{k=1}^{n-1} \frac{1}{a_{0 k}}\right)\left(1+\sum_{k=1}^{n-1} \frac{1}{a_{0 k}}\right)>0
$$

is satisfied, then the equation (1.1) has m-parametric family of solutions with the representations (1.7) and (1.8), and when the opposite inequality holds, it has $m+1$-parametric family of such solutions.

From this theorem the following corollary for the linear differential equation (1.3) is obtained.

Corollary 1.1. For the existence of $P_{\omega}\left(\lambda_{0}\right)$-solution of the equation (1.3), where $\lambda_{0} \in \mathbb{R} \backslash$ $\left\{0, \frac{1}{2}, \ldots, \frac{n-2}{n-1}, 1\right\}$, it is necessary, and if the algebraic equation (1.5) with respect to $\rho$ has no roots with zero real part, then it is sufficient that the inequality (1.6) and the condition

$$
\begin{equation*}
\lim _{t \uparrow \omega} p(t) \pi_{\omega}^{n}(t)=\frac{\alpha_{0} \prod_{k=1}^{n-1} a_{0 k}}{\left(\lambda_{0}-1\right)^{n}} \tag{1.9}
\end{equation*}
$$

are satisfied. For each of these solutions the asymptotic representations

$$
\begin{gather*}
\ln |y(t)|=\frac{\alpha_{0}\left(\lambda_{0}-1\right)^{n-1} I_{A}(t)}{\prod_{k=2}^{n-1} a_{0 k}}[1+o(1)]  \tag{1.10}\\
\frac{y^{(k)}(t)}{y^{(k-1)}(t)}=\frac{a_{0 k}}{\left(\lambda_{0}-1\right) \pi_{\omega}(t)}[1+o(1)] \quad(k=1, \ldots, n-1), \tag{1.11}
\end{gather*}
$$

take place as $t \uparrow \omega$. Moreover, if in addition to these conditions, the algebraic equation (1.5) has the m-roots (including multiples), the real parts of which have a sign, opposite to that of the function $\left(\lambda_{0}-1\right) \pi_{\omega}(t)$ on the interval $[a, \omega[$, then for the equation (1.1) there exists $m+1$-parametric family of solutions with the representations (1.10) and (1.11).

We note that this corollary refers to the case where the differential equation (1.3) is asymptotically close to the Euler equations.

If

$$
\lim _{t \uparrow \omega} p(t) \pi_{\omega}^{n}(t)=c_{0} \neq 0
$$

and the next algebraic equation with respect to $\lambda_{0}$

$$
c_{0}\left(\lambda_{0}-1\right)^{n}=\alpha_{0} \prod_{k=1}^{n-1}\left[(n-k) \lambda_{0}-(n-k-1)\right]
$$

which we obtain from (1.9) by taking into account the inequality (1.6), has $n$ distinct real roots $\lambda_{0 j}(j=1, \ldots, n)$, then the fundamental system of solutions $y_{j}(j=1, \ldots, n)$ of the differential equation (1.3) admits as $t \uparrow \omega$ the following asymptotic representations:

$$
\begin{aligned}
\ln \left|y_{j}(t)\right| & =\frac{\alpha_{0}\left(\lambda_{0 j}-1\right)^{n-1} I_{A}(t)}{\prod_{k=2}^{n-1}\left[(n-j) \lambda_{0 j}-(n-j-1)\right]}[1+o(1)], \\
\frac{y^{(k)}(t)}{y^{(k-1)}(t)} & =\frac{(n-j) \lambda_{0 j}-(n-j-1)}{\left(\lambda_{0 j}-1\right) \pi_{\omega}(t)}[1+o(1)] \quad(k=1, \ldots, n-1 ; \quad j=1, \ldots, n) .
\end{aligned}
$$

From the previous statements it is clear that the case for $\lambda_{0}=1$ is a special one in the study of $P_{\omega}\left(\lambda_{0}\right)$-solutions. This case is the subject of this work.

## 2. The Main Result and the Necessary Auxiliary Statements for its Establishment

We introduce the function $J_{B}(t)$, setting

$$
J_{B}(t)=\int_{B}^{t} p^{\frac{1}{n}}(\tau) d \tau, \quad B= \begin{cases}a, & \text { if } \int_{a}^{\omega} p^{\frac{1}{n}}(\tau) d \tau=+\infty \\ \omega, & \text { if } \int_{a}^{\omega} p^{\frac{1}{n}}(\tau) d \tau<+\infty\end{cases}
$$

The main result of this paper is the following
Theorem 2.1. Let $\sigma \neq n$. Then for the existence of $P_{\omega}(1)$-solution of the equation (1.1) it is necessary that for some $\mu \in\{-1,1\}$ the inequality

$$
\begin{equation*}
\alpha_{0} \mu^{n}>0 \tag{2.1}
\end{equation*}
$$

and the condition

$$
\begin{equation*}
\lim _{t \uparrow \omega}\left|\pi_{\omega}(t)\right| p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}=+\infty \tag{2.2}
\end{equation*}
$$

hold. Moreover, each of these solutions admits the following asymptotic representations as $t \uparrow \omega$

$$
\begin{align*}
\ln |y(t)| & =\nu\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{n}{n-\sigma}}[1+o(1)]  \tag{2.3}\\
\frac{y^{(k)}(t)}{y^{(k-1)}(t)} & =\mu p^{\frac{1}{n}}(t)\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}[1+o(1)] \quad(k=1, \ldots,-1), \tag{2.4}
\end{align*}
$$

where

$$
\nu=\mu \operatorname{sign}\left(\frac{n-\sigma}{n} J_{B}(t)\right) .
$$

If the function $p:[a, \omega[\rightarrow] 0,+\infty[$ is continuously differentiable, and there exists the limit (finite or equal to $\pm \infty$ )

$$
\begin{equation*}
\lim _{t \uparrow \omega} \frac{\left(p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}\right)^{\prime}}{p^{\frac{2}{n}}(t)\left|J_{B}(t)\right|^{\frac{2 \sigma}{n-\sigma}}}, \tag{2.5}
\end{equation*}
$$

and if (2.1) and (2.2) hold, then the equation (1.1) has at least one $P_{\omega}(1)$-solution which admits the asymptotic representations (2.3), (2.4) as $t \uparrow \omega$. If $\mu=1$ and $\sigma>n$, then there exists ( $n-1$ )-parametric family of solutions, if $\mu=1$ and $\sigma<n$, then we get $n$-parametric family of solutions, if $\mu=-1$ and $\sigma<n$, then we obtain one parametric family of solutions.

To prove Theorem 2.1, we will use the following lemma which can be deduced from Lemmas 10.1-10.6 in [6].

Lemma 2.1. Let $y:\left[t_{0}, \omega\left[\rightarrow \mathbb{R} \backslash\{0\}\right.\right.$ be an arbitrary $P_{\omega}(1)$-solution of the equation (1.1). Then we have the following asymptotic relations:

$$
\begin{equation*}
\frac{y^{(k)}(t)}{y^{(k-1)}(t)} \sim \frac{y^{\prime}(t)}{y(t)}(k=1, \ldots, n) \text { as } t \uparrow \omega \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \uparrow \omega} \frac{\pi_{\omega}(t) y^{(k)}(t)}{y^{(k-1)}(t)}= \pm \infty \quad(k=1, \ldots, n) . \tag{2.7}
\end{equation*}
$$

Along with this lemma, we will also need the next result on the existence of vanishing at infinity solutions of a system of quasi-linear differential equations

$$
\left\{\begin{array}{l}
v_{k}^{\prime}=\beta_{0}\left[f_{k}\left(\tau, v_{1}, \ldots, v_{n}\right)+\sum_{i=1}^{n} c_{k i} v_{i}+V_{k}\left(v_{1}, \ldots, v_{n}\right)\right] \quad(k=1, \ldots, n-1),  \tag{2.8}\\
v_{n}^{\prime}=H(\tau)\left[f_{n}\left(\tau, v_{1}, \ldots, v_{n}\right)+\sum_{i=1}^{n} c_{n i} v_{i}+V_{n}\left(v_{1}, \ldots, v_{n}\right)\right]
\end{array}\right.
$$

in which $\beta_{0} \in \mathbb{R} \backslash\{0\}, c_{i k} \in \mathbb{R}(i, k=1, \ldots, n), H:\left[\tau_{0},+\infty[\rightarrow \mathbb{R} \backslash\{0\}\right.$ is a continuous function, $f_{k}:\left[\tau_{0},+\infty\left[\times \mathbb{R}_{\frac{1}{2}}^{n}(k=1, \ldots, n)\right.\right.$ are continuous functions satisfying the conditions

$$
\begin{equation*}
\lim _{t \uparrow \omega} f_{k}\left(\tau, v_{1}, \ldots, v_{n}\right)=0 \text { uniformly in }\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}_{\frac{1}{2}}^{n} \tag{2.9}
\end{equation*}
$$

where

$$
\mathbb{R}_{\frac{1}{2}}^{n}=\left\{\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}^{n}:\left|v_{i}\right| \leq \frac{1}{2}(i=1, \ldots, n)\right\},
$$

and $V_{k}: \mathbb{R}_{\frac{1}{2}}^{n} \rightarrow \mathbb{R}(k=1, \ldots, n)$ are continuously differentiable functions such that

$$
\begin{equation*}
V_{k}(0, \ldots, 0)=0 \quad(k=1, \ldots, n), \quad \frac{\partial V_{k}(0, \ldots, 0)}{\partial v_{i}}=0 \quad(i, k=1, \ldots, n) . \tag{2.10}
\end{equation*}
$$

By Theorem 2.6 of [8], for a system of the differential equations (2.8), we have the following
Lemma 2.2. Let the function $H:\left[\tau_{0},+\infty[[\mathbb{R} \backslash\{0\}\right.$ be continuously differentiable and satisfy the following conditions:

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} H(\tau)=0, \quad \lim _{\tau \rightarrow+\infty} \frac{H^{\prime}(\tau)}{H(\tau)}=0, \quad \int_{\tau_{0}}^{+\infty} H(\tau) d \tau= \pm \infty \tag{2.11}
\end{equation*}
$$

and the matrices $C_{n}=\left(c_{k i}\right)_{k, i=1}^{n}$ and $C_{n-1}=\left(c_{k i}\right)_{k, i=1}^{n-1}$ are such that $\operatorname{det} C_{n} \neq 0$, and $C_{n-1}$ has no eigenvalues with a zero real part. Then the system of differential equations (2.8) has at least one solution $\left(v_{k}\right)_{k=1}^{n}:\left[\tau_{1},+\infty\left[\rightarrow \mathbb{R}_{\frac{1}{2}}^{n}\left(\tau_{1} \geq \tau_{0}\right)\right.\right.$, which tends to zero as $t \rightarrow+\infty$. Moreover, if among the eigenvalues of the matrix $C_{n-1}$ there are $m$ eigenvalues (taking into account multiplicity), the real parts of which have opposite sign to $\beta_{0}$, then the system (2.8) has m-parametric family of solutions if $H(\tau)\left(\operatorname{det} C_{n}\right)\left(\operatorname{det} C_{n-1}\right)>0$, and $m+1$-parametric family of solutions if the inequality holds in opposite direction.

## 3. Proof of the Main Theorem and the Corollary to a Linear Differential Equation

Proof of Theorem 2.1. Necessity. Let $y:\left[t_{y}, \omega\left[\rightarrow \mathbb{R} \backslash\{0\}\right.\right.$ be an arbitrary $P_{\omega}(1)$ solution of (1.1). Then, according to Lemma 2.1, the conditions (2.6) and (2.7) are satisfied. In view of (2.7), in a left neighborhood of $\omega$,

$$
\begin{equation*}
\operatorname{sign}\left(\frac{y^{\prime}(t)}{y(t)}\right)=\mu, \text { where } \mu \in\{-1 ; 1\} \tag{3.1}
\end{equation*}
$$

Since from (1.1)

$$
\frac{y^{(n)}(t)}{y(t)}=\alpha_{0} p(t)\|\ln \mid y(t)\|^{\sigma}
$$

and by (2.6)

$$
\frac{y^{(n)}(t)}{y(t)}=\frac{y^{(n)}(t)}{y^{(n-1)}(t)} \cdot \frac{y^{(n-1)}(t)}{y^{(n-2)}(t)} \cdots \frac{y^{\prime}(t)}{y(t)} \sim\left(\frac{y^{\prime}(t)}{y(t)}\right)^{n} \text { as } t \uparrow \omega,
$$

then

$$
\left(\frac{y^{\prime}(t)}{y(t)}\right)^{n}=\left.\alpha_{0} p(t)|\ln | y(t)\right|^{\sigma}[1+o(1)] \text { as } t \uparrow \omega
$$

Hence, in view of (3.1), it is clear that the inequality (2.1) holds, and so we have the asymptotic relation

$$
\begin{equation*}
\frac{y^{\prime}(t)}{y(t)|\ln | y(t) \|^{\frac{\sigma}{n}}}=\mu p^{\frac{1}{n}}(t)[1+o(1)] \text { as } t \uparrow \omega . \tag{3.2}
\end{equation*}
$$

Since $\sigma \neq n$, therefore, integrating this relation from $t_{y}$ to $t$ and taking into account the definition of $P_{\omega}(1)$-solution, we find that

$$
|\ln | y(t)\left|\left.\right|^{\frac{n-\sigma}{n}} \operatorname{sign}(\ln |y(t)|)=\frac{\mu(n-\sigma)}{n} J_{B}(t)[1+o(1)] \text { as } t \uparrow \omega\right. \text {. }
$$

Thus (2.3) holds. Taking into account (2.3), from (3.2) we obtain the representation

$$
\frac{y^{\prime}(t)}{y(t)}=\mu p^{\frac{1}{n}}(t)\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}[1+o(1)] \text { as } t \uparrow \omega,
$$

from which, by (2.6) and (2.7), it follows that the condition (2.2) holds and we have the asymptotic representation (2.4).

Sufficiency. Let $p:[a, \omega[\rightarrow] 0,+\infty[$ be continuously differentiable function for which there is a finite or equal to $\pm \infty$ limit (2.5). We show that in this case, if the conditions (2.1) and (2.2) are satisfied, then the equation (1.1) has solutions defined in the left neighborhood of $\omega$ and admits as $t \uparrow \omega$ the asymptotic representations (2.3) and (2.4).

We choose arbitrary $\left.a_{0} \in\right] a, \omega[$. By (2.2) we get

$$
\int_{a_{0}}^{\omega} p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{\sigma-n}} d t=+\infty
$$

hence, taking into account the form of the function $J_{B}$, it follows that

$$
\begin{equation*}
\lim _{t \uparrow \omega}\left|J_{B}(t)\right|^{\frac{n}{n-\sigma}}=+\infty . \tag{3.3}
\end{equation*}
$$

Next, we establish that the limit (2.5) is equal to zero. Assume the contrary. Then, by virtue of its existence,

$$
\lim _{t \uparrow \omega} Q(t)= \begin{cases}\text { either } & \text { const } \neq 0,  \tag{3.4}\\ \text { or } & \pm \infty\end{cases}
$$

where

$$
Q(t)=\frac{\left(p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}\right)^{\prime}}{p^{\frac{2}{n}}(t)\left|J_{B}(t)\right|^{\frac{2 \sigma}{n-\sigma}}}
$$

Integrating the function $Q$ from $a_{0}$ to $t$, we obtain

$$
\begin{equation*}
\int_{a_{0}}^{t} Q(\tau) d \tau=-\frac{1}{p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}}+C \tag{3.5}
\end{equation*}
$$

where $C$ is a constant. If $\omega=+\infty$, then $\pi_{\omega}(t)=t$, and in this case, by (2.2), we have

$$
\lim _{t \rightarrow+\infty} \frac{\int_{a_{0}}^{t} Q(\tau) d \tau}{t}=0
$$

However, this is impossible since by the de L'Hospital's rule and (3.4),

$$
\lim _{t \rightarrow+\infty} \frac{\int_{a_{0}}^{t} Q(\tau) d \tau}{t}=\lim _{t \rightarrow+\infty} Q(t) \neq 0
$$

If $\omega<\infty$, then $\pi_{\omega}(t)=t-\omega$ and by (2.2)

$$
\lim _{t \uparrow \omega} p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}=+\infty
$$

Therefore, from (3.5) it follows that

$$
\lim _{t \uparrow \omega} \int_{a_{0}}^{t} Q(\tau) d \tau=C
$$

Due to this condition, the equation (3.5) can be rewritten as

$$
\int_{\omega}^{t} Q(\tau) d \tau=-\frac{1}{p^{\frac{1}{n}}(t)\left|J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}}
$$

Dividing this relation by $\pi_{\omega}(t)$, taking then the limit as $t \uparrow \omega$ and using (2.2) we obtain

$$
\lim _{t \uparrow \omega} \frac{\int_{\omega}^{t} Q(\tau) d \tau}{t-\omega}=0
$$

However, the last equality is impossible because the limit owing to the de L'Hospital's rule and (3.4), is nonzero. Therefore, the assumption that the limit (2.5) is not equal to zero was incorrect.

Now, applying to the equation (1.1) the transformation

$$
\begin{align*}
& \frac{y^{(k)}(t)}{y^{(k-1)}(t)}=\mu p^{\frac{1}{n}}(t)\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}\left[1+v_{k}(\tau)\right] \quad(k=1, \ldots, n-1),  \tag{3.6}\\
& \ln |y(t)|=\nu\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{n}{n-\sigma}}\left[1+v_{n}(\tau)\right], \quad \tau=\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{n}{n-\sigma}},
\end{align*}
$$

we obtain the following system of differential equations:

$$
\left\{\begin{array}{l}
v_{k}^{\prime}=\mu\left(1+v_{k}\right)\left[v_{k+1}-v_{k}-\mu h(\tau)\right] \quad(k=1, \ldots, n-2)  \tag{3.7}\\
v_{n-1}^{\prime}=\mu\left[\frac{\left|1+v_{n}\right|^{\sigma}}{\left(1+v_{1}\right) \cdots\left(1+v_{n-2}\right)}-\left(1+v_{n-1}\right)^{2}-\mu h(\tau)\left(1+v_{n-1}\right)\right] \\
v_{n}^{\prime}=g(\tau)\left(v_{1}-v_{n}\right)
\end{array}\right.
$$

in which

$$
g(\tau(t))=\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{-\frac{n}{n-\sigma}}, \quad h(\tau(t))=\frac{\left(\left.\left.p^{\frac{1}{n}}(t)\right|^{\frac{n-\sigma}{n}} J_{B}(t)\right|^{\frac{\sigma}{n-\sigma}}\right)^{\prime}}{p^{\frac{2}{n}}(t)\left|\frac{n-\sigma}{n} J_{B}(t)\right|^{\frac{2 \sigma}{n-\sigma}}} .
$$

We will consider this system on the set $\left[\tau_{0},+\infty\left[\times \mathbb{R}_{\frac{1}{2}}^{n}\right.\right.$, where

$$
\tau_{0}=\left|\frac{n-\sigma}{n} J_{B}\left(a_{0}\right)\right|^{\frac{n}{n-\sigma}}, \quad \mathbb{R}_{\frac{1}{2}}^{n}=\left\{\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{R}^{n}:\left|v_{k}\right| \leq \frac{1}{2}(k=1, \ldots, n)\right\}
$$

By (3.3) and the fact that the limit (2.5) is equal to zero as established above, we have

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} g(\tau)=\lim _{t \uparrow \omega} g(\tau(t))=0, \quad \lim _{\tau \rightarrow+\infty} h(\tau)=\lim _{t \uparrow \omega} h(\tau(t))=0 \tag{3.8}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\int_{\tau_{0}}^{+\infty} g(\tau) d \tau=\frac{n}{n-\sigma} \int_{a_{0}}^{\omega} \frac{p^{\frac{1}{n}}(s) d s}{J_{B}(s)}=\left.\frac{n}{n-\sigma} \ln \left|J_{B}(s)\right|\right|_{a_{0}} ^{\omega}= \pm \infty \tag{3.9}
\end{equation*}
$$

By separating linear parts in the equations of the system (3.7), we obtain a system of differential equations (2.8) in which

$$
\begin{gathered}
\beta_{0}=\mu, \quad H(\tau)=g(\tau), \quad f_{k}\left(\tau, v_{1}, \ldots, n\right)=-\mu\left(1+v_{k}\right) h(\tau) \quad(k=1, \ldots, n-1), \\
f_{n}\left(\tau, v_{1}, \ldots, n\right) \equiv 0, \quad V_{k}\left(v_{1}, \ldots, v_{n}\right)=v_{k} v_{k+1}-v_{k}^{2} \quad(k=1, \ldots, n-2), \\
V_{n-1}\left(v_{1}, \ldots, v_{n}\right)=\frac{\left|1+v_{n}\right|^{\sigma}}{\left(1+v_{1}\right) \cdots\left(1+v_{n-2}\right)}+\sum_{i=1}^{n-2} v_{i}-v_{n-1}^{2}-\sigma v_{n}, \quad V_{n}\left(v_{1}, \ldots, v_{n}\right) \equiv 0, \\
c_{k k}=-1, \quad c_{k k+1}=1, \quad c_{k i}=0 \text { for } i \neq k, k+1 \quad(k=1, \ldots, n-2), \\
c_{n-1 i}=-1(i=1, \ldots, n-2), \quad c_{n-1 n-1}=-2, \quad c_{n-1 n}=\sigma, \\
c_{n 1}=1, \quad c_{n i}=0 \quad(i=2, \ldots, n-1), \quad c_{n n}=-1 .
\end{gathered}
$$

Here the functions $V_{k}(k=1, \ldots, n)$ satisfy (2.10) and by (3.8) and (3.9) the conditions (2.9) and (2.11) hold. Furthermore, for the matrices $C_{n-1}=\left(c_{k i}\right)_{k, i=1}^{n-1}$ and $C_{n}=\left(c_{k i}\right)_{k, i=1}^{n}$, we find

$$
\operatorname{det} C_{n}=(-1)^{n+1}[\sigma-n], \quad \operatorname{det}\left[C_{n-1}-\rho E\right]=(-1)^{n+1} \sum_{k=1}^{n}(1+\rho)^{k-1}
$$

Therefore, $\left(\operatorname{det} C_{n}\right)\left(\operatorname{det} C_{n-1}\right)=n(\sigma-n)$ and the characteristic equation of the matrix $C_{n-1}$ has the form

$$
\sum_{k=1}^{n}(1+\rho)^{k-1}=0 .
$$

The roots of this equation differ from the roots of $(1+\rho)^{n}=1$. Clearly, all such roots have negative real parts.

Hence, taking into account the condition $\sigma \neq n$, it is clear that the system of differential equations (3.7) satisfy all the conditions of Lemma 2.2 . On the basis of this lemma, the given system of differential equations has at least one solution $\left(v_{k}\right)_{k=1}^{n}:\left[\tau_{1},+\infty\left[\rightarrow \mathbb{R}^{n}\left(\tau_{1} \geq \tau_{0}\right)\right.\right.$, which tends to zero as $\tau \rightarrow+\infty$. Moreover, if $\mu=1$ and $\sigma>n$, there exist ( $n-1$ )-parametric family of such solutions and $n$-parametric family in case $\mu=1$ and $\sigma<n$. If $\mu=-1$ and $\sigma<n$, there exists one-parametric family of solutions. Each such solution of the system (3.7) by virtue of the substitutions (3.6) corresponds to $y$-solution of the differential equation (1.1), which admits the asymptotic representations (2.3), (2.4) as $t \uparrow \omega$. It is not difficult to see that using the conditions (2.1) and (2.2) any of these solutions is a $P_{\omega}(1)$-solution.

From this theorem we get the following corollary for the linear differential equation (1.3).
Corollary 3.1. For the existence of $P_{\omega}(1)$-solution of the differential equation (1.3), it is necessary, and if the function $p:[a, \omega[\rightarrow] 0,+\infty[$ is continuously differentiable and $\lim _{t \uparrow \omega} p^{\prime}(t) p^{-\frac{n+1}{n}}(t)$ is finite or equal to $\pm \infty$, then it is sufficient that for some $\mu \in\{-1 ; 1\}$, the inequality (2.1) holds and the condition

$$
\begin{equation*}
\lim _{t \uparrow \omega} p(t)\left|\pi_{\omega}(t)\right|^{n}=+\infty \tag{3.10}
\end{equation*}
$$

is fulfilled.

Moreover, for each of these solutions there take place the following asymptotic representations as $t \uparrow \omega$ :

$$
\begin{gathered}
\ln |y(t)|=\mu J_{B}(t)[1+o(1)] \\
\frac{y^{(k)}(t)}{y^{(k-1)}(t)}=\mu p^{\frac{1}{n}}(t)[1+o(1)] \quad(k=1, \ldots, n-1)
\end{gathered}
$$

whereas, for $\mu=1$, there exists an n-parametric family of $P_{\omega}(1)$-solutions for this representation, and for $\mu=-1$, there exists one-parametric family of solutions.

This corollary complements the results given in [9, Chapter $1, \S 6]$ on the asymptotic behavior of solutions of linear differential equations. In view of (3.10), it does not refer to the cases where the differential equation (1.3) is asymptotically close to the Euler equation and the equation with almost constant coefficients.
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 bozombo.

## 1. Statement of the Problem

In a plane of independent variables $x$ and $t$ we consider a wave equation with a nonlinear dissipative term (see [16, p. 57], [17])

$$
\begin{equation*}
L u:=u_{t t}-u_{x x}+g(x, t, u) u_{t}=f(x, t), \tag{1.1}
\end{equation*}
$$

where $f, g$ are the given and $u$ is an unknown real functions.
By $D_{T}:=\{(x, t): 0<x<\widetilde{k} t, 0<t<T\}$ we denote a triangular domain lying inside of the characteristic angle $t>|x|$ and bounded by the segments $\widetilde{\gamma}_{1, T}: x=\widetilde{k} t, \widetilde{\gamma}_{2, T}: x=0,0 \leq t \leq T$ and $\widetilde{\gamma}_{3, T}: t=T, 0 \leq x \leq \widetilde{k} T, 0<\widetilde{k}<1$. For $T=+\infty$, we assume that $D_{\infty}:=\left\{(x, t) \in \mathbb{R}^{2}: 0<x<\right.$ $\widetilde{k} t, 0<t<+\infty\}$.

For the equation (1.1), we consider the Cauchy-Darboux problem on finding a solution $u(x, t)$ in the domain $D_{T}$ by the conditions [2, p. 284]

$$
\begin{equation*}
\left.u\right|_{\widetilde{\gamma}_{1, T}}=0,\left.\quad u_{x}\right|_{\widetilde{\gamma}_{2, T}}=0 \tag{1.2}
\end{equation*}
$$

Note that, the problem

$$
\begin{gathered}
u_{t t}-u_{x x}+a(x, t) u_{x}+b(x, t) u_{t}+c(x, t) u+d(x, t, u)=f(x, t) \\
\left.\left(\alpha_{i} u_{x}+\beta_{i} u_{t}+\gamma_{i} u\right)\right|_{\gamma_{i}, T}=0, \quad i=1,2 ; \quad u(0,0)=0
\end{gathered}
$$

in a linear case has been investigated in $[4,11,12,18,22,23]$ and in a nonlinear case in $[1,6-8,10,13-15]$. As is mentioned in [4,23], the problems of such a matter arise under mathematical simulation of small harmonic wedge oscillations in a supersonic flow and of string oscillations in a cylinder filled with a viscous liquid. It should also be noted that when passing from the nonlinearity $d(x, t, u)$ appearing in $[1,6-8,10,13-15]$ to the nonlinearity of type $g(x, t, u) u_{t}$ in the equation (1.1), as it will be seen below when studying the boundary value problem, there arise difficulties, and not only of technical character.

Below, we will show that under definite requirements imposed on the nonlinear function $g$ the problem (1.1), (1.2) is locally solvable. The conditions of global solvability of the problem will be obtained, violation of these conditions may, generally speaking, give rise to a soluion destruction after a lapse of a finite time interval. The question on the uniqueness of a solution of the problem (1.1), (1.2) will also be considered in the present work.
Definition 1.1. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$. The function $u$ is said to be a general solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ if $u \in C^{1}\left(\bar{D}_{T}\right)$ and there exists a sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ such that $u_{n} \rightarrow u$ and $L u_{n} \rightarrow f$, as $n \rightarrow \infty$, respectively, in the spaces $C^{1}\left(\bar{D}_{T}\right)$ and $C\left(\bar{D}_{T}\right)$, where $\stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right):=\left\{v \in C^{2}\left(\bar{D}_{T}\right):\left.v\right|_{\tilde{\gamma}_{1, T}}=0,\left.v_{x}\right|_{\tilde{\gamma}_{2, T}}=0\right\}, \widetilde{\Gamma}_{T}:=\widetilde{\gamma}_{1, T} \cup \widetilde{\gamma}_{2, T}$.

Remark 1.1. Below, for the sake of simplicity of our exposition, sometimes instead of a generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ we will speak about a generalized solution of that problem.

Remark 1.2. Obviously, a classical solution of the problem (1.1), (1.2) from the space $u \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ is a generalized solution of that problem. In its turn, if a generalized solution of the problem (1.1), (1.2) belongs to the space $C^{2}\left(\bar{D}_{T}\right)$, it will also be a classical solution of the problem.
Definition 1.2. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$. We say that the problem (1.1), (1.2) is locally solvable in the class $C^{1}$, if there is a positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$, this problem has a generalized solution of the class $C^{1}$ in the domain $D_{T_{1}}$.
Definition 1.3. Let $f \in C\left(\bar{D}_{\infty}\right), g \in C\left(\bar{D}_{\infty} \times \mathbb{R}\right)$. We say that the problem (1.1), (1.2) is globally solvable in the class $C^{1}$, if for any finite $T>0$ this problem has a generalized solution of the class $C^{1}$ in the domain $D_{T_{1}}$.

When investigating the problem (1.1), (1.2), below, in Section 4, we will need to study the following mixed problem: in the domain $D_{t_{1}, t_{2}}:=D_{T} \cap\left\{t_{1}<t<t_{2}\right\}$, where $0<t_{1}<t_{2} \leq T$, find a solution $u(x, t)$ of the equation (1.1) by the initial

$$
\begin{equation*}
\left.u\right|_{t=t_{1}}=\varphi,\left.\quad u_{t}\right|_{t=t_{1}}=\psi \tag{1.3}
\end{equation*}
$$

and boundary

$$
\begin{equation*}
\left.u\right|_{\partial D_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{1, T}}=0,\left.\quad u_{x}\right|_{\partial D_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{2, T}}=0 \tag{1.4}
\end{equation*}
$$

conditions.
Remark 1.3. Analogously, just as in the case of the problem (1.1), (1.2), we introduce the notions of a generalized solution, local and global solvability of the problem (1.1), (1.3), (1.4).

## 2. Equivalent Reduction of the Problem (1.1), (1.2) to the Nonlinear Integro-Differential Equation of Volterra Type

In new independent variables $\xi=\frac{1}{2}(t+x), \eta=\frac{1}{2}(t-x)$, the domain $D_{T}$ will pass into a triangular domain $E_{T}$ with vertices at the points $O(0,0), Q_{1}\left(\frac{T}{1+k}, \frac{k T}{1+k}\right), Q_{2}\left(\frac{T}{2}, \frac{T}{2}\right)$ of the plane of variables $\xi, \eta$, and the problem (1.1), (1.2) will pass into the problem (see Figure 2.1)

$$
\begin{gather*}
\widetilde{L} \widetilde{u}:=\widetilde{u}_{\xi \eta}+\frac{1}{2} g(\xi-\eta, \xi+\eta, \widetilde{u})\left(\widetilde{u}_{\xi}+\widetilde{u}_{\eta}\right)=\widetilde{f}(\xi, \eta), \quad(\xi, \eta) \in E_{T},  \tag{2.1}\\
\left.\widetilde{u}\right|_{\gamma_{1, T}}=0,\left.\quad\left(\widetilde{u}_{\xi}-\widetilde{u}_{\eta}\right)\right|_{\gamma_{2, T}}=0, \tag{2.2}
\end{gather*}
$$

with respect to a new unknown function $\widetilde{u}(\xi, \eta):=u(\xi-\eta, \xi+\eta)$ with the right-hand side $\widetilde{f}(\xi, \eta):=$ $f(\xi-\eta, \xi+\eta)$. Here,

$$
\begin{align*}
\gamma_{1, T}: \eta=k \xi, \quad 0 \leq \xi \leq \xi_{T} & :=\frac{T}{1+k}, \quad \gamma_{2, T}: \xi=\eta, \quad 0 \leq \eta \leq \eta_{T}:=\frac{T}{2}  \tag{2.3}\\
0 & <k:=\frac{1-\widetilde{k}}{1+\widetilde{k}}<1 \tag{2.4}
\end{align*}
$$



Figure 1
Remark 2.1. According to Definition 1.1, we introduce the notion of a generalized solution $\widetilde{u}$ of the problem (2.1), (2.2) of the class $C^{1}$ in the domain $E_{T}$, i.e., there exists a sequence of function $\widetilde{u}_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right):=\left\{w \in C^{2}\left(\bar{E}_{T}\right):\left.w\right|_{\gamma_{1, T}}=0,\left.\left(w_{\xi}-w_{\eta}\right)\right|_{\gamma_{2, T}}=0\right\}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{C\left(\bar{E}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{L} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)}=0 \tag{2.5}
\end{equation*}
$$

where $\Gamma_{T}:=\gamma_{1, T} \cup \gamma_{2, T}$.
Note that, if $u$ is a generalized solution of the problem (1.1), (1.2) in a sense of Definition 1.1, then $\widetilde{u}$ will be a generalized solution of the problem (2.1), (2.2) in a sense of the given definition, and vice versa.

By $G_{T}$ we denote a triangular domain with vertices at the points $O, Q_{1}, Q_{1}^{*}\left(\frac{k T}{1+k}, \frac{T}{1+k}\right)$, symmetric with respect to the straight line $\xi=\eta$, and as is easily seen, $G_{T} \cap\{\eta<\xi\}=E_{T}$.

We continue the functions $\widetilde{u}_{n}$ and $\widetilde{f}$ evenly with respect to the straight line $\xi=\eta$ into the domain $G_{T}$ retaining for them previous notation, i.e.,

$$
\begin{equation*}
\widetilde{u}_{n}(\xi, \eta)=\widetilde{u}_{n}(\eta, \xi), \quad \widetilde{f}(\xi, \eta)=\widetilde{f}(\eta, \xi), \quad(\xi, \eta) \in G_{T} \tag{2.6}
\end{equation*}
$$

Remark 2.2. Since $\left.\widetilde{f}\right|_{\bar{E}_{T}} \in C\left(\bar{E}_{T}\right)$ and $\left.\widetilde{u}_{n}\right|_{\bar{E}_{T}} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right)$, taking into account (2.6), we have

$$
\begin{gather*}
\tilde{f} \in C\left(\bar{G}_{T}\right), \quad \widetilde{u}_{n} \in C^{2}\left(\bar{G}_{T}\right),  \tag{2.7}\\
\left.\widetilde{u}_{n}\right|_{\gamma_{1, T}}=0,\left.\quad \widetilde{u}_{n}\right|_{\gamma_{1, T}^{*}}=0 \tag{2.8}
\end{gather*}
$$

where $\gamma_{1, T}^{*}:=O Q_{1}^{*} \in \partial G_{T}$, i.e., $\gamma_{1, T}^{*}: \xi=k \eta, 0 \leq \eta \leq \frac{T}{1+k}$.
Remark 2.3. Note that, for the functions $\widetilde{u}_{n}, \widetilde{f}$, continued to the domain $G_{T}$, the limiting equalities of type (2.5) remain valid, i.e.,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{u}_{n}-\widetilde{u}\right\|_{C\left(\bar{G}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{L} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)}=0 \tag{2.9}
\end{equation*}
$$

If $P_{0}=\left(\xi_{0}, \eta_{0}\right) \in E_{T}$, we denote by $P_{1} M_{0} P_{0} N_{0}$ the characteristic with respect to the equation (2.1) rectangle whose vertices $N_{0}$ and $M_{0}$ lie, respectively, on the segments $\gamma_{1, T}$ and $\gamma_{1, T}^{*}$, i.e., by virtue of (2.3): $N_{0}=\left(\xi_{0}, k \xi_{0}\right), M_{0}=\left(k \eta_{0}, \eta_{0}\right), P_{1}=\left(k \eta_{0}, k \xi_{0}\right)$. Since $P_{1} \in G_{T}$, we construct analogously the characteristic rectangle $P_{2} M_{1} P_{1} N_{1}$ with vertices $N_{1}$ and $M_{1}$ lying, respectively, on the segments $\gamma_{1, T}$ and $\gamma_{1, T}^{*}$. Continuing this process, we get the characteristic rectangle $P_{i+1} M_{i} P_{i} N_{i}$ for which $N_{i} \in \gamma_{1, T}$, $M_{i} \in \gamma_{1, T}^{*}$, where $N_{i}=\left(\xi_{i}, k \xi_{i}\right), M_{i}=\left(k \eta_{i}, \eta_{i}\right), P_{i+1}=\left(k \eta_{i}, k \xi_{i}\right)$, if $P_{i}=\left(\xi_{i}, \eta_{i}\right), i=0,1, \ldots$

It is easily seen that

$$
\begin{array}{ll}
P_{2 m}=\left(k^{2 m} \xi_{0}, k^{2 m} \eta_{0}\right), & P_{2 m+1}=\left(k^{2 m+1} \eta_{0}, k^{2 m+1} \xi_{0}\right), \\
M_{2 m}=\left(k^{2 m+1} \eta_{0}, k^{2 m} \eta_{0}\right), & M_{2 m+1}=\left(k^{2 m+2} \xi_{0}, k^{2 m+1} \xi_{0}\right), \quad m=0,1,2, \ldots  \tag{2.10}\\
N_{2 m}=\left(k^{2 m} \xi_{0}, k^{2 m+1} \xi_{0}\right), & N_{2 m+1}=\left(k^{2 m+1} \eta_{0}, k^{2 m+2} \eta_{0}\right),
\end{array}
$$

As is known, for any function $v$ of the class $C^{2}$ in the closed characteristic rectangle $P_{i+1} M_{i} P_{i} N_{i}$ the equality (see, e.g., [3, p. 173])

$$
\begin{equation*}
v\left(P_{i}\right)=v\left(M_{i}\right)+v\left(N_{i}\right)-v\left(P_{i+1}\right)+\int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} v d \xi_{1} d \eta_{1}, \quad i=0,1, \ldots, \tag{2.11}
\end{equation*}
$$

where $\widetilde{\square}=\frac{\partial^{2}}{\partial \xi \partial \eta}$, is valid.
From (2.10), by virtue of (2.8), we have $\widetilde{u}_{n}\left(M_{i}\right)=\widetilde{u}_{n}\left(N_{i}\right)=0, i=0,1,2, \ldots$ Therefore, (2.11) for $v=\widetilde{u}_{n}$ results in

$$
\begin{aligned}
\widetilde{u}_{n}\left(\xi_{0}, \eta_{0}\right) & =\widetilde{u}_{n}\left(P_{0}\right)=\widetilde{u}_{n}\left(M_{0}\right)+\widetilde{u}_{n}\left(N_{0}\right)-\widetilde{u}_{n}\left(P_{1}\right)+\int_{P_{1} M_{0} P_{0} N_{0}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =-\widetilde{u}_{n}\left(P_{1}\right)+\int_{P_{1} M_{0} P_{0} N_{0}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =-\widetilde{u}_{n}\left(M_{1}\right)-\widetilde{u}_{n}\left(N_{1}\right)+\widetilde{u}_{n}\left(P_{2}\right)-\int_{P_{2} M_{1} P_{1} N_{1}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}+\int_{P_{1} M_{0} P_{0} N_{0}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1} \\
& =\widetilde{u}_{n}\left(P_{2}\right)-\int_{P_{2} M_{1} P_{1} N_{1}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}+\int_{P_{1} M_{0} P_{0} N_{0}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}=\cdots
\end{aligned}
$$

$$
\begin{equation*}
=(-1)^{m} \widetilde{u}_{n}\left(P_{m}\right)+\sum_{i=0}^{m-1}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.12}
\end{equation*}
$$

Since the point $P_{m}$ from (2.12) tends to the point $O$, as $m \rightarrow \infty$, by virtue of (2.8), we have $\lim _{m \rightarrow \infty} \widetilde{u}_{n}\left(P_{m}\right)=0$. Hence, passing in the equality (2.12) to the limit, as $m \rightarrow \infty$, for the function $\widetilde{u}_{n} \in C^{2}\left(\bar{G}_{T}\right)$ in the domain $E_{T}$ we obtain the following integral representation:

$$
\begin{equation*}
\widetilde{u}_{n}\left(\xi_{0}, \eta_{0}\right)=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \tilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.13}
\end{equation*}
$$

Remark 2.4. Since $\tilde{\square} \widetilde{u}_{n} \in C\left(\bar{E}_{T}\right)$ and there are the inequalities (2.4), and owing to (2.10),

$$
\begin{equation*}
\operatorname{mes} P_{i+1} M_{i} P_{i} N_{i}=k^{2 i}\left(\xi_{0}-k \eta_{0}\right)\left(\eta_{0}-k \xi_{0}\right) \tag{2.14}
\end{equation*}
$$

therefore the series in the right-hand side of the equality (2.13) is uniformly and absolutely convergent.
It can be easily seen that by virtue of (2.4) and (2.14),

$$
\begin{gather*}
\left|\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{\square} \widetilde{u}_{n} d \xi_{1} d \eta_{1}-\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{f} d \xi_{1} d \eta_{1}\right| \\
\leq \sum_{i=0}^{\infty}\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \operatorname{mes} P_{i+1} M_{i} P_{i} N_{i}=\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \sum_{i=0}^{\infty} k^{2 i}\left(\xi_{0}-k \eta_{0}\right)\left(\eta_{0}-k \xi_{0}\right) \\
\leq \frac{\xi_{0} \eta_{0}}{1-k^{2}}\left\|\widetilde{\square} \widetilde{u}_{n}-\widetilde{f}\right\|_{C\left(\bar{G}_{T}\right)} \tag{2.15}
\end{gather*}
$$

Remark 2.5. By (2.5) for $g=0$ and (2.15), passing in the equality (2.13) to the limit, as $n \rightarrow \infty$, for a generalized solution $\widetilde{u}$ of the problem $(2.1),(2.2)$ we obtain the following integral representation:

$$
\begin{equation*}
\widetilde{u}\left(\xi_{0}, \eta_{0}\right)=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \widetilde{f} d \xi_{1} d \eta_{1}, \quad\left(\xi_{0}, \eta_{0}\right) \in E_{T} \tag{2.16}
\end{equation*}
$$

Remark 2.6. From the above reasonings it follows that for any $\tilde{f} \in C\left(\bar{E}_{T}\right)$, the linear problem (2.1), (2.2) has a unique generalized solution $\widetilde{u}$ which is representable in the form of a uniformly and absolutely convergent series (2.16) and for $\widetilde{f} \in C^{1}\left(\bar{E}_{T}\right)$ is a classical solution of that problem, i.e., $\widetilde{u} \in \stackrel{\circ}{C}^{2}\left(\bar{E}_{T}, \Gamma_{T}\right)$.

According to (2.16), we introduce into consideration the operator $\widetilde{\square}^{-1}: C\left(\bar{E}_{T}\right) \rightarrow C\left(\bar{E}_{T}\right)$ acting by the formula

$$
\begin{equation*}
\left(\widetilde{\square}^{-1} \tilde{f}\right)(\xi, \eta):=\sum_{i=0}^{\infty}(-1)^{i} \int_{P_{i+1} M_{i} P_{i} N_{i}} \tilde{f} d \xi_{1} d \eta_{1}, \quad(\xi, \eta) \in E_{T} \tag{2.17}
\end{equation*}
$$

In the integrand here, according to (2.6), under $\tilde{f}$ we mean the right-hand side of the equation (2.1) which is continued evenly from the domain $E_{T}$ to the domain $G_{T}$ with respect to the straight line $\xi=\eta$, and due to (2.7), we have $\tilde{f} \in C\left(\bar{E}_{T}\right)$.
Remark 2.7. By virtue of (2.17) and Remark 2.6, a unique generalized solution $\widetilde{u}$ of the problem (2.1), (2.2) is representable in the form $\widetilde{u}=\widetilde{\square}^{-1} \widetilde{f}$, and in view of (2.4), (2.14), the estimate

$$
\begin{aligned}
|\widetilde{u}(\xi, \eta)| & \leq \sum_{i=0}^{\infty} \int_{P_{i+1} M_{i} P_{i} N_{i}}|\widetilde{f}| d \xi_{1} d \eta_{1} \leq \xi \eta\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \sum_{i=0}^{\infty} k^{2 i} \\
& \leq \frac{\xi^{2}+\eta^{2}}{2\left(1-k^{2}\right)}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \leq \frac{T^{2}}{1-k^{2}}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}
\end{aligned}
$$

holds which in its turn yields

$$
\begin{equation*}
\left\|\widetilde{\square}^{-1}\right\|_{C\left(\bar{E}_{T}\right) \longrightarrow C\left(\bar{E}_{T}\right)} \leq \frac{T^{2}}{1-k^{2}} \tag{2.18}
\end{equation*}
$$

Remark 2.8. Standard reasonings (see, e.g., [9]) show that the function $\widetilde{u} \in C^{1}\left(\bar{E}_{T}\right)$ is the generalized solution of the problem (2.1), (2.2), if and only if it is a solution of the following nonlinear Volterra type integro-differential equation

$$
\begin{equation*}
\widetilde{u}(\xi, \eta)+\frac{1}{2} \widetilde{\square}^{-1}\left(g(\xi-\eta, \xi+\eta, \widetilde{u})\left(\widetilde{u}_{\xi}+\widetilde{u}_{\eta}\right)\right)(\xi, \eta)=\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta), \quad(\xi, \eta) \in E_{T} \tag{2.19}
\end{equation*}
$$

## 3. Local Solvability of the Problem (1.1), (1.2)

Lemma 3.1. The operator $\widetilde{\square}^{-1}$ defined by the formula (2.17) is the linear continuous operator acting from the space $C\left(\bar{E}_{T}\right)$ to the space $C^{1}\left(\bar{E}_{T}\right)$.

Proof. To this end, we first show that for $\tilde{f} \in C\left(\bar{E}_{T}\right)$, the series from the right-hand side of (2.17), differentiated formally with respect to $\xi$ and to $\eta$ converges uniformly on the set $\bar{E}_{T}$. Indeed, as it can be easily verified, we have

$$
\begin{align*}
\left(L_{1} \widetilde{f}\right)(\xi, \eta) & :=\frac{\partial}{\partial \xi}\left[\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)\right] \\
& =\sum_{n=0}^{\infty}\left[k^{2 n} \int_{N_{2 n} P_{2 n}} \widetilde{f} d \eta_{1}+k^{2 n+2} \int_{P_{2 n+2} M_{2 n+1}} \tilde{f} d \eta_{1}-k^{2 n+1} \int_{M_{2 n+1} N_{2 n}} \tilde{f} d \xi_{1}\right],  \tag{3.1}\\
\left(L_{2} \widetilde{f}\right)(\xi, \eta): & =\frac{\partial}{\partial \eta}\left[\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)\right] \\
& =\sum_{n=0}^{\infty}\left[k^{2 n} \int_{M_{2 n} P_{2 n}} \widetilde{f} d \xi_{1}+k^{2 n+2} \int_{P_{2 n+2} N_{2 n+1}} \tilde{f} d \xi_{1}-k^{2 n+1} \int_{N_{2 n+1} M_{2 n}} \tilde{f} d \eta_{1}\right] . \tag{3.2}
\end{align*}
$$

By virtue of (2.10), we have the equalities

$$
\begin{array}{lll}
\left|N_{2 m} P_{2 m}\right|=k^{2 m}(\eta-k \xi), & \left|P_{2 m+2} M_{2 m+1}\right|=k^{2 m+1}(\xi-k \eta), & \left|M_{2 m+1} N_{2 m}\right|=k^{2 m}\left(1-k^{2}\right) \xi, \\
\left|M_{2 m} P_{2 m}\right|=k^{2 m}(\xi-k \eta), & \left|P_{2 m+2} N_{2 m+1}\right|=k^{2 m+1}(\eta-k \xi), & \left|N_{2 m+1} M_{2 m}\right|=k^{2 m}\left(1-k^{2}\right) \eta,
\end{array}
$$

which in view of (2.4) imply that the series (3.1) and (3.2) are uniformly and absolutely convergent, and the estimate

$$
\begin{equation*}
\max \left\{\left\|L_{1} \widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)},\left\|L_{2} \widetilde{f}\right\|_{C\left(\bar{E}_{T}\right)}\right\} \leq \frac{3 T}{1-k^{4}}\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)} \tag{3.3}
\end{equation*}
$$

holds.
From (3.3), in view of (2.18) and the fact that $\|v\|_{C^{1}}:=\max \left\{\|v\|_{C},\left\|v_{\xi}\right\|_{C},\left\|v_{\eta}\right\|_{C}\right\}$, it follows that Lemma 3.1 is valid.

Introducing the notation $v_{1}:=\widetilde{u}, v_{2}:=\widetilde{u}_{\xi}, v_{3}:=\widetilde{u}_{\eta}$ and differentiating formally the equality (2.19) with respect to $\xi$ and $\eta$ for $(\xi, \eta) \in E_{T}$, we obtain

$$
\left\{\begin{array}{l}
v_{1}(\xi, \eta)=-\frac{1}{2} \widetilde{\square}^{-1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)  \tag{3.4}\\
v_{2}(\xi, \eta)=-\frac{1}{2} L_{1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{1} \widetilde{f}\right)(\xi, \eta) \\
v_{3}(\xi, \eta)=-\frac{1}{2} L_{2}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{2} \widetilde{f}\right)(\xi, \eta)
\end{array}\right.
$$

where the linear operators $L_{1}$ and $L_{2}$ are defined by the equalities (3.1) and (3.2).
Remark 3.1. It is not difficult to check that if $\widetilde{u} \in C^{1}\left(\bar{E}_{T}\right)$ is a solution of the nonlinear equation (2.19), then the functions $v_{1}:=\widetilde{u}, v_{2}:=\widetilde{u}_{\xi}, v_{3}:=\widetilde{u}_{\eta}$ of the class $C\left(\bar{E}_{T}\right)$ satisfy the system of nonlinear equations (3.4), and vice versa, if the functions $v_{1}, v_{2}$ and $v_{3}$ of the class $C\left(\bar{E}_{T}\right)$ satisfy the system of equations (3.4), then $v_{1} \in C^{1}\left(\bar{E}_{T}\right)$ and $v_{1 \xi}=v_{2}, v_{2 \eta}=v_{3}$, and $\widetilde{u}=v_{1}$ will be a solution of the equation (2.19) of the class $C^{1}\left(\bar{E}_{T}\right)$.

We will now proceed to the proof of the local solvability of the system of nonlinear integral equations (3.4).

Let us consider the following conditions:

$$
\begin{equation*}
|g(x, t, s)| \leq m(r), \quad\left|g\left(x, t, s_{2}\right)-g\left(x, t, s_{1}\right)\right| \leq c(r)\left|s_{2}-s_{1}\right|, \quad(x, t) \in \bar{D}_{T}, \quad|s|,\left|s_{1}\right|,\left|s_{2}\right| \leq r \tag{3.5}
\end{equation*}
$$

where $m(r)$ and $c(r)$ are some nonnegative continuous functions of argument $r \geq 0$. Obviously, the conditions (3.5) will be fulfilled if $g, g_{s} \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$.

Theorem 3.1. Let $f \in C\left(\bar{D}_{T}\right)$ and the function $g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$ satisfy the conditions (3.5). Then there exists a positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$ the problem (1.1), (1.2) has at least one generalized solution in the domain $D_{T_{1}}$.
Proof. By Remarks 2.1 and 2.8, the problem (1.1), (1.2) in the space $C^{1}\left(\bar{D}_{T}\right)$ is equivalent to the system of nonlinear integral equations (3.4) in the class $C\left(\bar{E}_{T}\right)$. Below, we will prove the solvability of the system (3.4) by using the principle of contracted mappings (see, e.g., [21, p. 390]).

Assume $V:=\left(v_{1}, v_{2}, v_{3}\right)$ and introduce the vector operator $\Phi:=\left(\Phi_{1}, \Phi_{2}, \Phi_{3}\right)$ acting by the formula

$$
\left\{\begin{array}{l}
\left(\Phi_{1} V\right)(\xi, \eta)=-\frac{1}{2} \widetilde{\square}^{-1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(\widetilde{\square}^{-1} \widetilde{f}\right)(\xi, \eta)  \tag{3.6}\\
\left(\Phi_{2} V\right)(\xi, \eta)=-\frac{1}{2} L_{1}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{1} \widetilde{f}\right)(\xi, \eta) \\
\left(\Phi_{3} V\right)(\xi, \eta)=-\frac{1}{2} L_{2}\left(g\left(\xi-\eta, \xi+\eta, v_{1}\right)\left(v_{2}+v_{3}\right)\right)+\left(L_{2} \widetilde{f}\right)(\xi, \eta)
\end{array}\right.
$$

Taking into account (3.6), the system (3.4) can be rewritten in the vector form

$$
\begin{equation*}
V=\Phi V \tag{3.7}
\end{equation*}
$$

Let

$$
\|V\|_{X_{T}}:=\max _{1 \leq i \leq 3}\left\{\left\|v_{i}\right\|_{C\left(\bar{E}_{T}\right)}\right\}, \quad V \in X_{T}:=C\left(\bar{E}_{T} ; \mathbb{R}^{3}\right)
$$

where $C\left(\bar{E}_{T} ; \mathbb{R}^{3}\right)$ is a set of continuous vector functions $V: \bar{E}_{T} \rightarrow \mathbb{R}^{3}$.
We fix the number $R>0$ and denote by $B_{R}(T):=\left\{V \in X_{T}:\|V\|_{X_{T}} \leq R\right\}$ a closed ball of radius $R$ in the Banach space $X_{T}$ with center in a zero element.

Below, we will prove that there exists the positive number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$ :
(i) $\Phi$ maps the ball $B_{R}\left(T_{1}\right)$ into itself;
(ii) $\Phi$ is a contractive mapping on the set $B_{R}\left(T_{1}\right)$.

Indeed, by the estimates (2.18), (3.3) and the first inequality (3.5), from (3.6) for $V \in B_{R}\left(T_{1}\right)$, when $T_{1}<T$, we have

$$
\begin{align*}
\left|\left(\Phi_{1} V\right)(\xi, \eta)\right| \leq \frac{T_{1}^{2}}{1-k^{2}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right), \quad(\xi, \eta) \in E_{T_{1}}  \tag{3.8}\\
\left|\left(\Phi_{i} V\right)(\xi, \eta)\right| \leq \frac{3 T_{1}}{1-k^{4}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right), \quad(\xi, \eta) \in E_{T_{1}}, \quad i=2,3
\end{align*}
$$

From these estimates, owing to the fact that $k^{2}<1$, it follows that

$$
\begin{equation*}
\|\Phi V\|_{X_{T_{1}}} \leq \frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}\left(R M(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right) \tag{3.9}
\end{equation*}
$$

For the fixed $R>0$, we require for the value $T_{1}$ to be so small that

$$
\begin{equation*}
\frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}\left(R m(R)+\|\widetilde{f}\|_{C\left(\bar{E}_{T}\right)}\right) \leq R \tag{3.10}
\end{equation*}
$$

Then from (3.9) and (3.10) it follows that $\Phi U \in B_{R}\left(T_{1}\right)$, and hence the condition (i) is fulfilled.
Next, by (2.18) and (3.5), from (3.6), for $V_{i}=\left(v_{i}^{1}, v_{i}^{2}, v_{i}^{3}\right) \in B_{R}\left(T_{1}\right), i=1,2$, we have

$$
\begin{gathered}
\left|\left(\Phi_{1} V_{2}-\Phi_{1} V_{1}\right)(\xi, \eta)\right|=\frac{1}{2}\left|\widetilde{\square}^{-1}\left[g\left(\xi-\eta, \xi+\eta, v_{2}^{1}\right)\left(v_{2}^{2}+v_{2}^{3}\right)-g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\left(v_{1}^{2}+v_{1}^{3}\right)\right]\right| \\
=\frac{1}{2}\left|\widetilde{\square}^{-1}\left[\left(g\left(\xi-\eta, \xi+\eta, v_{2}^{1}\right)-g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\right)\left(v_{2}^{2}+v_{2}^{3}\right)+g\left(\xi-\eta, \xi+\eta, v_{1}^{1}\right)\left(v_{2}^{2}-v_{1}^{2}+v_{2}^{3}-v_{1}^{3}\right)\right]\right| \\
\leq \frac{T_{1}^{2}}{1-k^{2}}(R c(R)+m(R))\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}} .
\end{gathered}
$$

Analogously, taking into account (3.3), we have

$$
\begin{equation*}
\left|\left(\Phi_{i} V_{2}-\Phi_{i} V_{1}\right)(\xi, \eta)\right| \leq \frac{3 T_{1}}{1-k^{4}}(R c(R)+m(R))\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}}, \quad i=2,3 \tag{3.11}
\end{equation*}
$$

We now choose the number $T_{1}$ so small that

$$
\begin{equation*}
\frac{T_{1}\left(T_{1}+3\right)}{1-k^{2}}(R c(R)+m(R)) \leq q=\text { const }<1 \tag{3.12}
\end{equation*}
$$

and hence $\left\|\Phi V_{2}-\Phi V_{1}\right\|_{X_{T_{1}}} \leq q\left\|V_{2}-V_{1}\right\|_{X_{T_{1}}}$. Thus the operator $\Phi$ is a contractive mapping on the set $B_{R}\left(T_{1}\right)$, i.e., the condition (ii) is fulfilled.

It follows from (3.11) and (3.12) that there exists the number $T_{0}=T_{0}(f, g) \leq T$ such that for any $T_{1}<T_{0}$, both conditions (i) and (ii) are fulfilled for the mapping $\Phi: B_{R}\left(T_{1}\right) \rightarrow B_{R}\left(T_{1}\right)$. Therefore, by the principle of contracted mappings, there exists the solution $V$ of the equation (3.7) in the space $C\left(\bar{E}_{T_{1}} ; \mathbb{R}^{3}\right)$.

Remark 3.2. From the above reasonings as in proving Theorem 3.1 dealt with the contraction of the mapping $\Phi$, it immediately follows that if $u_{1}$ and $u_{2}$ are two possible solutions of the problem (1.1), (1.2) of the class $C^{1}\left(\bar{D}_{T}\right)$, then there exists the positive number $T_{1}=T_{1}\left(\left\|u_{1}\right\|,\left\|u_{2}\right\|\right) \leq T$ such that $\left.u_{1}\right|_{D_{T_{1}}}=\left.u_{2}\right|_{D_{T_{1}}}$.
4. A priori Estimates of a Solution of the Problem (1.1), (1.3), (1.4) in the Classes

$$
C\left(\bar{D}_{t_{1}, t_{2}}\right) \text { AND } C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)
$$

Assume

$$
\begin{aligned}
\omega_{\tau} & :=\bar{D}_{t_{1}, t_{2}} \cap\{t=\tau\}, \quad t_{1} \leq \tau \leq t_{2}, \\
\gamma_{i ; t_{1}, t_{2}} & :=\bar{D}_{t_{1}, t_{2}} \cap \widetilde{\gamma}_{i, T}, \quad i=1,2, \\
\Gamma_{t_{1}, t_{2}} & :=\gamma_{1 ; t_{1}, t_{2}} \cup \gamma_{2 ; t_{1}, t_{2}},
\end{aligned}
$$

and introduce into consideration the space

$$
\stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right):=\left\{v \in C^{2}\left(\bar{D}_{t_{1}, t_{2}}\right):\left.v\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.v_{x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0\right\} .
$$

Let

$$
\begin{equation*}
f \in C\left(\bar{D}_{T}\right), \quad g \in C\left(\bar{D}_{T} \times \mathbb{R}\right), \quad \varphi \in C^{1}\left(\bar{\omega}_{t_{1}}\right), \quad \psi \in C\left(\bar{\omega}_{t_{1}}\right) \tag{4.1}
\end{equation*}
$$

Definition 4.1. The function $u \in C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ is said to be a generalized solution of the problem (1.1), (1.3), (1.4) if there exists a sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}-f\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}\left|\bar{\omega}_{t_{1}}-\varphi\left\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\right\| u_{n t}\right|_{\bar{\omega}_{t_{1}}}-\psi\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0 \tag{4.3}
\end{equation*}
$$

hold.
Lemma 4.1. Let the conditions (4.1) and

$$
\begin{equation*}
g(x, t, s) \geq-M_{T}, \quad(x, t, s) \in \bar{D}_{T} \times \mathbb{R}, \quad M_{T}:=\text { const }>0 \tag{4.4}
\end{equation*}
$$

be fulfilled. Then for a generalized solution $u \in C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ of the problem (1.1), (1.3), (1.4) an a priori estimate

$$
\begin{equation*}
\|u\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq c_{1}\left(\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) \tag{4.5}
\end{equation*}
$$

with the positive constant $c_{1}=c_{1}(T)$, independent of $u, f, \varphi$, and $\psi$ is valid.
Proof. Let $u$ be a generalized solution of the problem (1.1), (1.3), (1.4). Then by Definition 4.1, there exists the sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities (4.2), (4.3) are valid.

Consider the function $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ as a solution of the following mixed problem

$$
\begin{equation*}
L u_{n}=f_{n}, \tag{4.6}
\end{equation*}
$$

$$
\begin{gather*}
\left.u_{n}\right|_{\bar{\omega}_{t_{1}}}=\varphi_{n},\left.\quad u_{n t}\right|_{\bar{\omega}_{t_{1}}}=\psi_{n}  \tag{4.7}\\
\left.u_{n}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad u_{n x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0 \tag{4.8}
\end{gather*}
$$

Here,

$$
\begin{equation*}
\varphi_{n}:=\left.u_{n}\right|_{\bar{\omega}_{t_{1}}}, \quad \psi_{n}:=\left.u_{n t}\right|_{\bar{\omega}_{t_{1}}}, \quad f_{n}:=L u_{n} \tag{4.9}
\end{equation*}
$$

Multiplying both parts of the equality (4.6) by $u_{n t}$ and integrating the obtained equality with respect to the domain $D_{t_{1}, t_{2} ; \tau}:=\left\{(x, t) \in D_{t_{1}, t_{2}}: t_{1}<t<\tau\right\}, t_{1}<\tau \leq t_{2}$, we have

$$
\frac{1}{2} \int_{D_{t_{1}, t_{2} ; \tau}}\left(u_{n t}^{2}\right)_{t} d x d t-\int_{D_{t_{1}, t_{2} ; \tau}} u_{n x x} u_{n t} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} g\left(x, t, u_{n}\right) u_{n t}^{2} d x d t=\int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t
$$

Taking into account (4.8) and applying Green's formula to the left-hand side of the last equality, we obtain

$$
\begin{align*}
\int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t & =\int_{\gamma_{1 ; t_{1}, \tau}} \frac{1}{2 \nu_{t}}\left[\left(u_{n x} \nu_{t}-u_{n t} \nu_{x}\right)^{2}+u_{n t}^{2}\left(\nu_{t}^{2}-\nu_{x}^{2}\right)\right] d s \\
& +\frac{1}{2} \int_{\omega_{\tau}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x-\frac{1}{2} \int_{\omega_{t_{1}}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x+\int_{D_{t_{1}, t_{2} ; \tau}} g\left(x, t, u_{n}\right) u_{n t}^{2} d x d t \tag{4.10}
\end{align*}
$$

where $\nu:=\left(\nu_{x}, \nu_{t}\right)$ is a unit vector of the outer normal to $D_{t_{1}, t_{2} ; \tau}$.
Taking into account the fact that the operator $\nu_{t} \frac{\partial}{\partial x}-\nu_{x} \frac{\partial}{\partial t}$ is the directional derivative, tangent to $\gamma_{1 ; t_{1}, \tau}$, owing to the first condition (4.8), we have

$$
\begin{equation*}
\left.\left(u_{n x} \nu_{t}-u_{n t} \nu_{x}\right)\right|_{\gamma_{1 ; t_{1}, \tau}}=0 \tag{4.11}
\end{equation*}
$$

Since $\nu_{x}=\frac{1}{\sqrt{1+\widetilde{k}^{2}}}, \nu_{t}=\frac{-\widetilde{k}}{\sqrt{1+\widetilde{k}^{2}}}$ and $0<\widetilde{k}<1$, therefore

$$
\begin{equation*}
\left.\left(\nu_{t}^{2}-\nu_{x}^{2}\right)\right|_{\gamma_{1, t_{1}, \tau}}<0 \tag{4.12}
\end{equation*}
$$

Consequently, by (4.4), (4.11), (4.12), from (4.10), we have

$$
\begin{equation*}
w_{n}(\tau):=\int_{\omega_{\tau}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x \leq \int_{\omega_{t_{1}}}\left(u_{n x}^{2}+u_{n t}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n} u_{n t} d x d t+2 M_{T} \int_{D_{t_{1}, t_{2} ; \tau}} u_{n t}^{2} d x d t \tag{4.13}
\end{equation*}
$$

Bearing in mind the inequality $2 f_{n} u_{n t} \leq u_{n t}^{2}+f_{n}^{2}$, by (4.7) and (4.13), we get

$$
w_{n}(\tau) \leq\left(1+2 M_{T}\right) \int_{D_{t_{1}}, t_{2} ; \tau} u_{n t}^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+\int_{\omega_{t_{1}}}\left(\varphi_{n}^{\prime 2}+\psi_{n}^{2}\right) d x
$$

whence, in view of the expression for the function $w_{n}(\tau)$, it follows that

$$
w_{n}(\tau) \leq m_{T} \int_{0}^{\tau} w_{n}(\sigma) d \sigma+\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}+\left\|\varphi_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}
$$

where $m_{T}:=1+2 M_{T}$. Hence, since the value $\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}$, being the function of $\tau$, is nondecreasing, by the Gronwall's lemma (see, e.g., [5, p. 13]), we have

$$
\begin{equation*}
w_{n}(\tau) \leq \exp \left(m_{T} \tau\right)\left[\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2} ; \tau}\right)}^{2}+\left\|\varphi_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}\right] \tag{4.14}
\end{equation*}
$$

If $(x, t) \in \bar{D}_{t_{1}, t_{2}}$, then by virtue of the first condition (4.8), we obtain the equality

$$
u_{n}(x, t)=u_{n}(x, t)-u_{n}(\widetilde{k} t, t)=\int_{\widetilde{k} t}^{x} u_{n x}(\sigma, t) d \sigma
$$

which owing to the Schwartz inequality and (4.14) results in

$$
\begin{gather*}
\left|u_{n}(x, t)\right|^{2} \leq \int_{x}^{\widetilde{k} t} d \sigma \int_{x}^{\widetilde{k} t}\left[u_{n x}(\sigma, t)\right]^{2} d \sigma \leq(\widetilde{k} t-x) \int_{\omega_{t}}\left[u_{n x}(\sigma, t)\right]^{2} d \sigma \leq(\widetilde{k} t-x) w_{n}(t) \leq \widetilde{k} t w_{n}(t) \\
\leq \widetilde{k} t_{2} \exp \left(m_{T} t_{2}\right)\left[\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)}^{2} \operatorname{mes} D_{t_{1}, t_{2} ; \tau}+\operatorname{mes} \omega_{t_{1}}\left(\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}\right)\right] \\
=\frac{1}{2} \widetilde{k}^{2} t_{2}\left(t_{2}^{2}-t_{1}^{2}\right) \exp \left(m_{T} t_{2}\right)\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)}^{2}+\widetilde{k}^{2} t_{1} t_{2} \exp \left(m_{T} t_{2}\right)\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}^{2} \\
+\widetilde{k}^{2} t_{1} t_{2} \exp \left(m_{T} t_{2}\right)\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} . \tag{4.15}
\end{gather*}
$$

Thus, using the obvious inequality

$$
\left(\sum_{i=1}^{n} a_{i}^{2}\right)^{\frac{1}{2}} \leq \sum_{i=1}^{n}\left|a_{i}\right|
$$

we obtain

$$
\begin{aligned}
\left\|u_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq T \widetilde{k} \sqrt{\frac{T}{2}} \exp & \left(\frac{T m_{T}}{2}\right)\left\|f_{n}\right\|_{C\left(\bar{D}_{T}\right)} \\
& +T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right)\left\|\varphi_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right)\left\|\psi_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}
\end{aligned}
$$

Passing in the last inequality to the limit, as $n \rightarrow \infty$, by virtue of (4.2), (4.3), (4.9), we obtain the estimate (4.5) in which

$$
c_{1}(T)=T \widetilde{k} \exp \left(\frac{T m_{T}}{2}\right) \max \left\{\sqrt{\frac{T}{2}}, 1\right\} .
$$

Remark 4.1. Repeating the same reasoning as in Lemma 4.1, for a generalized solution of the problem (1.1), (1.2) we obtain an a priori estimate

$$
\|u\|_{C\left(\bar{D}_{T}\right)} \leq c_{0}\|f\|_{C\left(\bar{D}_{T}\right)}
$$

where

$$
c_{0}=T \widetilde{k} \sqrt{\frac{T}{2}} \exp \left(\frac{m_{T} T}{2}\right)
$$

Below, using the classical method of characteristics and taking into account (4.5), we obtain a priori estimate in the space $C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$ for a generalized solution of the problem (1.1), (1.3), (1.4).

We have the following
Lemma 4.2. Under the conditions of Lemma 4.1, if

$$
\begin{equation*}
t_{2}-t_{1} \leq \frac{1}{2} \widetilde{k} t_{1} \tag{4.16}
\end{equation*}
$$

for a generalized solution of the problem (1.1), (1.3), (1.4) an a priori estimate

$$
\begin{equation*}
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) \exp \left[2\left(K_{\varphi, \psi}+1\right) T\right] \tag{4.17}
\end{equation*}
$$

holds. Here,

$$
\begin{equation*}
K_{\varphi, \psi}:=K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right), \tag{4.18}
\end{equation*}
$$

where

$$
K(s):=\sup _{(x, t) \in D_{T},\left|s_{1}\right| \leq c_{1} s}\left|g\left(x, t, s_{1}\right)\right|<+\infty
$$

$c$ is the constant from the a priori estimate (4.5), and

$$
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}:=\max \left\{\|u\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)},\left\|u_{x}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)},\left\|u_{t}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}\right\} .
$$

Proof. Let $u$ be a generalized solution of the problem (1.1), (1.3), (1.4). The limiting equalities (4.2), (4.3) are valid, where $u_{n}$ can be considered as a solution of the problem (4.6)-(4.8) with right-hand sides $f_{n}, \varphi_{n}, \psi_{n}$ from (4.9). For the fixed natural $n$ we introduce the functions

$$
\begin{equation*}
u_{n}^{1}:=u_{n t}-u_{n x}, \quad u_{n}^{2}:=u_{n t}+u_{n x}, \quad u_{n}^{3}:=u_{n} \tag{4.19}
\end{equation*}
$$

which in view of (4.7), (4.8) for $t_{1} \leq t \leq t_{2}$ satisfy the initial and boundary conditions

$$
\begin{gather*}
\left.u_{n}^{1}\right|_{\omega_{t_{1}}}=\psi_{n}-\varphi_{n}^{\prime},\left.\quad u_{n}^{2}\right|_{\omega_{t_{1}}}=\psi_{n}+\varphi_{n}^{\prime},\left.\quad u_{n}^{3}\right|_{\omega_{t_{1}}}=\varphi_{n}  \tag{4.20}\\
\left.\left(u_{n}^{2}+\frac{1-\widetilde{k}}{1+\widetilde{k}} u_{n}^{1}\right)\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad u_{n}^{3}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad\left(u_{n}^{1}-u_{n}^{2}\right)\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0 \tag{4.21}
\end{gather*}
$$

By virtue of (1.1), and (4.19), the unknown functions $u_{n}^{1}, u_{n}^{2}, u_{n}^{3}$ satisfy the following system of partial differential equations of the first order

$$
\left\{\begin{array}{l}
\frac{\partial u_{n}^{1}}{\partial t}+\frac{\partial u_{n}^{1}}{\partial x}=f_{n}(x, t)-\frac{1}{2} g\left(x, t, u_{n}^{3}\right)\left(u_{n}^{1}+u_{n}^{2}\right)  \tag{4.22}\\
\frac{\partial u_{n}^{2}}{\partial t}-\frac{\partial u_{n}^{2}}{\partial x}=f_{n}(x, t)-\frac{1}{2} g\left(x, t, u_{n}^{3}\right)\left(u_{n}^{1}+u_{n}^{2}\right) \\
\frac{\partial u_{n}^{3}}{\partial t}-\frac{\partial u_{n}^{3}}{\partial x}=u_{n}^{1}
\end{array}\right.
$$

Taking into account (4.16), we divide the domain $D_{t_{1}, t_{2}}$ into three subdomains

$$
\begin{aligned}
D_{1 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}: t-t_{1}<x<(1+\widetilde{k}) t_{1}-t\right\} \\
D_{2 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}: 0<x<t-t_{1}\right\} \\
D_{3 ; t_{1}, t_{2}} & :=\left\{(x, t) \in D_{t_{1}, t_{2}}:(1+\widetilde{k}) t_{1}-t<x<\widetilde{k} t\right\}
\end{aligned}
$$

For $(x, t) \in D_{1 ; t_{1}, t_{2}}$, integration equations of the system (4.22) along the corresponding characteristic curves and bearing in mind the initial conditions (4.20), we obtain

$$
\left\{\begin{array}{l}
u_{n}^{1}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right) \\
u_{n}^{2}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right)+\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)=\int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{array}\right.
$$

where $P_{\tau}:=(x-t+\tau, \tau), Q_{\tau}:=(x+t-\tau, \tau)$. Passing in this system to the limit, as $n \rightarrow \infty$, in the space $C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.10), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right) \\
& -\varphi^{\prime}\left(x-t+t_{1}\right) \\
u^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right)  \tag{4.23}\\
& +\varphi^{\prime}\left(x+t-t_{1}\right) \\
u^{3}(x, t)= & \int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
\end{align*}\right.
$$

Here, by (4.2) and (4.19),

$$
\begin{equation*}
u^{1}:=u_{t}-u_{x}, \quad ; u^{2}:=u_{t}+u_{x}, \quad u^{3}:=u \tag{4.24}
\end{equation*}
$$

In case $(x, t) \in D_{2 ; t_{1}, t_{2}}$, integrating equations of the system (4.22) along the corresponding characteristic curves and taking into account the initial conditions (4.20), we obtain

$$
\left\{\begin{align*}
u_{n}^{1}(x, t)= & u_{n}^{1}(0, t-x)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f_{n}\left(P_{\tau}\right) d \tau  \tag{4.25}\\
u_{n}^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right) \\
& +\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)= & \int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{align*}\right.
$$

Since due to (4.21) the equality $u_{n}^{1}(0, t-x)=u_{n}^{2}(0, t-x)$ holds, bearing in mind the second equality of the obtained system and the notation $P_{\tau}^{2}:=(t-x-\tau, \tau)$, we can rewrite the system (4.25) in the form

$$
\left\{\begin{aligned}
u_{n}^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t-x} g\left(P_{\tau}^{2}, u_{n}^{3}\left(P_{\tau}^{2}\right)\right)\left(u_{n}^{1}\left(P_{\tau}^{2}\right)+u_{n}^{2}\left(P_{\tau}^{2}\right)\right) d \tau+\int_{t_{1}}^{t-x} f_{n}\left(P_{\tau}^{2}\right) d \tau+\psi_{n}\left(t-x-t_{1}\right) \\
& +\varphi_{n}^{\prime}\left(t-x-t_{1}\right)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f_{n}\left(P_{\tau}\right) d \tau \\
u_{n}^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau+\psi_{n}\left(x+t-t_{1}\right)+\varphi_{n}^{\prime}\left(x+t-t_{1}\right) \\
u_{n}^{3}(x, t)= & \int_{t_{1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau+\varphi_{n}\left(x+t-t_{1}\right)
\end{aligned}\right.
$$

Passing here to the limit as $n \rightarrow \infty$ in the space $C\left(\bar{D}_{2 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.19), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t-x} g\left(P_{\tau}^{2}, u^{3}\left(P_{\tau}^{2}\right)\right)\left(u^{1}\left(P_{\tau}^{2}\right)+u^{2}\left(P_{\tau}^{2}\right)\right) d \tau+\int_{t_{1}}^{t-x} f\left(P_{\tau}^{2}\right) d \tau+\psi\left(t-x-t_{1}\right)  \tag{4.26}\\
& +\varphi^{\prime}\left(t-x-t_{1}\right)-\frac{1}{2} \int_{t-x}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t-x}^{t} f\left(P_{\tau}\right) d \tau \\
u^{2}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right) \\
& +\varphi^{\prime}\left(x+t-t_{1}\right) \\
u^{3}(x, t)= & \int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
\end{align*}\right.
$$

For $(x, t) \in D_{3 ; t_{1}, t_{2}}$, integrating equations of the system (4.22) along the characteristic curves, in view of the initial and boundary conditions (4.20), (4.21), we obtain

$$
\left\{\begin{array}{l}
u_{n}^{1}(x, t)=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right)  \tag{4.27}\\
u_{n}^{2}(x, t)= \\
u_{n}^{2}\left(\frac{\widetilde{k}(x+t)}{\widetilde{k}+1}, \frac{x+t}{\widetilde{k}+1}\right)-\frac{1}{2} \int_{\frac{x+t}{k+1}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{k+1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau \\
u_{n}^{3}(x, t)=\int_{\frac{x+t}{k+1}}^{t} u_{n}^{1}\left(Q_{\tau}\right) d \tau
\end{array}\right.
$$

Since by (4.21) there is on $\gamma_{1 ; t_{1}, t_{2}}$ the equality $u_{n}^{2}=\frac{\widetilde{k}-1}{\kappa k+1} u_{n}^{1}$, due to the first equality of the obtained system and the notation $P_{\tau}^{3}:=\left(\frac{\widetilde{k}-1}{\tilde{k}+1}(x+t)+\tau, \tau\right)$, the system (4.27) can be rewritten in the form

$$
\left\{\begin{aligned}
u_{n}^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u_{n}^{3}\left(P_{\tau}\right)\right)\left(u_{n}^{1}\left(P_{\tau}\right)+u_{n}^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f_{n}\left(P_{\tau}\right) d \tau+\psi_{n}\left(x-t+t_{1}\right)-\varphi_{n}^{\prime}\left(x-t+t_{1}\right) \\
u_{n}^{2}(x, t)= & \frac{\widetilde{k}-1}{\widetilde{k}+1}\left[-\frac{1}{2} \int_{t_{1}}^{\frac{x+t}{k+1}} g\left(P_{\tau}^{3}, u_{n}^{3}\left(P_{\tau}^{3}\right)\right)\left(u_{n}^{1}\left(P_{\tau}^{3}\right)+u_{n}^{2}\left(P_{\tau}^{3}\right)\right) d \tau+\int_{t_{1}}^{\frac{x+t}{k+1}} f_{n}\left(P_{\tau}^{3}\right) d \tau\right. \\
& \left.+\psi_{n}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)-\varphi_{n}^{\prime}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)\right] \\
& \quad-\frac{1}{2} \int_{\frac{x+t}{t}}^{t} g\left(Q_{\tau}, u_{n}^{3}\left(Q_{\tau}\right)\right)\left(u_{n}^{1}\left(Q_{\tau}\right)+u_{n}^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{k+1}}^{t} f_{n}\left(Q_{\tau}\right) d \tau \\
u_{n}^{3}(x, t)= & \int_{x_{n}}^{\frac{x+t}{k+1}} u_{n}^{1}\left(Q_{\tau}\right) d \tau .
\end{aligned}\right.
$$

Passing in this system to the limit, as $n \rightarrow \infty$, in the space $C\left(\bar{D}_{3 ; t_{1}, t_{2}}\right)$ and taking into account (4.2), (4.3), (4.6), (4.7), (4.9) and (4.10), we have

$$
\left\{\begin{align*}
u^{1}(x, t)= & -\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right)-\varphi^{\prime}\left(x-t+t_{1}\right),  \tag{4.28}\\
u^{2}(x, t)= & \frac{\widetilde{k}-1}{\widetilde{k}+1}\left[-\frac{1}{2} \int_{t_{1}}^{\frac{\frac{x+t}{k+1}}{k+1}} g\left(P_{\tau}^{3}, u^{3}\left(P_{\tau}^{3}\right)\right)\left(u^{1}\left(P_{\tau}^{3}\right)+u^{2}\left(P_{\tau}^{3}\right)\right) d \tau+\int_{t_{1}}^{\frac{\frac{x+t}{k+1}}{}} f\left(P_{\tau}^{3}\right) d \tau\right. \\
& \left.+\psi\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)-\varphi^{\prime}\left(\frac{\widetilde{k}-1}{\widetilde{k}+1}(x+t)+t_{1}\right)\right] \\
& -\frac{1}{2} \int_{t}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{\frac{x+t}{t}}^{\frac{x+t+}{k+1}} f\left(Q_{\tau}\right) d \tau, \\
u^{3}(x, t)= & \int_{\frac{x+t}{k+1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau .
\end{align*}\right.
$$

By the a priori estimate (4.5), for a generalized solution $u^{3}=u$ of the problem (1.1), (1.3), (1.4) we get

$$
\begin{equation*}
\left|g\left(x, t, u^{3}(x, t)\right)\right| \leq K_{\varphi, \psi}, \quad(x, t) \in \bar{D}_{t_{1}, t_{2}} \tag{4.29}
\end{equation*}
$$

where $K_{\varphi, \psi}$ is defined in (4.18).
Let

$$
\begin{equation*}
v^{i}(t):=\sup _{(\xi, \tau) \in \bar{D}_{t_{1}, t}}\left|u^{i}(\xi, \tau)\right|, \quad i=1,2,3, \quad F(t):=\sup _{(\xi, \tau) \in \bar{D}_{t_{1}, t}}|f(\xi, \tau)| . \tag{4.30}
\end{equation*}
$$

It follows from (4.23), (4.26) and (4.28) by virtue of (4.29) and (4.30) that

$$
\left|u^{i}(x, t)\right| \leq\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t}\left[v^{1}(\tau)+v^{2}(\tau)\right] d \tau+2 t\|f\|_{C\left(\bar{D}_{t_{1}, t}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad i=1,2,3
$$

whence taking into account the fact that the right-hand sides of these inequalities are nondecreasing, by virtue of (4.30), we obtain

$$
\begin{gathered}
\left|v^{i}(t)\right| \leq\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t}\left[v^{1}(\tau)+v^{2}(\tau)\right] d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)} \\
t_{1} \leq t \leq t_{2}, \quad i=1,2,3
\end{gathered}
$$

Putting $v(t):=\max _{1 \leq i \leq 3} v^{i}(t)$, the obtained inequalities result in

$$
\begin{equation*}
v(t) \leq 2\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t} v(\tau) d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad t_{1} \leq t \leq t_{2} \tag{4.31}
\end{equation*}
$$

From (4.31), applying Gronwall's lemma, we obtain

$$
v(t) \leq\left[2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right] \exp \left[2\left(K_{\varphi, \psi}+1\right) t\right], \quad t_{1} \leq t \leq t_{2}
$$

From (4.24) and (4.30), it now easily follows that

$$
\|u\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq\left[2 t_{2}\|f\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right] \exp \left[2\left(K_{\varphi, \psi}+1\right) t_{2}\right]
$$

which proves Lemma 4.2.
5. The Uniqueness of a Solution of the Problems (1.1), (1.2) and (1.1), (1.3), (1.4)

Lemma 5.1. Let the conditions (3.5), (4.1), (4.4), (4.16) be fulfilled. Then the problem (1.1), (1.3), (1.4) may have no more than one generalized solution of the class $C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)$.

Proof. Indeed, assume that the problem (1.1), (1.3), (1.4) has two possible different generalized solutions $u^{1}$ and $u^{2}$ of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$. According to Definition 1.1, there exists a sequence of functions $u_{n}^{i} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ such that the limiting equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}^{i}-u^{i}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}^{i}-f\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\left.u_{n}^{i}\right|_{\bar{\omega}_{t_{1}}}-\varphi\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\left.u_{n t}^{i}\right|_{\bar{\omega}_{t_{1}}}-\psi\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0, \quad i=1,2, \tag{5.2}
\end{equation*}
$$

hold.
We take advantage here the well-known notation $\square:=\partial^{2} / \partial t^{2}-\partial^{2} / \partial x^{2}$ and put $\omega_{n}:=u_{n}^{2}-u_{n}^{1}$. It can be easily seen that the function $\omega_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{t_{1}, t_{2}}, \Gamma_{t_{1}, t_{2}}\right)$ satisfies the following equalities:

$$
\begin{gather*}
\square \omega_{n}+g_{n}=f_{n},  \tag{5.3}\\
\left.\omega_{n}\right|_{\bar{\omega}_{t_{1}}}=\widetilde{\varphi}_{n},\left.\quad \omega_{n t}\right|_{\bar{\omega}_{t_{1}}}=\widetilde{\psi}_{n}  \tag{5.4}\\
\left.\omega_{n}\right|_{\gamma_{1 ; t_{1}, t_{2}}}=0,\left.\quad \omega_{n x}\right|_{\gamma_{2 ; t_{1}, t_{2}}}=0, \tag{5.5}
\end{gather*}
$$

where

$$
\begin{equation*}
g_{n}:=g\left(x, t, u_{n}^{2}\right) u_{n t}^{2}-g\left(x, t, u_{n}^{1}\right) u_{n t}^{1}, \quad f_{n}:=L u_{n}^{2}-L u_{n}^{1}, \tag{5.6}
\end{equation*}
$$

$$
\begin{equation*}
\widetilde{\varphi}_{n}:=\left.\omega_{n}\right|_{\bar{\omega}_{t_{1}}}, \quad \widetilde{\psi}_{n}:=\left.\omega_{n t}\right|_{\bar{\omega}_{t_{1}}}, \tag{5.7}
\end{equation*}
$$

and by virtue of (5.2) and (5.7), the equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|\widetilde{\varphi}_{n}\right\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}=0, \quad i=1,2 \tag{5.8}
\end{equation*}
$$

hold.
By the first equality of (5.1), there is the number $A=$ const $>0$, independent of the indices $i$ and $n$, such that

$$
\begin{equation*}
\left\|u_{n}^{i}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq A . \tag{5.9}
\end{equation*}
$$

According to the second equalities of (5.1) and (5.6), we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0 \tag{5.10}
\end{equation*}
$$

By (3.5), (5.9) and the first equality of (5.6), it is not difficult to see that

$$
\begin{equation*}
g_{n}^{2}=\left(g\left(x, t, u_{n}^{2}\right) \omega_{n t}+\left(g\left(x, t, u_{n}^{2}\right)-g\left(x, t, u_{n}^{1}\right)\right) u_{n t}^{1}\right)^{2} \leq 2 m^{2}(A) \omega_{n t}^{2}+2 A^{2} c^{2}(A) \omega_{n}^{2} \tag{5.11}
\end{equation*}
$$

Multiplying both parts of the equality (5.3) by $\omega_{n t}$ and integrating the obtained equality with respect to the domain $D_{t_{1}, t_{2}}$, by virtue of (5.4), (5.5), just in the same manner as when obtaining inequality (4.13), from (4.10)-(4.12), we have

$$
\begin{equation*}
w_{n}(\tau):=\int_{\omega_{\tau}}\left(\omega_{n x}^{2}+\omega_{n t}^{2}\right) d x \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right) \omega_{n t} d x d t \tag{5.12}
\end{equation*}
$$

By virtue of the estimate (5.11) and the Cauchy inequality, we obtain

$$
\begin{align*}
& 2 \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right) \omega_{n t} d x d t \leq \int_{D_{t_{1}, t_{2} ; \tau}}\left(f_{n}-g_{n}\right)^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \quad \leq 2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+2 \int_{D_{t_{1}, t_{2} ; \tau}} g_{n}^{2} d x d t+\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \quad \leq 2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+4 A^{2} c^{2}(A) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n}^{2} d x d t+\left(1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t . \tag{5.13}
\end{align*}
$$

Next, in view of the equality

$$
\omega_{n}(x, t)=\int_{\widetilde{k} t}^{x} \omega_{n x}(\xi, t) d \xi, \quad(x, t) \in \bar{D}_{t_{1}, t_{2} ; \tau}
$$

which follows from the first equality of (5.5), reasoning in a standard manner, we obtain the following inequality:

$$
\begin{equation*}
\int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n}^{2} d x d t \leq(\widetilde{k} T)^{2} \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n x}^{2} d x d t \tag{5.14}
\end{equation*}
$$

It follows from (5.12)-(5.14) that

$$
\begin{aligned}
w_{n}(\tau) \leq & \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t \\
& +4 k^{2} T^{2} A^{2} c^{2}(A) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n x}^{2} d x d t+\left(1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}} \omega_{n t}^{2} d x d t \\
& \leq \int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t+\left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right) \int_{D_{t_{1}, t_{2} ; \tau}}\left(\omega_{n x}^{2}+\omega_{n t}^{2}\right) d x d t
\end{aligned}
$$

$$
=\left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right) \int_{t_{1}}^{\tau} w_{n}(\sigma) d \sigma+\int_{\omega_{t_{1}}}\left(\widetilde{\varphi}_{n}^{\prime 2}+\widetilde{\psi}_{n}^{2}\right) d x+2 \int_{D_{t_{1}, t_{2} ; \tau}} f_{n}^{2} d x d t
$$

whence due to the Gronwall's lemma, we find that

$$
\begin{equation*}
w_{n}(\tau) \leq c_{2}\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+\left\|\widetilde{\psi}_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2}+2\left\|f_{n}\right\|_{L_{2}\left(D_{t_{1}, t_{2}}\right)}^{2}\right), \quad t_{1}<\tau \leq t_{2} \tag{5.15}
\end{equation*}
$$

where

$$
c_{2}:=\exp \left(4 k^{2} T^{2} A^{2} c^{2}(A)+1+4 m^{2}(A)\right)\left(t_{2}-t_{1}\right)
$$

Reasoning analogously as in the obtaining estimate (4.15) and taking into account obvious inequalities

$$
\begin{gathered}
\left\|f_{n}\right\|_{L_{2}\left(D_{\left.t_{1}, t_{2}\right)}^{2}\right.}^{2} \leq\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2} \operatorname{mes} D_{t_{1}, t_{2}}, \quad\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2} \leq\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} \operatorname{mes} \omega_{t_{1}}, \\
\left\|\widetilde{\psi}_{n}\right\|_{L_{2}\left(\omega_{t_{1}}\right)}^{2} \leq\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2} \operatorname{mes} \omega_{t_{1}}
\end{gathered}
$$

by virtue of (5.15), for $(x, t) \in \bar{D}_{t_{1}, t_{2}}$ we have

$$
\begin{gathered}
\left|\omega_{n}(x, t)\right|^{2} \leq \widetilde{k} t w_{n}(t) \leq \widetilde{k} T c_{2}\left(\operatorname{mes} \omega_{t_{1}}\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\operatorname{mes} \omega_{t_{1}}\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+2 \operatorname{mes} D_{t_{1}, t_{2}}\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2}\right) \\
\leq c_{2}(\widetilde{k} T)^{2}(1+T)\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}^{2}+\left\|f_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}^{2}\right)
\end{gathered}
$$

Hence it immediately follows that

$$
\begin{equation*}
\left\|\omega_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq \widetilde{k} T \sqrt{c_{2}(1+T)}\left(\left\|\widetilde{\varphi}_{n}^{\prime}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}+\left\|\widetilde{\psi}_{n}\right\|_{C\left(\bar{\omega}_{t_{1}}\right)}+\left\|f_{n}\right\|_{C\left(\bar{D}_{\left.t_{1}, t_{2}\right)}\right)}\right) \tag{5.16}
\end{equation*}
$$

According to the definition of the function $\omega_{n}$ and the first equality of (5.1), we can easily see that

$$
\lim _{n \rightarrow \infty}\left\|\omega_{n}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}=\left\|u^{2}-u^{1}\right\|_{C^{1}\left(\bar{D}_{t_{1}, t_{2}}\right)}
$$

and all the more,

$$
\lim _{n \rightarrow \infty}\left\|\omega_{n}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=\left\|u^{2}-u^{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}
$$

Therefore, passing in the inequality (5.16) to the limit, as $n \rightarrow \infty$, and taking into account (5.8) and (5.10), we obtain $\left\|u^{2}-u^{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}=0$, i.e. $u^{1}=u^{2}$.

Theorem 5.1. Let the conditions (3.5), (4.1), (4.4) be fulfilled. Then the problem (1.1), (1.2) may have no more than one generalized solution of the class $C^{1}\left(\bar{D}_{T}\right)$.

Proof. We take a natural number $n$ so large that $\Delta=\frac{T-T_{1}}{n}<\frac{1}{2} \widetilde{k} T_{1}$, where $T_{1}$ is the number appearing in Remark 3.2, and put $T_{i}:=T_{1}+(i-1) \Delta, i=2, \ldots, n+1$. Then if $u_{1}$ and $u_{2}$ are the two possible solutions of the problem (1.1), (1.2) of the class $C^{1}\left(\bar{D}_{T}\right)$, then owing to Remark 3.2, we have $\left.u_{1}\right|_{D_{T_{1}}}=\left.u_{2}\right|_{D_{T_{1}}}$, whence by virtue of Lemma 5.1 , we find that $\left.u_{1}\right|_{D_{T_{1}, T_{2}}}=\left.u_{2}\right|_{D_{T_{1}, T_{2}}}$. Further, continuing analogous reasoning step by step, in the domains $D_{T_{2}, T_{3}}, D_{T_{3}, T_{4}}, \ldots, D_{T_{n}, T_{n+1}}$ we find that $\left.u_{1}\right|_{D_{T_{i}}, T_{i+1}}=\left.u_{2}\right|_{D_{T_{i}, T_{i+1}}}, i=2, \ldots, n$, and hence $\left.u_{1}\right|_{D_{T}}=\left.u_{2}\right|_{D_{T}}$. Thus this proves the uniqueness of a solution of the problem (1.1), (1.2) in the class $C^{1}\left(\bar{D}_{T}\right)$.

## 6. Solvability of the Problem (1.1), (1.2)

As is known, if a global a priori estimate of a solution is obtained and the existence of a local solution of the evolution problem is established, then reasoning in a standard manner, we obtain the existence of the global solution of that problem (see, e.g., [20]). In our case, the a priori estimate of a solution of the problem $(1.1),(1.3),(1.4)$ is obtained under the assumption that the height $\Delta t:=t_{2}-t_{1}$ of the trapezoid $D_{t_{1}, t_{2}}$ is less than the defined value (see (4.16)). Therefore, in this case, to prove the existence of the global solution, we have to modify the above-mentioned general approach, making it convenient for our case.

Remark 6.1. In the assumption that the condition (4.16) is fulfilled, we consider first the question on the solvability of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$ taking into account that if $u$ is a generalized solution of that problem of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$, then $u^{1}:=u_{t}-u_{x}, u^{2}:=u_{t}+u_{x}, u^{3}:=u$ is a continuous solution of the system of nonlinear Volterra type integral equations (4.23), (4.26), (4.28), respectively, in the domains $D_{1 ; t_{1}, t_{2}}, D_{2 ; t_{1}, t_{2}}, D_{3 ; t_{1}, t_{2}}$, and vice versa, if $u^{1}, u^{2}, u^{3}$ is a continuous solution of the above-mentioned system, then $u:=u^{3}$ is a generalized solution of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$, and the equalities $u^{1}:=u_{t}-u_{x}, u^{2}:=u_{t}+u_{x}$ are valid.

We rewrite the systems $(4.23),(4.26)$ and (4.28) in the vector form

$$
\begin{equation*}
U(P)=(\Phi U)(P), \quad P \in D_{t_{1}, t_{2}} \tag{6.1}
\end{equation*}
$$

where $U:=\left(u^{1}, u^{2}, u^{3}\right)$ and $\Phi:=\left(\Phi^{1}, \Phi^{2}, \Phi^{3}\right)$, and the operators

$$
\begin{equation*}
\Phi^{1}(U):=\left.\Phi(U)\right|_{D_{1 ; t_{1}, t_{2}}}, \quad \Phi^{2}(U):=\left.\Phi(U)\right|_{D_{2 ; t_{1}, t_{2}}}, \quad \Phi^{3}(U):=\left.\Phi(U)\right|_{D_{3 ; t_{1}, t_{2}}} \tag{6.2}
\end{equation*}
$$

are defined by the right-hand sides of the systems (4.23), (4.26) and (4.28), respectively.
Let

$$
\|U\|_{X_{t_{1}, t_{2}}}:=\max _{1 \leq i \leq 3}\left\{\left\|u^{i}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}\right\}, \quad U \in X_{t_{1}, t_{2}}:=C\left(\bar{D}_{t_{1}, t_{2}} ; \mathbb{R}^{3}\right)
$$

We fix the number $R>0$ and denote by $B_{R}\left(t_{1}, t_{2}\right):=\left\{U \in X_{t_{1}, t_{2}}:\|U\|_{X_{t_{1}, t_{2}}} \leq R\right\}$ a closed ball of radius $R$ in the Banach space $X_{t_{1}, t_{2}}$ with the center in a zero element.

Below, it will be shown that there exists the positive number $t_{2}^{0} \in\left(t_{1}, T\right]$ such that for any $t_{2}<t_{2}^{0}$ :
(i) $\Phi$ maps the ball $B_{R}\left(t_{1}, t_{2}\right)$ into itself;
(ii) $\Phi$ is a contracting mapping on the set $B_{R}\left(t_{1}, t_{2}\right)$.

Assume

$$
R=2\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}\right) .
$$

For $\|U\|_{X_{t_{1}, t_{2}}} \leq R$, by virtue of (6.1), from (4.31), we have

$$
\begin{aligned}
|(\Phi U)(x, t)| & \leq 2\left(K_{\varphi, \psi}+1\right) \int_{t_{1}}^{t} v(\tau) d \tau+2 t_{2}\|f\|_{C\left(\bar{D}_{\left.t_{1}, t_{2}\right)}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)} \\
& \leq 2\left(K_{\varphi, \psi}+1\right) R\left(t-t_{1}\right)+2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{t_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{t_{1}}\right)}, \quad t_{1} \leq t \leq t_{2}
\end{aligned}
$$

whence for

$$
\begin{equation*}
\Delta t_{1}:=t_{2}-t_{1} \leq \frac{1}{4\left(K_{\varphi, \psi}+1\right)} \tag{6.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
|(\Phi U)(x, t)| \leq R, \quad(x, t) \in D_{t_{1}, t_{2}} \tag{6.4}
\end{equation*}
$$

The value $K$ here is defined in Lemma 4.2.
Thus, by (6.4), in the case (6.3), the operator $\Phi$ maps the ball $B_{R}\left(t_{1}, t_{2}\right)$ into itself, i.e., item (i) is fulfilled.

Let us now show that item (ii) is likewise fulfilled, that is, the operator $\Phi$ is a contracted mapping in that ball. Indeed, for $U_{i}:=\left(u_{i}^{1}, u_{i}^{2}, u_{i}^{3}\right), i=1,2$, and $P \in D_{1 ; t_{1}, t_{2}}$, from (4.23), by virtue of (3.5) for

$$
\left(\Phi_{1}^{1} U\right)(P):=-\frac{1}{2} \int_{t_{1}}^{t} g\left(P_{\tau}, u^{3}\left(P_{\tau}\right)\right)\left(u^{1}\left(P_{\tau}\right)+u^{2}\left(P_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(P_{\tau}\right) d \tau+\psi\left(x-t+t_{1}\right)-\varphi^{\prime}\left(x-t+t_{1}\right)
$$

we have

$$
\begin{aligned}
\left|\left(\Phi_{1}^{1} U_{2}-\Phi_{1}^{1} U_{1}\right)(x, t)\right| & \leq \frac{1}{2} \int_{t_{1}}^{t}\left(\left|g\left(P_{\tau}, u_{2}^{3}\left(P_{\tau}\right)\right)-g\left(P_{\tau}, u_{1}^{3}\left(P_{\tau}\right)\right)\right|\left|u_{2}^{1}\left(P_{\tau}\right)+u_{2}^{2}\left(P_{\tau}\right)\right|\right. \\
+ & \left.\left|g\left(P_{\tau}, u_{1}^{3}\left(P_{\tau}\right)\right)\right|\left|u_{2}^{1}\left(P_{\tau}\right)-u_{1}^{1}\left(P_{\tau}\right)+u_{2}^{2}\left(P_{\tau}\right)-u_{1}^{2}\left(P_{\tau}\right)\right|\right) d \tau
\end{aligned}
$$

$$
\begin{gathered}
\leq c(R) R \Delta t_{1}\left\|u_{2}^{3}-u_{1}^{3}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}+\frac{1}{2} m(R) \Delta t_{1}\left(\left\|u_{2}^{1}-u_{1}^{1}\right\|_{C\left(\bar{D}_{\left.1 ; t_{1}, t_{2}\right)}\right)}+\left\|u_{2}^{2}-u_{1}^{2}\right\|_{C\left(\bar{D}_{\left.1 ; t_{1}, t_{2}\right)}\right)}\right) \\
\leq(c(R) R+m(R)) \Delta t_{1}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)},
\end{gathered}
$$

whence in view of (4.23) and (6.3), for

$$
\begin{equation*}
\Delta t_{1}:=t_{2}-t_{1}=\min \left\{\frac{1}{2} \widetilde{k} t_{1}, \frac{1}{4\left(K_{\varphi, \psi}+1\right)}, \frac{1}{2(c(R) R+m(R))}\right\} \tag{6.5}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\left|\left(\Phi_{1}^{1} U_{2}-\Phi_{1}^{1} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{1 ; t_{1}, t_{2}} \tag{6.6}
\end{equation*}
$$

The estimates, analogous to (6.6) are likewise valid for the operators

$$
\left(\Phi_{2}^{1} U\right)(P):=-\frac{1}{2} \int_{t_{1}}^{t} g\left(Q_{\tau}, u^{3}\left(Q_{\tau}\right)\right)\left(u^{1}\left(Q_{\tau}\right)+u^{2}\left(Q_{\tau}\right)\right) d \tau+\int_{t_{1}}^{t} f\left(Q_{\tau}\right) d \tau+\psi\left(x+t-t_{1}\right)+\varphi^{\prime}\left(x+t-t_{1}\right)
$$

and

$$
\left(\Phi_{3}^{1} U\right)(P):=\int_{t_{1}}^{t} u^{1}\left(Q_{\tau}\right) d \tau+\varphi\left(x+t-t_{1}\right)
$$

from (6.2), namely,

$$
\begin{equation*}
\left|\left(\Phi_{i}^{1} U_{2}-\Phi_{i}^{1} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{1 ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{1 ; t_{1}, t_{2}}, \quad i=2,3 \tag{6.7}
\end{equation*}
$$

The same reasonings in the case (6.5) result in the following estimates:

$$
\begin{equation*}
\left|\left(\Phi_{j}^{i} U_{2}-\Phi_{j}^{i} U_{1}\right)(x, t)\right| \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{i ; t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{i ; t_{1}, t_{2}}, \quad i=2,3 ; \quad j=1,2,3 \tag{6.8}
\end{equation*}
$$

Bearing in mind (6.1), (6.2), (6.5)-(6.8), the estimate

$$
\begin{equation*}
\left\|\Phi U_{2}-\Phi U_{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)} \leq \frac{1}{2}\left\|U_{2}-U_{1}\right\|_{C\left(\bar{D}_{t_{1}, t_{2}}\right)}, \quad(x, t) \in D_{t_{1}, t_{2}} \tag{6.9}
\end{equation*}
$$

holds.
Thus, in the case (6.5), by virtue of (6.4), (6.9) and theorem on the contracted mapping it follows that the system (6.1) in the class $C\left(\bar{D}_{t_{1}, t_{2}}\right)$ is solvable, and hence the following lemma is valid.

Lemma 6.1. The problem (1.1), (1.3), (1.4) has a unique solution of the class $C^{1}$ in the domain $D_{t_{1}, t_{2}}$ if the condition (6.5) is fulfilled.

Let $t_{1}=T_{1}<T$, where $T_{1}$ is taken from Theorem 3.1 when the problem $(1.1),(1.2)$ has a unique generalized solution of the class $C^{1}$ in the triangular domain $D_{T_{1}}$.

We take a natural number $n$ so large that the inequality

$$
\begin{equation*}
\frac{T-T_{1}}{n}<\frac{1}{2} \widetilde{k} T_{1} \tag{6.10}
\end{equation*}
$$

holds.
Accordingly, we divide the interval $\left[T_{1}, T\right]$ into $n$ equal segments $\left[T_{1}, T_{2}\right],\left[T_{2}, T_{3}\right], \ldots,\left[T_{n}, T_{n+1}\right]$ of the same length $\Delta:=\frac{T-T_{1}}{n}$.

In the domain $D_{T_{1}, T_{2}}$, consider the problem (1.1), (1.3), (1.4) in which as the initial functions $\varphi$ and $\psi$ we take traces of the solution $u$ and its derivative $u_{t}$ of the problem (1.1), (1.2) in the domain $D_{T_{1}}$ on the interval $\omega_{T_{1}}$. In view of (6.10), the condition (4.16) of Lemma 4.2 is fulfilled, and hence we have the following a priori estimate

$$
\begin{equation*}
\|u\|_{C^{1}\left(\bar{D}_{T_{1}, T_{2}}\right)} \leq L_{1}:=\left(2 T\|f\|_{C\left(\bar{D}_{T}\right)}+\|\varphi\|_{C^{1}\left(\bar{\omega}_{T_{1}}\right)}+\|\psi\|_{C\left(\bar{\omega}_{T_{1}}\right)}\right) \exp \left[2\left(K_{\varphi, \psi}+1\right) T\right] . \tag{6.11}
\end{equation*}
$$

Remark 6.2. From the definition of the value $K=K(s), s \geq 0$ it is easy to see that it is the nondecreasing function with respect to the variable $s$.

Remark 6.3. It is not difficult to see that by virtue of (6.11) and (4.17), if $u$ is a solution of the problem (1.1), (1.3), (1.4) of the class $C^{1}$ in the domain $D_{T_{1}, T_{2}}$, then the estimate

$$
\begin{equation*}
\left\|\left.u\right|_{t=\tau}\right\|_{C^{1}\left(\bar{\omega}_{\tau}\right)}+\left\|\left.u_{t}\right|_{t=\tau}\right\|_{C\left(\bar{\omega}_{\tau}\right)} \leq 2 L_{1} \forall \tau \in\left[T_{1}, T_{2}\right] \tag{6.12}
\end{equation*}
$$

is valid, and hence
$K_{\varphi_{\tau}, \psi_{\tau}}=K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+\left\|\left.u\right|_{t=\tau}\right\|_{C^{1}\left(\bar{\omega}_{\tau}\right)}+\left\|\left.u_{t}\right|_{t=\tau}\right\|_{C\left(\bar{\omega}_{\tau}\right)}\right) \leq K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+2 L_{1}\right) \forall \tau \in\left[T_{1}, T_{2}\right]$.
By Lemma 6.1, in view of (6.5) and (6.13), for the value $\Delta t_{1}$ for which there exists the unique solution of the problem $(1.1),(1.3),(1.4)$ of the class $C^{1}$ in the domain $D_{T_{1}, t_{2}}$, where $t_{2}=T_{1}+\Delta t_{1}$, the following lower bound

$$
\begin{equation*}
\Delta t_{1} \geq \min \left\{\frac{1}{2} \widetilde{k} t_{1}, \frac{1}{4\left(K\left(\|f\|_{C\left(\bar{D}_{T}\right)}+2 L_{1}\right)+1\right)}, \frac{1}{2(c(R) R+m(R))}\right\} \tag{6.14}
\end{equation*}
$$

is valid.
Continuing this process of constructing a local solution of the problem (1.1), (1.3), (1.4) in the domains $D_{t_{i-1}, t_{i}}$, by (6.14), for the length $\Delta t_{i}$ of the interval $\left[t_{i-1}, t_{i}\right]$, independently on the step number $i$, there exists the natural number $i_{0}$ such that $t_{i_{0}} \geq t_{2}$. This latter means that the problem (1.1), (1.3), (1.4) has the unique solution in the domain $D_{T_{1}, T_{2}}$. The same process, owing to the estimate (6.14), allows one to construct step by step a unique solution of the problem (1.1), (1.3), (1.4) in the domains $D_{T_{2}, T_{3}}, \ldots, D_{T_{n}, T_{n+1}}$, and since $T_{n+1}=T$, this proves the existence of a generalized solution of the problem (1.1), (1.2) in the domain $D_{T}$.

Thus the following theorem is valid.
Theorem 6.1. Let $f \in C\left(\bar{D}_{T}\right), g \in C\left(\bar{D}_{T} \times \mathbb{R}\right)$ and the conditions (3.5) and (4.4) be fulfilled. Then the problem (1.1), (1.2) has a unique generalized solution of the class $C^{1}$ in the domain $D_{T}$.
Remark 6.4. From Theorem 6.1 we arrive at the global solvability of the problem (1.1), (1.2) in the sense of Definition 1.3.

## 7. The Case of Nonexistence of a Global Solution of the Problem (1.1), (1.2)

Below, we will show that violation of the condition (4.4) may result in the nonexistence of global solvability of the problem (1.1), (1.2) in the sense of Definition 1.3 . To simplify our exposition, we consider the case $\widetilde{k}=1$, i.e., when $\widetilde{\gamma}_{1, T}$ is the characteristic of the equation (1.1). Indeed, let $g(x, t, s)=-|s|^{\alpha} s, s \in \mathbb{R}$ and the nonlinearity exponent $\alpha>-1$.
Lemma 7.1. Let $u$ be a strong generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$ in the sense of Definition 1.1. Then the following integral equality

$$
\begin{equation*}
\int_{D_{T}} u \square \varphi d x d t=\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi d x d t+\int_{D_{T}} f \varphi d x d t \tag{7.1}
\end{equation*}
$$

is valid for any function $\varphi$ such that

$$
\begin{equation*}
\varphi \in C^{2}\left(\bar{D}_{T}\right),\left.\varphi\right|_{\widetilde{\gamma}_{3, T}}=0,\left.\quad \varphi_{t}\right|_{\tilde{\gamma}_{3}, T}=0,\left.\quad \varphi_{x}\right|_{\tilde{\gamma}_{2}, T}=0 . \tag{7.2}
\end{equation*}
$$

Proof. According to the definition of a strong generalized solution $u$ of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$, the function $u \in C^{1}\left(\bar{D}_{T}\right)$ and there exists the sequence of functions $u_{n} \in \stackrel{\circ}{C}^{2}\left(\bar{D}_{T}, \widetilde{\Gamma}_{T}\right)$ such that the equalities

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|_{C^{1}\left(\bar{D}_{T}\right)}=0, \quad \lim _{n \rightarrow \infty}\left\|L u_{n}-f\right\|_{C\left(\bar{D}_{T}\right)}=0 \tag{7.3}
\end{equation*}
$$

are valid.
Assume $f_{n}:=L u_{n}$. We multiply both parts of the equality $L u_{n}=f_{n}$ by the function $\varphi$ and integrate the obtained equality with respect to the domain $D_{T}$. As a result of integration by parts of the left part of that equality, in view of (7.2) and the conditions (1.2), we obtain

$$
\int_{D_{T}} u_{n} \square \varphi d x d t=\int_{D_{T}}\left|u_{n}\right|^{\alpha} u_{n} u_{n t} \varphi d x d t+\int_{D_{T}} f_{n} \varphi d x d t
$$

Passing in this equality to the limit, as $n \rightarrow \infty$, owing to (7.3), we obtain (7.1).

Below, the use will be made of the test functions method (see, e.g., [19, pp. 10-12]). We introduce into consideration the function $\varphi^{0}:=\varphi^{0}(x, t)$ such that

$$
\begin{equation*}
\varphi^{0} \in C^{2}\left(\bar{D}_{\infty}\right), \quad \varphi^{0}+\varphi_{t}^{0} \leq 0,\left.\quad \varphi^{0}\right|_{D_{T=1}}>0,\left.\quad \varphi_{x}^{0}\right|_{\tilde{\gamma}_{2, \infty}}=0,\left.\quad \varphi^{0}\right|_{t \geq 1}=0 \tag{7.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\kappa_{0}:=\int_{D_{T=1}} \frac{\left|\square \varphi^{0}\right|^{p^{\prime}}}{\left|\varphi^{0}\right| p^{p^{\prime}-1}} d x d t<+\infty, \quad p^{\prime}=\frac{\alpha+2}{\alpha+1} . \tag{7.5}
\end{equation*}
$$

It can be easily verified that in the capacity of the function $\varphi^{0}$ satisfying the conditions (7.4) and (7.5), we can take the function

$$
\varphi^{0}(x, t)= \begin{cases}{[x(1-t)]^{n},} & (x, t) \in D_{T=1} \\ 0, & t \geq 1\end{cases}
$$

for a sufficiently large positive $n$.
Put $\varphi_{T}(x, t):=\varphi^{0}\left(\frac{x}{T}, \frac{t}{T}\right), T>0$. By virtue of (7.4), it can be easily seen that

$$
\begin{equation*}
\varphi_{T} \in C^{2}\left(\bar{D}_{T}\right), \varphi_{T}+T \frac{\partial \varphi_{T}}{\partial t} \leq 0,\left.\varphi_{T}\right|_{D_{T}}>0,\left.\quad \frac{\partial \varphi_{T}}{\partial x}\right|_{\widetilde{\gamma}_{2, T}}=0,\left.\varphi_{T}\right|_{\widetilde{\gamma}_{3}, T}=0,\left.\quad \frac{\partial \varphi_{T}}{\partial t}\right|_{\widetilde{\gamma}_{3, T}}=0 . \tag{7.6}
\end{equation*}
$$

Given $f$, we consider the function

$$
\begin{equation*}
\zeta(T):=\int_{D_{T}} f \varphi_{T} d x d t, \quad T>0 \tag{7.7}
\end{equation*}
$$

The following theorem on the nonexistence of global solvability of the problem (1.1), (1.2) holds.
Theorem 7.1. Let $g(x, t, s)=-|s|^{\alpha} s, s \in \mathbb{R}, \alpha>-1, f \in C\left(\bar{D}_{\infty}\right)$, and $f \geq 0$ in the domain $D_{\infty}$. Then if

$$
\begin{equation*}
\liminf _{T \rightarrow+\infty} \zeta(T)>0 \tag{7.8}
\end{equation*}
$$

there exists the positive number $T^{*}:=T^{*}(f)$ such that for $T>T^{*}$ the problem (1.1), (1.2) fails to have a strong generalized solution $u$ of the class $C^{1}$ in the domain $D_{T}$.

Proof. Suppose that in the conditions of this theorem there exists a strong generalized solution $u$ of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$. Then by Lemma 7.1, there is the equality (7.1) in which, due to (7.6), in the capacity of the function $\varphi$ is taken the function $\varphi=\varphi_{T}$, i.e.,

$$
\begin{equation*}
\int_{D_{T}} u \square \varphi_{T} d x d t=\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi_{T} d x d t+\int_{D_{T}} f \varphi_{T} d x d t \tag{7.9}
\end{equation*}
$$

Taking into account (1.2) and (7.6), we have

$$
\begin{aligned}
\int_{D_{T}}|u|^{\alpha} u u_{t} \varphi_{T} d x d t=\frac{1}{\alpha+2} \int_{D_{T}} \varphi_{T} & \frac{\partial}{\partial t}|u|^{\alpha+2} d x d t \\
& =-\frac{1}{\alpha+2} \int_{D_{T}}|u|^{\alpha+2} \frac{\partial \varphi_{T}}{\partial t} d x d t \geq \frac{1}{(\alpha+2) T} \int_{D_{T}}|u|^{\alpha+2} \varphi_{T} d x d t
\end{aligned}
$$

Hence by (7.7), it follows from (7.9) that

$$
\begin{equation*}
\frac{1}{p T} \int_{D_{T}}|u|^{p} \varphi_{T} d x d t \leq \int_{D_{T}} u \square \varphi_{T} d x d t-\zeta(T), \quad p:=\alpha+2>1 \tag{7.10}
\end{equation*}
$$

If in the Young's inequality with parameter $\varepsilon>0$

$$
a b \leq \frac{\varepsilon}{p} a^{p}+\frac{1}{p^{\prime} \varepsilon^{p^{\prime}-1}} b^{p^{\prime}} ; a, b \geq 0, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1, \quad p>1
$$

we take $a=|u| \varphi_{T}^{\frac{1}{p}}, b=\frac{\left|\square \varphi_{T}\right|}{\varphi_{T}^{\frac{1}{p}}}, \varepsilon=\frac{1}{T}$, then in view of the fact that $\frac{p^{\prime}}{p}=p^{\prime}-1$, we obtain

$$
\left|u \square \varphi_{T}\right|=|u| \varphi_{T}^{\frac{1}{p}} \frac{\left|\square \varphi_{T}\right|}{\varphi_{T}^{\frac{1}{p}}} \leq \frac{1}{p T}|u|^{p} \varphi_{T}+\frac{T^{p^{\prime}-1}}{p^{\prime}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} .
$$

By virtue of (7.10) and the last inequality, we have

$$
\begin{equation*}
0 \leq \frac{T^{p^{\prime}-1}}{p^{\prime}} \int_{D_{T}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} d x d t-\zeta(T) \tag{7.11}
\end{equation*}
$$

Since $\varphi_{T}(x, t):=\varphi^{0}\left(\frac{x}{T}, \frac{t}{T}\right)$, in view of (7.4), (7.5), after the change of variables $x=T x_{1}, t=T t_{1}$, it can be easily verified that

$$
\int_{D_{T}} \frac{\left|\square \varphi_{T}\right|^{p^{\prime}}}{\varphi_{T}^{p^{\prime}-1}} d x d t=\frac{1}{T^{2\left(p^{\prime}-1\right)}} \int_{D_{T=1}} \frac{\left|\square \varphi^{0}\right|^{p^{\prime}}}{\left|\varphi^{0}\right|^{p^{\prime}-1}} d x_{1} d t_{1}=\frac{\kappa_{0}}{T^{2\left(p^{\prime}-1\right)}} .
$$

Hence, bearing in mind (7.11), we obtain

$$
\begin{equation*}
0 \leq \frac{\kappa_{0}}{p^{\prime} T^{p^{\prime}-1}}-\zeta(T) \tag{7.12}
\end{equation*}
$$

Since $p^{\prime}=\frac{p}{p-1}>1$, by virtue of (7.5), we have

$$
\lim _{T \rightarrow+\infty} \frac{\kappa_{0}}{p^{\prime} T^{p^{\prime}-1}}=0
$$

Therefore, owing to (7.8), there exists the positive number $T^{*}:=T^{*}(f)$ such that for $T>T^{*}$, the right-hand side of the inequality (7.12) is negative, whereas the left-hand side equals zero. The obtained contradiction shows that if $u$ is a strong generalized solution of the problem (1.1), (1.2) of the class $C^{1}$ in the domain $D_{T}$, then necessarily $T \leq T^{*}$, which proves Theorem 7.1.

Remark 7.1. It is easy to check that if $f \in C\left(\bar{D}_{\infty}\right), f \geq 0$, and $f(x, t) \geq c t^{-m}$ for $t \geq 1$, where $c=$ const $>0,0 \leq m=$ const $\leq 2$, then the condition (7.8) is fulfilled and hence for $g=-|s|^{\alpha} s, s \in \mathbb{R}$, $\alpha>-1$ the problem (1.1), (1.2) for sufficiently large $T$ fails to have a strong generalized solution $u$ of the class $C^{1}$ in the domain $D_{T}$.

Indeed, introducing in (7.7)the transformation of independent variables $x$ and $t$ by formula $x=T x_{1}$, $t=T t_{1}$, after simple transformations we will have

$$
\begin{aligned}
\zeta(T) & =T^{2} \int_{D_{T=1}} f\left(T x_{1}, T t_{1}\right) \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1} \\
& \geq c T^{2-m} \int_{D_{T=1} \cap\left\{t_{1} \geq T^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}+T^{2} \int_{D_{T=1} \cap\left\{t_{1}<T^{-1}\right\}} f\left(T x_{1}, T t_{1}\right) \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}
\end{aligned}
$$

in the assumption that $T>1$. Further, let $T_{1}>1$ be an arbitrary fixed number. Then from the last inequality, when $T \geq T_{1}>1$, for the function $\zeta$ we have

$$
\zeta(T) \geq c T^{2-m} \int_{D_{T=1} \cap\left\{t_{1} \geq T^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1} \geq c \int_{D_{T=1} \cap\left\{t_{1} \geq T_{1}^{-1}\right\}} t_{1}^{-m} \varphi^{0}\left(x_{1}, t_{1}\right) d x_{1} d t_{1}
$$

which immediately results in the validity of (7.8).
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CERTAIN PROPERTIES OF GENERALIZED
ANALYTIC FUNCTIONS FROM SMIRNOV CLASS
WITH A VARIABLE EXPONENT

Abstract. Let $D$ be a simply connected domain bounded by a simple, closed, rectifiable curve $\Gamma$, $p=p(t)$ be the given on $\Gamma$ positive measurable function, and $z=z(\zeta), \zeta=r e^{i \vartheta}$ be conformal mapping of the circle $U=\{\zeta:|\zeta|<1\}$ onto the domain $D$.

The function $W(z)$, generalized-analytical in I. Vekua's sense, belongs to the Smirnov class $E^{p(t)}(A ; B ; D)$, if
(1) $W \in U^{s, 2}(A ; B ; D)$;
(2) $\sup _{0<r<1} \int_{0}^{2 \pi}\left|W\left(z\left(r e^{i \vartheta}\right)\right)\right|^{p\left(z\left(e^{i \vartheta}\right)\right)}\left|z^{\prime}\left(r e^{i \vartheta}\right)\right| d \vartheta<\infty$
(see [15]).
When $p(t)$ is Log-Hölder function continuous in $\Gamma$ and $\min p(t)=\underline{p}>1$, we considers the problems of representability of functions from $E^{p(t)}(A ; B ; D)$ by the generalized Cauchy integral, show the connection between the generalized Cauchy type integral and the generalized singular integral; of special interest is the question of extendability of functions from those classes, and the symmetry principle is proved.
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(1) $W \in U^{s, 2}(A ; B ; D)$;
(2) $\sup _{0<r<1} \int_{0}^{2 \pi}\left|W\left(z\left(r e^{i \vartheta}\right)\right)\right|^{p\left(z\left(e^{i \vartheta}\right)\right)}\left|z^{\prime}\left(r e^{i \vartheta}\right)\right| d \vartheta<\infty$
(ob. [15]).






## 1. Introduction

The Hardy classes $H^{p}$ of analytic in a unit circle $U$ functions and their generalizations, i.e., Smirnov classes $E^{p}(D), p>0$, are the main objects of investigation of mathematical analysis (see $[2,3,10,16]$, etc.). They have a great number of applications in the boundary value problems of the theory of analytic functions.

Recently, the Lebesgue spaces with a variable exponent $L^{p(t)}$ and their applications attract attention of many mathematicians. This tendency has touched upon certain questions of the theory of analytic functions. The notions of Hardy and Smirnov classes (with a variable exponent) of analytic functions have been introduced in [5] and [6] and successfully applied to the boundary value problems; a part of those applications are reflected in [7].

For a constant $p$, the analogues of Smirnov classes for generalized analytic functions are presented in $[4,11-14]$ and some boundary value problems in these classes are studied therein.

The perspective to investigate the boundary value problems for generalized analytic functions more thoroughly made it necessary to introduce Smirnov classes with a variable exponent. But towards this end, one has, first of all, to know the properties of generalized Cauchy type integrals and generalized singular integrals with densities from the class $L^{p(t)}$. These questions have been studied in [9]. In particular, the validity of analogues of Sokhotski-Plemelj's formulas in the case of arbitrary, simple, rectifiable curves and summable densities has been proved, and the continuity in the space $L^{p(t)}(\Gamma)$ (with weight) of the operator $\widetilde{S}_{\Gamma}$ generated by a generalized singular integral when $\Gamma$ is the Carleson curve has been proved, as well. All that made it possible to introduce the notion of Smirnov classes with a variable exponent for generalized analytic functions and to establish a series of their properties [15]; some of them we will frequently refer to in this work, are cited below, in Subsection 3.1. It should be noted here that in [15] the questions of extension and the symmetry principle for the introduced classes were left unconsidered; the case of unbounded domains was' considered superficially; the belonging of the generalized Cauchy type integrals with density from $L^{p(t)}$ to Smirnov classes was not considered in detail.

The present paper, being the continuation of our previous work [15], deals with the problems just mentioned and provides us with many new properties of the generalized Cauchy type integrals and Smirnov classes (with a variable exponent) of generalized analytic functions.

Relying mainly on the results obtained in [9, 15], we have succeeded in investigating the Riemann problem for generalized analytic functions from the introduced Smirnov classes with a variable exponent [8].

## 2. Preliminaries

2.1. Generalized analytic functions in I. N. Vekua's sense. Let $D$ be a simply connected domain bounded by a simple, closed, rectifiable curve $\Gamma$ and $A(z), B(z)$ be the functions given on $D$. We extend them by zero on the set $E \backslash D$ when $E$ is the complex plane, retaining the same notation for the obtained functions.

Let $s>0$ and $L^{s}(D)$ be a set of functions $f$, summable on $D$, of degree $s$. If $D=E$, then we put $f_{\nu}(z) \equiv z^{\nu} f\left(\frac{1}{z}\right), \nu \in(-\infty,+\infty)$. The set of functions $f$ for which

$$
f \in L^{s}(U), \quad f_{\nu}(z) \in L^{s}(U), \quad s \geq 1, \quad U=\{z:|z|<1\}
$$

we denote by $L^{s, \nu}(E)$.
A solution $W(z)$ of the equation

$$
\begin{equation*}
L W=\partial_{\bar{z}} W+A(z) W+B(z) \bar{W}=0 \tag{2.1}
\end{equation*}
$$

is said to be regular in the domain $D$, if every point $z_{0} \in D$ possesses the neighborhood $D\left(z_{0}\right) \subset D$, where $W$ has a generalized in Sobolev sense derivative $\partial_{\bar{z}} W \equiv \frac{1}{2}\left(\frac{\partial W}{\partial x}+i \frac{\partial W}{\partial y}\right)$.

If $A, B \in L^{s, 2}(D)$, then we denote by $U^{s, 2}(A ; B ; D)$ the set of all regular solutions of the equation (2.1). For $s>2$, the equation (2.1) has regular solutions and each solution $W(z)$ is representable in the form

$$
\begin{equation*}
W(z)=\Phi_{W}(z) \exp \omega_{W}(z) \quad(=\Phi \exp \omega) \tag{2.2}
\end{equation*}
$$

where $\Phi_{W}$ is analytic in $D$ function, and

$$
\omega_{W}(z)=\frac{1}{2 \pi i} \iint_{D}\left(A(\zeta)+B(\zeta) \frac{\bar{W}(\zeta)}{W(\zeta)}\right) \frac{d s}{\zeta-z}
$$

The function $\omega_{W}$ belongs to the Hölder class $H_{\frac{s-2}{s}}(E)\left[17\right.$, pp. 156, 163]. The function $\Phi_{W}(z)$ is called a normal analytic divisor of the generalized analytic function $W(z)$ [17, p. 160].
2.2. Principal kernels of the class $U^{s, 2}(A ; B ; D)$. Let

$$
\phi_{1}(z)=\frac{1}{2(t-z)}, \quad \phi_{2}(z)=\frac{1}{2 i(t-z)}
$$

where $t$ is a fixed point of the plane $E$. Then there exist the functions $X_{j}(z), j=1,2$ (solutions of the equation (2.1)), such that:
(1) $X_{j, 0}(z)=\frac{X_{j}(z)}{\phi_{j}(z)} \in H_{\frac{s-2}{s}}(E)$;
(2) the functions $X_{j, 0}(z)$ are continuous in $D$ and continuously extendable on $E$;
(3) $X_{j, 0}(z) \neq 0$;
(4) $X_{j, 0}(t)=1$.

The functions

$$
\Omega_{1}(z, t)=X_{1}(z, t)+i X_{2}(z, t), \quad \Omega_{2}(z, t)=X_{1}(z, t)-i X_{2}(z, t)
$$

are called principal normalized kernels of the class $U^{s, 2}(A ; B ; D), s>2$ [17, p. 193]. There exist bounded functions $m_{1}(z, t), m_{2}(z, t)$ such that

$$
\begin{equation*}
\Omega_{1}(z, t)=\frac{1}{t-z}+\frac{m_{1}(z, t)}{|t-z|^{\alpha}}, \quad \Omega_{2}(z, t)=\frac{m_{2}(z, t)}{|t-z|^{\alpha}}, \quad \alpha=\frac{2}{s} \tag{2.3}
\end{equation*}
$$

(see [17, p. 179]).

### 2.3. The generalized Cauchy type integral and generalized singular integral. Let

$$
\Gamma=\{t \in E: t=t(\sigma), 0 \leq \sigma \leq \ell\}
$$

where $\sigma$ is the arc coordinate of the point $t$.
If $\Omega_{1}, \Omega_{2}$ are the principal normalized kernels of the class $U^{s, 2}(A ; B ; D)$ and $f \in L(\Gamma)$, then the function

$$
W(z)=\left(\widetilde{K}_{\Gamma} f\right)(z)=\frac{1}{2 \pi i} \int_{\Gamma} \Omega_{1}(z, \tau) f(\tau) d \tau-\Omega_{2}(z, \tau) \bar{f}(\tau) d \bar{\tau}
$$

is a regular solution of the equation (2.1) of the class $U^{s, 2}(A ; B ; D)$ [17, pp. 156, 168].
The function $\left(\widetilde{K}_{\Gamma} f\right)(z)$ is called the generalized Cauchy type integral. The corresponding singular integral is defined by the equality

$$
\left(\widetilde{S}_{\Gamma} f\right)(t)=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi i} \int_{\Gamma-\Gamma_{\varepsilon}(t)} \Omega_{1}(\tau, z) f(\tau) d \tau-\Omega_{2}(z, \tau) \bar{f}(\tau) d \bar{\tau}
$$

where $\Gamma_{\varepsilon}(t)$ is a small in length arc lying on $\Gamma$ with the ends $t(\sigma-\varepsilon)$ and $t(\sigma+\varepsilon)$.
Under different assumptions for $\Gamma$ and $f$, the integrals $\left(\widetilde{K}_{\Gamma} f\right)(z)$ and $\left(\widetilde{S}_{\Gamma} f\right)(t)$ and their interconnections have been studied in [11-14] (for details see [9]). In particular, analogues of Sokhotski-Plemelj's formulas have been obtained. Here we cite the most general results stated in [9].

If $\Gamma$ is a simple rectifiable curve and $f \in L(\Gamma)$, then the generalized Cauchy type integral $\left(\widetilde{K}_{\Gamma} f\right)(z)$ for almost all $t \in \Gamma$ has angular boundary values $\left(\widetilde{K}_{\Gamma} f\right)^{+}(t)$ and $\left(\widetilde{K}_{\Gamma} f\right)^{-}(t)$, and the equalities

$$
\begin{equation*}
\left(\widetilde{K}_{\Gamma} f\right)^{ \pm}(t)= \pm \frac{1}{2} f(t)+\frac{1}{2}\left(\widetilde{S}_{\Gamma} f\right)(t) \tag{2.4}
\end{equation*}
$$

are valid.
2.4. The space $L^{p(t)}(\Gamma)$. Let $p=p(t)$ be a measurable positive function on $\Gamma$. Assume

$$
\|f\|_{p(t)}=\inf \left\{\lambda>0: \int_{0}^{\ell}\left|\frac{f(t(\sigma))}{\lambda}\right|^{p(t(\sigma))} d \sigma \leq 1\right\}
$$

and

$$
L^{p(t)}(\Gamma)=\left\{f:\|f\|_{p(t)}<\infty\right\} .
$$

2.5. The class of exponents $\mathcal{P}(\Gamma)$. By $\mathcal{P}(\Gamma)$ we denote a union of those measurable on $\Gamma$ positive functions $p(t)$ for which:
(1) there exists a constant $c(p)$ such that for any $t_{1}, t_{2} \in \Gamma$ we have

$$
\left|p\left(t_{1}\right)-p\left(t_{2}\right)\right|<c(p)|\ln | t_{1}-\left.t_{2}\right|^{-1}
$$

(2) $\underline{p}=\inf _{t \in \Gamma} p(t)>1$.
2.6. On the continuity of the operator $\widetilde{S}_{\Gamma}$ in the space $L^{p(t)}(\Gamma)$. Not touching upon the questions dealing with the investigation of that operator for constant $p$, we will cite here the most general result for the variable $p(t)$ [9].

If $\Gamma$ is the Carleson curve (in the sequel, we will write $\Gamma \in \mathbb{R}$ ) and $p(t) \in \mathcal{P}(\Gamma)$, then the operator $\widetilde{S}_{\Gamma}: f(t) \rightarrow\left(\widetilde{S}_{\Gamma} f\right)(t)$ is continuous in $L^{p(t)}(\Gamma ; \omega)$, where $\omega$ belongs to the definite class of weighted functions, inclusive all admissible power functions of the type

$$
\omega=|t-a|^{\alpha}, \quad-\frac{1}{p(a)}<\alpha<\frac{1}{p^{\prime}(a)} \quad a \in \Gamma, \quad p^{\prime}(t)=\frac{p(t)}{p(t)-1} .
$$

## 3. The Variable Smirnov Classes of Generalized Analytic Functions

3.1. The case of a bounded domain. Let $D$ be a finite domain bounded by a simple rectifiable curve $\Gamma$ and $\mu$ be a measurable function different from zero almost everywhere on $\Gamma$.

We say that the generalized analytic function $W(z)$ belongs to the Smirnov class $E^{p(t)}(A ; B ; \mu ; D)$ if:
(1) $W \in U^{s, 2}(A ; B ; D), s>2$;
(2)

$$
\begin{equation*}
\sup _{0<r<1} \int_{0}^{2 \pi}\left|W\left(z\left(r e^{i \vartheta}\right)\right) \mu\left(z\left(r e^{i \vartheta}\right)\right)\right|^{p\left(z\left(e^{i \vartheta}\right)\right)}\left|z^{\prime}\left(r e^{i \vartheta}\right)\right| d \vartheta<\infty \tag{3.1}
\end{equation*}
$$

where $z=z\left(r e^{i \vartheta}\right)$ is conformal mapping of $U$ onto $D$.
Assume $E^{p(t)}(A ; B ; D)=E^{p(t)}(A ; B ; 1 ; D)$.
This class of functions has been considered in [15]. Here we present the results from [15] which we will need in the sequel.

Statement 3.1. The function $W \in U^{s, 2}(A ; B ; D), s>2$, belongs to $E^{p(t)}(A ; B ; D)$ if and only if its normal analytic divisor $\Phi_{W}$ (see Subsection 2.1) belongs to $E^{p(t)}(D)$, i.e.,

$$
\begin{equation*}
\sup _{0<r<1} \int_{0}^{2 \pi}\left|\Phi_{W}\left(z\left(r e^{i \vartheta}\right)\right)\right|^{p\left(z\left(e^{i \vartheta}\right)\right)}\left|z^{\prime}\left(r e^{i \vartheta}\right)\right| d \vartheta<\infty \tag{3.2}
\end{equation*}
$$

Statement 3.2. The function $W(z) \in E^{p(t)}(A ; B ; D), \underline{p}>0$, has angular boundary values $W^{+}(t)$ for almost all $t \in \Gamma$ and, moreover, $W^{+}(t) \in L^{p(t)}(\Gamma)$. If $p \in \mathcal{P}(\Gamma)$, then

$$
\left(\widetilde{K}_{\Gamma} W^{+}\right)(z)= \begin{cases}W(z), & z \in D  \tag{3.3}\\ 0, & z \in E \backslash D\end{cases}
$$

Remark 3.1. It follows from Statement 3.1 that if $W \in E^{p(t)}(A ; B ; D), \underline{p}>0$, and $W^{+}(t)=0, t \in \mathcal{E}$, $\mathcal{E} \subset \Gamma, \operatorname{mes} \mathcal{E}>0$, then $W(z) \equiv 0, z \in D$.

Statement 3.3. If $W \in U^{s, 2}(A ; B ; D), s>2$, and it belongs to $E^{1}(\widetilde{A} ; \widetilde{B} ; D)$, where

$$
\widetilde{A}(z)=\left\{\begin{array}{ll}
A(z), & z \in D, \\
0, & z \in E \backslash D,
\end{array} \quad \widetilde{B}(z)= \begin{cases}B(z), & z \in D \\
0, & z \in E \backslash D\end{cases}\right.
$$

then it is representable by the formula

$$
W(z)=\frac{1}{2 \pi i} \int_{\Gamma} \Omega_{1}(z, t) W^{+}(t) d t-\Omega_{2}(z, t) \overline{W^{+}}(t) d \bar{t}
$$

when $\Omega_{k}(z, t), k=1,2$, are the principal normalized kernels of the class $U^{s, 2}(\widetilde{A} ; \widetilde{B} ; E)$.
Statement 3.4. If $A, B \in L^{s, 2}(D), \Gamma \in \mathbb{R}, p \in \mathcal{P}(\Gamma), \bar{p}^{\prime}=\sup _{t \in \Gamma} p^{\prime}(t), \frac{s}{2}>\bar{p}^{\prime}, f \in L^{p(t)}(\Gamma)$, then $\widetilde{K}_{\Gamma} f$ belongs to $E^{p(t)}(A ; B ; D)$.

Corollary 3.1. If $A, B \in L^{\infty}(D), \Gamma \in \mathbb{R}, p \in \mathcal{P}(\Gamma), f \in L^{p(t)}(\Gamma)$, then $\left(\widetilde{K}_{\Gamma} f\right)(z) \in E^{p(t)}(A ; B ; D)$.
3.2. The case of an unbounded domain. We will consider only those unbounded domains $D$ whose boundary is a simple, closed, rectifiable curve. For the sake of simplicity, we consider only conformal mappings $z=z(s)$ of the circle $U$ onto the domain $D$ (which we denote by $D^{-}$) for which $z(0)=\infty$ and assume that $W \in E^{p(t)}\left(A ; B ; D^{-}\right)$if the conditions (3.1) are fulfilled.

From the definition it follows that if $W \in E^{1}(A ; B ; D)$, then $W(\infty)=0$. If $p \in \mathcal{P}(\Gamma)$, then this is likewise valid when $W \in E^{p(t)}\left(A ; B ; D^{-}\right)\left(\right.$since $E^{p(t)}\left(A ; B ; D^{-}\right) \in E^{1}\left(A ; B ; D^{-}\right)$).

Theorem 3.1. If $D^{-}$is an outer domain bounded by a simple, closed, rectifiable curve $\Gamma$, and $W \in E^{1}\left(A ; B ; D^{-}\right)$, then

$$
\begin{equation*}
W(z)=\left(\widetilde{K}_{\Gamma} W^{-}\right)(z), \quad z \in D^{-} \tag{3.4}
\end{equation*}
$$

where $\Gamma$ denotes the curve oriented so that moving around it leaves $D^{-}$on the left.
Proof. Denote by $\Gamma_{\rho}$ the image of the circumference $\{\zeta:|\zeta|=\rho<1\}$ under the conformal mapping of the circle $U$ onto the domain $D^{-}$. Further, let $\Gamma_{R}$ be the circumference $\{z:|z|=R>1\}$. Then for $\rho$, close to unity, and for sufficiently large $R$, the curve $\Gamma_{\rho}$ lies inside of the circle $\{z:|z|<R\}$. The function $W(z)$ defined in a doubly-connected domain $\mathcal{E}$ with the boundary $\Gamma_{\rho} \cup \Gamma_{R}$ is representable by the Cauchy integral [17, p. 186], that is,

$$
\begin{equation*}
W(z)=\left(\widetilde{K}_{\Gamma_{\rho}} W\right)(z)+\left(\widetilde{K}_{\Gamma_{R}} W\right)(z) \tag{3.5}
\end{equation*}
$$

We have

$$
W\left(z\left(\rho e^{i \vartheta}\right)\right)=\Phi_{W}\left(z\left(\rho e^{i \vartheta}\right)\right) \exp \omega_{W}\left(z\left(\rho e^{i \vartheta}\right)\right)
$$

Assume

$$
\varphi_{\rho}(\vartheta)=\Phi_{W}\left(z\left(\rho e^{i \vartheta}\right)\right) z^{\prime}\left(\rho e^{i \vartheta}\right) i \rho e^{i \vartheta}
$$

then

$$
W\left(z\left(\rho e^{i \vartheta}\right)\right) z^{\prime}\left(\rho e^{i \vartheta}\right) i \rho e^{i \vartheta}=\varphi_{\rho}(\vartheta) \exp \omega_{W}\left(z\left(\rho e^{i \vartheta}\right)\right) .
$$

Therefore

$$
\begin{align*}
&\left.\left(\widetilde{K}_{\Gamma_{\rho}} W\right)\left(z\left(r e^{i \beta}\right)\right)=\frac{1}{2 \pi i} \int_{0}^{2 \pi} \Omega_{1}\left(z\left(r e^{i \beta}\right), z\left(\rho e^{i \vartheta}\right)\right)\right) \varphi_{\rho}(\vartheta) \exp \left(\omega_{W}\left(z\left(\rho e^{i \vartheta}\right)\right)\right) d \vartheta \\
& \quad-\Omega_{2}\left(z\left(r e^{i \beta}\right), z\left(\rho e^{i \vartheta}\right)\right) \bar{\varphi}_{\rho}(\vartheta) \exp \left(\omega_{W}\left(z\left(\rho e^{i \vartheta}\right)\right)\right) d \vartheta \tag{3.6}
\end{align*}
$$

Since $W(z) \in E^{1}\left(A ; B ; D^{-}\right), \Phi_{W}$ belongs to the class $E^{1}\left(D^{-}\right)$(see Statement 3.1). Consequently, the sequence $\left\{\varphi_{\rho}(\vartheta)\right\}$ for $\vartheta \rightarrow 1$ converges in the space $L([0,2 \pi])$ to the function $\varphi_{1}(\vartheta)$ [16, p. 89].

Since $\exp \left(\omega_{W}(z(\zeta))\right)$ is continuous in $\bar{U}$, from the above-said it follows that the sequence $\left\{W\left(z\left(\rho e^{i \vartheta}\right)\right)\right\}$ for $\rho \rightarrow 1$ converges in $L([0,2 \pi])$ to $W\left(z\left(e^{i \vartheta}\right)\right)$.

Let $\rho_{0} \in(0,1)$ and $\varepsilon>0$ be a small number such that $\rho_{0}(1+\varepsilon)=\rho_{1}<1$. We take the point $z\left(r e^{i \beta}\right), r \in\left(0, \rho_{0}\right)$. If $\rho \in\left(\rho_{1}, 1\right)$, then

$$
\left|z\left(r e^{i \beta}\right)-z\left(\rho e^{i \vartheta}\right)\right| \geq \operatorname{dist}\left(z\left(r e^{i \beta}\right), \Gamma_{\rho_{0}} \cup \Gamma_{\rho_{1}}\right)=m_{0}>0 .
$$

By the equality (2.3), there exists a number $c$ such that

$$
\left|\Omega_{1}(z, t)\right|<\frac{c}{|z-t|}=\frac{c}{\left|z\left(r e^{i \beta}\right)-z\left(\rho e^{i \vartheta}\right)\right|} \leq \frac{c}{m_{0}} .
$$

Owing to this fact, if we put

$$
g_{\rho}(\vartheta)=\Omega_{1}\left(z\left(r e^{i \beta}\right), z\left(\rho e^{i \vartheta}\right)\right) \varphi_{\rho}(\vartheta)
$$

then

$$
\left|g_{\rho}(\vartheta)\right|<\frac{c}{m_{0}}\left|\varphi_{\rho}(\vartheta)\right|
$$

From the convergence of $\left\{\varphi_{\rho}\right\}$ to $\varphi_{1}$ in $L([0,2 \pi])$ it follows that for any set $\mathcal{E} \subset[0,2 \pi]$ the sequence $\left\{\varphi_{\rho}\right\}$ converges to $\varphi_{1}$ in $L(\mathcal{E})$ (see, e.g., [17]). According to the Hahn-Banach theorem [1, p. 255], we can conclude that the family $\left\{\varphi_{\rho}\right\}$ has absolutely continuous integrals of the same degree. Moreover, as $\rho \rightarrow 1$, the sequence $\left|g_{\rho}(\vartheta)\right|$ converges almost everywhere to $g_{1}(\vartheta)$.

Now, owing to the Vitali theorem [1, p. 255], we can conclude that in (3.6) the limiting passage under the integral sign is admissible and hence

$$
\begin{align*}
\lim _{\rho \rightarrow 1}\left(\widetilde{K}_{\Gamma_{\rho}} W\right)\left(z\left(r e^{i \beta}\right)\right)=\frac{1}{2 \pi i} \int_{0}^{2 \pi} \Omega_{1}\left(z\left(r e^{i \beta}\right), z\left(e^{i \vartheta}\right)\right) \Phi_{W}\left(z\left(r e^{i \vartheta}\right)\right) i e^{i \vartheta} \exp \omega_{W}\left(z\left(e^{i \vartheta}\right)\right) d \vartheta \\
-\Omega_{2}\left(z\left(r e^{i \beta}\right), z\left(e^{i \vartheta}\right)\right) \overline{\Phi_{W}\left(z\left(r e^{i \vartheta}\right)\right) z^{\prime}\left(e^{i \vartheta}\right) i e^{i \vartheta} \exp \omega_{W}\left(z\left(e^{i \vartheta}\right)\right)} d \vartheta=\left(\widetilde{K}_{\Gamma} W\right)\left(z\left(r e^{i \beta}\right)\right) \tag{3.7}
\end{align*}
$$

Let us prove that

$$
\lim _{R \rightarrow \infty}\left(\widetilde{K}_{\Gamma_{R}} W\right)(z)=0
$$

Let $|z|=R$ and $t \in \Gamma_{R}$. Then $|t|=R$ and it can be easily verified that $\left|\Omega_{j}(z, t)\right|<\frac{M}{R-|z|}$. Therefore

$$
\left|\left(\widetilde{K}_{\Gamma_{R}} W\right)\right|<2 M \int_{0}^{2 \pi} \frac{\left|W\left(R e^{i \vartheta}\right)\right|}{(R-|z|)^{\alpha}} d \vartheta, \quad \alpha=\frac{2}{s}
$$

Since $\lim _{R \rightarrow \infty}\left|W\left(R e^{i \vartheta}\right)\right|=0$ for large $R$, we have $\left|W\left(R e^{i \vartheta}\right)\right| \leq M_{0}$ and hence

$$
\left|\left(\widetilde{K}_{\Gamma_{R}} W\right)\right| \leq \frac{2 \pi M M_{0}}{(R-|z|)^{\alpha}} \longrightarrow 0
$$

This, together with (3.5) and (3.7), results in the equality (3.4).
Remark 3.2. If orientation on $\Gamma$ is chosen such that when moving around in this direction the domain $D^{+}$leaves to the left, then the formula (3.4) takes the form

$$
W(z)=-\left(\widetilde{K}_{\Gamma} W^{-}\right)(z), \quad z \in D^{-}
$$

3.3. On the belonging of the function $\left(\widetilde{K}_{\Gamma} f\right)(z)$ ) to Smirnov class. First, let us prove an analogue of Statement 3.4 for an unbounded domain. Towards this end, we will need the following

Lemma 3.1. Let
(1) $\Gamma$ be a simple, closed, rectifiable curve bounding the finite $D^{+}$and the infinite $D^{-}$domains;
(2) $p \in \mathcal{P}(\Gamma)$;
(3) $\zeta=\zeta(z)$ be conformal mapping of $U^{+}$onto $D^{-}$;
(4) $\omega(\zeta)=\frac{k}{\zeta-a}, a \in D^{+}, \zeta \in D^{-}$, and $k$ be the constant such that $k \leq[\operatorname{dist}(a, \Gamma)]^{2}=d^{2}$, hence $\widetilde{\Gamma}=\partial \widetilde{D}, \omega: D^{-} \rightarrow \widetilde{D}$, where $\widetilde{D}$ is the bounded domain;
(5) the function $\tau=\frac{k}{t-a}$ map $\Gamma$ onto $\widetilde{\Gamma}$.

Assume $\widetilde{p}(\tau)=p\left(\frac{k}{\tau}+a\right)$. Then

$$
\begin{equation*}
\widetilde{p}(\tau) \in \mathcal{P}(\widetilde{\Gamma}) \tag{3.8}
\end{equation*}
$$

Proof. Let $\left|\tau_{1}-\tau_{2}\right|<\frac{1}{2}$. We have

$$
\begin{equation*}
\left|\widetilde{p}\left(\tau_{1}\right)-\widetilde{p}\left(\tau_{2}\right)\right|=\left|p\left(\frac{k}{\tau_{1}}+a\right)-p\left(\frac{k}{\tau_{2}}+a\right)\right| \leq \frac{c(p)}{\left|\ln \frac{k\left|\tau_{2}-\tau_{1}\right|}{\left|\tau_{1} \tau_{2}\right|}\right|} \tag{3.9}
\end{equation*}
$$

Since $\left|\tau_{1}\right| \geq d,\left|\tau_{2}\right| \geq d$, owing to the condition (4), we obtain $\frac{k}{\left|\tau_{1} \tau_{2}\right|} \leq \frac{k}{d^{2}} \leq 1$. Therefore $\frac{k\left|\tau_{1}-\tau_{2}\right|}{\left|\tau_{1} \tau_{2}\right|} \leq$ $\left|\tau_{1}-\tau_{2}\right|<\frac{1}{2}$, which implies that

$$
\left|\ln \frac{k\left|\tau_{1}-\tau_{2}\right|}{\left|\tau_{1} \tau_{2}\right|}\right|>|\ln | \tau_{1}-\tau_{2}| |
$$

and from (3.9) we can conclude that $\left|\widetilde{p}\left(\tau_{1}\right)-\widetilde{p}\left(\tau_{2}\right)\right|<\frac{c(p)}{|\ln | \tau_{1}-\tau_{2}| |}$. Moreover, it is obvious that $\min \widetilde{p}(\tau)=\min _{t \in \gamma} p(t)=\underline{p}>1$. Thus the inclusion (3.8) is proved.
Theorem 3.2. Let $\Gamma$ be the simple, closed, rectifiable curve bounding the domain $D^{-}$, and let the conditions

$$
\begin{equation*}
A(z), B(z) \in L^{\infty}\left(D^{-}\right), \quad \Gamma \in \mathbb{R}, \quad f \in L^{p(t)}(\Gamma), \quad p \in \mathcal{P}(\Gamma) \tag{3.10}
\end{equation*}
$$

be fulfilled. Then the function

$$
W(z)=\left(\widetilde{K}_{\Gamma} f\right)(z), \quad z \in D^{-}
$$

belongs to the class $E^{p(t)}\left(A ; B ; D^{-}\right)$.
Proof. We choose a point $a$ from $D^{+}$and assume $\zeta=\frac{k}{z-a}$, where $k$ is chosen as in Lemma 3.1. Then $z=a+\frac{k}{\zeta}$ and

$$
\begin{equation*}
W\left(\frac{k}{\zeta}+a\right)=\left(\widetilde{K}_{\widetilde{\Gamma}} f\right)\left(\frac{k}{\zeta}+a\right) \tag{3.11}
\end{equation*}
$$

We replace the integral variable in the right-hand side of (3.11) by the equality $t=\frac{k}{\tau}+a$. As a result, we obtain

$$
\begin{equation*}
\widetilde{W}(\zeta)=\frac{1}{2 \pi i} \int_{\Gamma} \widetilde{\Omega}_{1}(\zeta, \tau) F(\tau) d \tau-\widetilde{\Omega}_{2}(\zeta, \tau) \bar{F}(\tau) d \bar{\tau} \tag{3.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{W}(\zeta)=W\left(\frac{k}{\zeta}+a\right), \quad \widetilde{\Omega}_{j}(\zeta, \tau)=\Omega_{j}\left(\frac{k}{\zeta}+a, \frac{k}{\tau}+a\right), \quad j=1,2, \quad F(\tau)=-\frac{f\left(\frac{k}{\tau}+a\right)}{\tau^{2}} k \tag{3.13}
\end{equation*}
$$

Since $f \in L^{p(t)}(\Gamma)$, we have $F \in L^{\widetilde{p}(\tau)}(\widetilde{\gamma}), \widetilde{p}(\tau)=p\left(\frac{k}{\tau}+a\right)$. In our assumptions Lemma 3.1 is applicable by virtue of which we have $\widetilde{p}(\tau) \in \mathcal{P}(\widetilde{\Gamma})$.

It can be easily verified that $\widetilde{\Omega}_{k}(\zeta, \tau), k=1,2$, are the kernels of the type of principal normal kernels. Therefore following the proof of Statement 3.4 (see Theorem 3 of [15]), we find that $\widetilde{W}(\zeta) \in$ $E^{\widetilde{p}(\tau)}(\widetilde{A} ; \widetilde{B} ; \widetilde{D})$. It is not difficult to show that $W \in E^{p(t)}(A ; B ; D)$.

From Statement 3.4 and Theorem 3.2 follows one statement on the generalized Cauchy type integral which we formulate in the form of the following
Lemma 3.2. Let $\Gamma$ be the simple, closed, rectifiable curve dividing the plane $E$ into the domains $D^{+}$ and $D^{-}$; next, let

$$
\begin{equation*}
A(z), B(z) \in L^{\infty}(E), \quad \Gamma \in \mathbb{R}, \quad f \in L^{p(t)}(\Gamma), \quad p \in \mathcal{P}(\Gamma) \tag{3.14}
\end{equation*}
$$

Then the narrowings on $D^{+}$and $D^{-}$of the function $W(z)=\left(\widetilde{K}_{\Gamma} f\right)(z)$ belong to the classes $E^{p(t)}\left(A ; B ; D^{+}\right)$and $E^{p(t)}\left(A ; B ; D^{-}\right)$, respectively, vice versa, if $W_{1}(z) \in E^{p(t)}\left(A ; B ; D^{+}\right)$and $W_{2}(z) \in$ $E^{p(t)}\left(A ; B ; D^{-}\right)$, then the function

$$
W(z)= \begin{cases}W_{1}(z), & z \in D^{+} \\ W_{2}(z), & z \in D^{-}\end{cases}
$$

is representable by the generalized Cauchy type integral with density from $L^{p(t)}(\Gamma)$.

Proof. First, we note that if $W \in E^{p(t)}\left(A ; B ; D^{+}\right)$, then according to Statement 3.2 we have

$$
\left(\widetilde{K}_{\Gamma} W^{+}\right)(z)= \begin{cases}W(z), & z \in D^{+}  \tag{3.15}\\ 0, & z \in D^{-}\end{cases}
$$

(see (3.3)).
Relying on Remark 3.2, it is not difficult to establish that if $W \in E^{p(t)}\left(A ; B ; D^{-}\right)$, then

$$
\left(\widetilde{K}_{\Gamma} W^{-}\right)(z)= \begin{cases}0, & z \in D^{+}  \tag{3.16}\\ -W(z), & z \in D^{-}\end{cases}
$$

Let now $W(z)=\left(\widetilde{K}_{\Gamma} f\right)(z)$; if we consider it in the domain $D^{+}$, then according to Statement 3.4 we find that $W \in E^{p(t)}\left(A ; B ; D^{+}\right)$, but if we consider $W$ in the domain $D^{-}$, then it belongs to $W \in E^{p(t)}\left(A ; B ; D^{-}\right)$, by Theorem 3.2.

The formulas (2.4) result in $W^{+}-W^{-}=f$, hence $W=\widetilde{K}_{\Gamma}\left(W^{+}-W^{-}\right)$.
Since for $W_{1}$ and $W_{2}$ respectively the relations (3.15) and (3.16) are valid, we have

$$
\left[\widetilde{K}_{\Gamma}\left(W_{1}^{+}-W_{2}^{-}\right)\right](z)= \begin{cases}W_{1}(z), & z \in D^{+}  \tag{3.17}\\ -W_{2}(z), & z \in D^{-}\end{cases}
$$

Obviously, $\left[W_{1}^{+}(t)-W_{2}^{-}(t)\right] \in L^{p(\cdot)}(\Gamma)$, hence $W(z) \in \widetilde{K}^{p(\cdot)}(\Gamma)$.

## 4. Certain Properties of Integrals $\widetilde{K}_{\Gamma} f$ and $\widetilde{S}_{\Gamma} f$

Theorem 4.1. In order for the function $W(z) \in U^{s, 2}(A ; B ; D), s>2$, the equality

$$
\begin{equation*}
W(z)=\left(\widetilde{K}_{\Gamma} W^{+}\right)(z) \tag{4.1}
\end{equation*}
$$

to take place, it is necessary and sufficient that for almost all $t \in \Gamma$ the equality

$$
\begin{equation*}
\left(\widetilde{S}_{\Gamma} W^{+}\right)(t)=W^{+}(t) \tag{4.2}
\end{equation*}
$$

to hold.
Proof. The necessity. It follows from the representation (4.1) that $W^{+} \in L(\Gamma)$. By the equalities (2.4) we have

$$
W^{+}(t)=\frac{1}{2} W^{+}(t)+\frac{1}{2}\left(\widetilde{S}_{\Gamma} W^{+}\right)(t)
$$

and hence the equality (4.2) is valid.
Sufficiency. Let the equality (4.2) hold. Let us show that the equality (4.1) is likewise valid.
Consider the function

$$
M(z)=W(z)-\left(\widetilde{K}_{\Gamma} W^{+}\right)(z), \quad z \in D
$$

We have

$$
\begin{equation*}
M^{+}=W^{+}-\frac{1}{2}\left(W^{+}+\widetilde{S}_{\Gamma} W^{+}\right)=\frac{1}{2}\left(W^{+}-\widetilde{S}_{\Gamma} W^{+}\right) \tag{4.3}
\end{equation*}
$$

By virtue of (4.2), we can conclude that $M^{+}(t)=0$.
Since $W \in U^{s, 2}(A ; B ; D), s>2$, we have $\widetilde{K}_{\Gamma} W^{+} \in U^{s, 2}(A ; B ; D)$ (see Subsection 2.3); consequently, $M(z) \in U^{s, 2}(A ; B ; D)$. Therefore we have the representation

$$
M(z)=\Phi_{M}(z) \omega_{M}(z), \quad z \in D
$$

(see Subsection 2.1, the equality (2.2)). Here $\omega_{M}(z) \neq 0$ everywhere on $E \backslash \Gamma$.
Consequently, $\omega_{M}^{+} \neq 0$, and from the equality $M^{+}=0$ we conclude that $\Phi_{M}^{+}(t)=0$ almost everywhere on $\Gamma$. From the theorem on the uniqueness of analytic functions we find that $\Phi_{M}(z)=0$; hence $M(z)=0$, and from (4.3) follows (4.1).

Remark 4.1. If $D$ is an unbounded domain, then for the equality $W(z)=-\left(\widetilde{K}_{\Gamma} W^{-}\right)(z)$ it is necessary and sufficient that the equality

$$
\left(\widetilde{S}_{\Gamma} W^{-}\right)(t)=-W^{-}(t)
$$

to be fulfilled.

Theorem 4.2. Let

$$
\begin{equation*}
A, B \in L^{\infty}(D), \quad \Gamma \in \mathbb{R}, \quad p \in \mathcal{P}(\Gamma) \tag{4.4}
\end{equation*}
$$

For the generalized analytic function $W(z)$ to have the boundary function $W^{+}(z)$ of the class $L^{p(t)}(\Gamma)$ and the equality

$$
\begin{equation*}
W(z)=\left(\widetilde{K}_{\Gamma} W^{+}\right)(\tau) \tag{4.5}
\end{equation*}
$$

to hold, it is necessary and sufficient that $W(z)$ belong to the class $E^{p(t)}(A ; B ; D)$.
Proof. The necessity. Let the conditions (4.4) be fulfilled and there exist $W^{+}(t)$ and $W^{+} \in L^{p(t)}(\Gamma)$, then by Corollary 3.1 we conclude that $\left(\widetilde{K}_{\Gamma} W^{+}\right)(z) \in E^{p(t)}(A ; B ; D)$.

Sufficiency. Let $W \in E^{p(t)}(A ; B ; D)$ and $p \in \mathcal{P}(\Gamma)$, then $W \in E^{1}(A ; B ; D)$. According to Statement 3.3 and Theorem 3.1, the equality (4.5) holds. This allows us to conclude that $W^{+} \in L^{p(t)}(\Gamma)$, by virtue of Statement 3.2.

Remark 4.2. Theorem 4.2 is a certain analogue of the Fichtenholz theorem [9, p. 97].
Theorem 4.3. If the assumptions (4.4) holds and $f \in L^{p(t)}(\Gamma)$, then

$$
\begin{equation*}
\widetilde{S}_{\Gamma}^{2} f=f \tag{4.6}
\end{equation*}
$$

holds.
Proof. By virtue of Corollary 3.1, the function $W(z)=\left(\widetilde{K}_{\Gamma} f\right)(z)$ belongs to $E^{p(t)}(A ; B ; D)$. Then by Statement 3.2 we have $\left(\widetilde{K}_{\Gamma} W^{+}\right)(z)=W(z)$. Now, by Theorem 4.1 we can conclude that $W^{+}(t)=$ $\left(\widetilde{S}_{\Gamma} W^{+}(t)\right.$. Using the first of the formulas (2.4), we write the last equality in the form

$$
\frac{1}{2}\left(f+\widetilde{S}_{\Gamma} f\right)=\frac{1}{2} \widetilde{S}_{\Gamma}\left(f+\widetilde{S}_{\Gamma} f\right)
$$

from which follows the equality (4.6).
Tracing the proof of the theorem, we easily find that the following assertion is valid.
Lemma 4.1. Let $W=\Phi_{W} \exp \omega_{W}$ be the function of the class $U^{s, 2}(A ; B ; D), s>2$, and $\varphi$ be analytic function in $D$, then

$$
\varphi W=\Phi_{\varphi W} \exp \omega_{\varphi W} \in U^{s, 2}\left(A ; B \frac{\varphi}{\bar{\varphi}} ; D\right)
$$

where

$$
\Phi_{\varphi W}=\varphi \Phi_{W} \quad \text { and } \omega_{\varphi W}=\omega_{W}
$$

Proof. Since $\partial_{\bar{z}} \varphi=0$, we have $\partial_{\bar{z}}(\varphi W)=\varphi \partial_{\bar{z}} W$. Moreover, $\partial_{\bar{z}} W+A W+B \bar{W}=0$, hence

$$
\partial_{\bar{z}} \varphi W+A \varphi W+B \frac{\varphi}{\bar{\varphi}} \overline{\varphi W}=0
$$

This implies that $\varphi W=U^{s, 2}\left(A ; B \frac{\varphi}{\varphi} ; D\right)$.
Find the function $\omega_{\varphi W}$. We have [17, p. 192]

$$
\omega_{\varphi W}(\zeta)=\frac{1}{\pi} \iint_{D}\left(A(t)+B(t) \frac{\varphi(t)}{\bar{\varphi}(t)} \frac{\overline{\varphi W}}{\varphi W}\right) \frac{d \xi d \eta}{t-\zeta}=\frac{1}{\pi} \iint_{D}\left(A(t)+B(t) \frac{\bar{W}(t)}{W(t)}\right) \frac{d \xi d \eta}{t-\zeta}=\varphi_{W}(\zeta)
$$

Next, taking into account the above equality, we obtain

$$
\varphi W=\varphi \Phi_{W} \exp \omega_{W}=\left\{\varphi \Phi_{W}\right\} \exp \omega_{W}
$$

from which we get both provable equalities.

## 5. Extensions of Generalized Smirnov Class Analytic Functions

Theorem 5.1. Let $D_{1}$ and $D_{2}$ be the domains lying outside of each other, bounded with simple rectifiable curves of the class $\mathbb{R}$, and:
(1) boundaries of the domains $D_{1}$ and $D_{2}$ have common arc $\Gamma$, so that $\partial D_{1}=\Gamma_{1} \cup \Gamma, \partial D_{2}=\Gamma_{2} \cup \Gamma$;
(2) $p_{1}(t) \in \mathcal{P}\left(\Gamma_{1}\right), p_{2}(t) \in \mathcal{P}\left(\Gamma_{2}\right)$;
(3) $A_{1}, B_{1} \in L^{\infty}\left(D_{1}\right), A_{2}, B_{2} \in L^{\infty}\left(D_{2}\right)$ and $W_{1} \in E^{p_{1}(t)}\left(A_{1} ; B_{1} ; D_{1}\right)$, $W_{2} \in E^{p_{2}(t)}\left(A_{2} ; B_{2} ; D_{2}\right)$;
(4) $p_{1}(a)=p_{2}(a), p_{1}(b)=p_{2}(b)$, where $a$ and $b$ are the ends of the arc $\Gamma$;
(5) $W_{1}(t)=W_{2}(t), t \in \Gamma$.

Then the function

$$
W(z)= \begin{cases}W_{1}(z), & z \in D_{1}  \tag{5.1}\\ W_{2}(z), & z \in D_{2} \\ W_{1}(t)=W_{2}(t), & t \in \Gamma\end{cases}
$$

belongs to the Smirnov class $E^{p(t)}(A ; B ; D)$, where $D=D_{1} \cup D_{2} \cup \Gamma$,

$$
p(t)= \begin{cases}p_{1}(t), & t \in \Gamma_{1}, \\ p_{2}(t), & t \in \Gamma_{2},\end{cases}
$$

and

$$
A(z)=\left\{\begin{array}{ll}
A_{1}(z), & z \in D_{1}, \\
A_{2}(z), & z \in D_{2},
\end{array} \quad B(z)= \begin{cases}B_{1}(z), & z \in D_{1} \\
B_{2}(z), & z \in D_{2}\end{cases}\right.
$$

Proof. Assume

$$
\widetilde{A}_{k}(z)=\left\{\begin{array}{ll}
A_{k}(z), & z \in D_{k}, \\
0, & z \in E \backslash D_{k},
\end{array} \quad \widetilde{B}_{k}(z)=\left\{\begin{array}{ll}
B_{k}(z), & z \in D_{k}, \\
0, & z \in E \backslash D_{k},
\end{array} \quad k=1,2 .\right.\right.
$$

Then $A=\widetilde{A}_{1}+\widetilde{A}_{2}, \widetilde{B}=\widetilde{B}_{1}+\widetilde{B}_{2}$. By virtue of the assumption (3), we have $A, B \in L^{\infty}(D)$. Further, owing to (3.3) and assumption (3),

$$
\begin{equation*}
\left(\widetilde{K}_{\Gamma_{1} \cup \Gamma} W_{1}\right)(z)=0, \quad z \in D_{2}, \quad\left(\widetilde{K}_{\Gamma_{2} \cup \Gamma} W_{2}\right)(z)=0, \quad z \in D_{1} . \tag{5.2}
\end{equation*}
$$

In these integrals, the integration sets are $\Gamma_{1} \cup \Gamma$ and $\Gamma_{2} \cup \Gamma$. In addition, the curve $\Gamma_{1} \cup \Gamma$ is oriented so that moving in this direction, the domain $D_{1}$ leaves to the left, analogously, $\Gamma_{2} \cup \Gamma$ is oriented so that moving in this direction, the domain $D_{2}$ leaves to the left. These orientations on $\Gamma$ generate on $\Gamma$ opposite directions. Therefore, if we denote the oriented arc of $\Gamma$ on the boundary $\partial D_{1}$ of the domain $D_{1}$ by $\Gamma^{+}$, then on $\partial D_{2}$ it will be $\Gamma^{-}$.

In the domain $D$, let us consider the function

$$
\begin{aligned}
F(z) & =\left(\widetilde{K}_{\Gamma_{1} \cup \Gamma^{+}} W_{1}\right)(z)+\left(\widetilde{K}_{\Gamma_{1} \cup \Gamma^{-}} W_{2}\right)(z)=F_{1}(z)+F_{2}(z)=\left(\widetilde{K}_{\Gamma_{1}} W_{1}\right)(z)+\left(\widetilde{K}_{\Gamma_{2}} W_{2}\right)(z) \\
& =\frac{1}{2 \pi i} \int_{\Gamma^{+}} \Omega_{1}(z, t) W_{1}^{+}(t) d t-\Omega_{2}(z, t) \bar{W}_{1}(t) d \bar{t}+\frac{1}{2 \pi i} \int_{\Gamma^{-}} \Omega_{1}(z, t) W_{2}(t) d t-\Omega_{2}(z, t) \bar{W}_{2}(t) d \bar{t},
\end{aligned}
$$

where $\Omega_{1}, \Omega_{2}$ are the principal kernels of the class $U^{\infty}(A ; B ; E)$.
We write $F(z)$ in the form

$$
\begin{align*}
F(z)= & \left(\widetilde{K}_{\Gamma_{1}} W_{1}\right)(z)+\left(\widetilde{K}_{\Gamma_{2}} W_{2}\right)(z) \\
& +\frac{1}{2 \pi i} \int \Omega_{1}(z, t)\left(W_{1}(t)-W_{2}(t)\right) d t-\frac{1}{2 \pi i} \int_{\Gamma^{-}} \Omega_{2}(z, t)\left(\bar{W}_{1}(t)-\bar{W}_{2}(t)\right) d \bar{t} \\
= & \left(K_{\Gamma_{1} \cup \Gamma_{2}} W\right)(z) \tag{5.3}
\end{align*}
$$

(we have taken into account that $\left.W_{1}(t)=W_{2}(t), t \in \Gamma\right)$.

In view of the equality (5.2) we have

$$
\left(\widetilde{K}_{\Gamma_{1} \cup \Gamma_{2}} W\right)(z)= \begin{cases}W_{1}(z), & z \in D_{1} \\ W_{2}(z), & z \in D_{2}\end{cases}
$$

that is, $F(z)=W(z), z \in D_{1} \cup D_{2}$. Moreover, for $t \in \Gamma$ we have

$$
\lim _{z \rightarrow t, z \in D_{k}} F(z)=W_{k}(t),
$$

that is, $F(t)=W_{1}(t)=W_{2}(t), t \in \Gamma$. Consequently, almost everywhere on $D$, we get

$$
\begin{equation*}
F(z)=W(z) \tag{5.4}
\end{equation*}
$$

The function $p(t)$ given on $\Gamma_{1} \cup \Gamma_{2}$ is, by assumption (4), of the class $\mathcal{P}\left(\Gamma_{1} \cup \Gamma_{2}\right)$. Therefore, it can be easily seen from (5.3) that $F(z)$ is the generalized Cauchy type integral with density from $L^{p(t)}\left(\Gamma_{1} \cup \Gamma_{2}\right)$. In view of Statement 3.4, we can conclude that $F(z) \in E^{p(t)}(A ; B ; D)$, and hence owing to (5.4), $W(z) \in E^{p(t)}(A ; B ; D)$, as well.

## 6. The Symmetry Principle for Smirnov Class Functions

Before we proceed to formulating and proving the above-mentioned principle, we will prove below the following Lemmas 6.1 and 6.2. We denote $U^{+}=U, U^{-}=E \backslash \overline{U^{+}}$.
Lemma 6.1. Let the domain $D$ lie in $U^{+}$and a part of its boundary lie on $\gamma$. Assume $D_{*}=\{\zeta$ : $\left.\zeta=\frac{1}{z}, z \in D\right\}$, and let $A(z), B(z) \in L^{s, 2}(D), s>2$. Then the functions

$$
A_{0}(\zeta)=\left\{\begin{array}{ll}
A(\zeta), & \zeta \in D,  \tag{6.1}\\
-\frac{1}{\bar{\zeta}^{2}} \bar{A}\left(\frac{1}{\bar{\zeta}}\right), & \zeta \in D_{*},
\end{array} \quad B_{0}(\zeta)= \begin{cases}B(\zeta), & \zeta \in D \\
-\frac{1}{\bar{\zeta}^{2}} \bar{B}\left(\frac{1}{\bar{\zeta}}\right), & \zeta \in D_{*}\end{cases}\right.
$$

belong to the class $L^{s, 2}\left(D \cup D_{*}\right)$.
Proof. Show that $A_{0} \in L^{s, 2}\left(D \cup D_{*}\right)$. Let $\zeta=x+i y$ and

$$
J=\iint_{D_{*}}\left|A_{0}(\zeta)\right|^{s} d x d y=\iint_{D}\left|-\frac{1}{\bar{\zeta} 2} A\left(\frac{1}{\bar{\zeta}}\right)\right|^{s} d x d y
$$

Assume $\tau=\alpha+i \beta$ and transform the variable $\zeta$ by the equality $\zeta=\frac{1}{\tau}$, i.e., $x=\frac{\alpha}{\alpha^{2}+\beta^{2}}, y=\frac{\beta}{\alpha^{2}+\beta^{2}}$. Then

$$
J=\iint_{D}\left|\tau^{2} A(\tau)\right|^{s}|I| d \alpha d \beta
$$

where

$$
I=\left|\begin{array}{cc}
x_{\alpha}^{\prime} & x_{\beta}^{\prime} \\
y_{\alpha}^{\prime} & y_{\beta}^{\prime}
\end{array}\right|=\left|\begin{array}{cc}
\left(\beta^{2}-\alpha^{2}\right)\left(\alpha^{2}+\beta^{2}\right)^{-2} & -2 \alpha \beta\left(\alpha^{2}+\beta^{2}\right)^{-2} \\
-2 \alpha \beta\left(\alpha^{2}+\beta^{2}\right)^{-2} & \left(\alpha^{2}-\beta^{2}\right)\left(\alpha^{2}+\beta^{2}\right)^{-2}
\end{array}\right|=-\frac{1}{\left(\alpha^{2}+\beta^{2}\right)^{2}}=-\frac{1}{|\tau|^{4}} .
$$

Therefore

$$
I=\iint_{D}\left|\tau^{2} A(\tau)\right|^{s} \frac{d \alpha d \beta}{|\tau|^{4}}=\iint_{D}|A(\tau)|^{s}|\tau|^{2(s-2)} d \alpha d \beta=\iint_{D}|A(\tau)|^{s} d \alpha d \beta<\infty
$$

(We have taken into account that $s>2,|\tau|<1$ and $A, B \in L^{\infty}(D)$.) This implies that $A_{0} \in$ $L^{s, 2}\left(D \cup D_{*}\right)$.

In the same manner we can prove that $B_{0} \in L^{s, 2}\left(D \cup D_{*}\right)$.
Assume that the domain $D$ is bounded by a simple, rectifiable, closed curve, $D \subset U^{+}$and a part of the boundary $D$ is the arc lying on $\gamma$.

Given $W(z)$ on $D$, we put

$$
W_{*}(z)= \begin{cases}W(z), & z \in D \\ -\bar{W}\left(\frac{1}{\bar{z}}\right), & z \in D_{*}\end{cases}
$$

Lemma 6.2. Let $W(z) \in E^{1}(A ; B ; D)$ and either $z=0 \notin D$, or $z=0 \in D, W(0)=0$. Then $W_{*}(z) \in E^{1}\left(A_{0} ; B_{0} ; D_{*}\right)$, where $A_{0}, B_{0}$ are defined by the equality (6.1).

Proof. According to the definition of the class $E^{1}\left(A_{0}, B_{0}, D_{*}\right)$, we have to establish that

$$
\begin{equation*}
W_{*}(z) \in U^{s, 2}\left(A_{0} ; B_{0} ; D_{*}\right) \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{0<r<1} \int_{0}^{2 \pi}\left|W_{*}\left(z\left(r e^{i \vartheta}\right)\right)\right| \mid z^{\prime}\left(\left.r e^{i \vartheta}\right|^{r} d \vartheta<\infty\right. \tag{6.3}
\end{equation*}
$$

where $z=z\left(r e^{i \vartheta}\right)$ is conformal mapping of $U^{+}$onto $D_{*}$.
We start from the first one. By Lemma 6.1, $A_{0}, B_{0} \in L^{s, 2}\left(D \cup D_{*}\right)$. Therefore we have to prove that for $z \in D_{*}$ we have the equality

$$
\begin{equation*}
\partial_{\bar{z}} W_{*}+A_{0}(z) W_{*}(z)+B_{0}(z) \bar{W}_{*}(z)=0 \tag{6.4}
\end{equation*}
$$

Assuming $W(z)=u(z)+i v(z)$, we have

$$
\begin{equation*}
\partial_{\bar{z}} W_{*}=-\partial_{\bar{z}} \bar{W}\left(\frac{1}{\bar{z}}\right)=-\left[\partial_{\bar{z}}\left(u\left(\frac{1}{\bar{z}}\right)-i v\left(\frac{1}{\bar{z}}\right)\right]\left(-\frac{1}{\bar{z}^{2}}\right) .\right. \tag{6.5}
\end{equation*}
$$

But

$$
u_{\bar{z}}\left(\frac{1}{\bar{z}}\right)+i v_{\bar{z}}\left(\frac{1}{\bar{z}}\right)=-\bar{A}\left(\frac{1}{\bar{z}}\right)\left(u\left(\frac{1}{\bar{z}}\right)+i v\left(\frac{1}{\bar{z}}\right)\right)-\bar{B}\left(\frac{1}{\bar{z}}\right)\left(u\left(\frac{1}{\bar{z}}\right)+i v\left(\frac{1}{\bar{z}}\right)\right)
$$

and from (6.5), we get

$$
\begin{aligned}
-\partial_{\bar{z}} W_{*}(z) & =\left(-\frac{1}{\bar{z}^{2}}\right)\left[\bar{A}\left(\frac{1}{\bar{z}}\right) \bar{W}\left(\frac{1}{\bar{z}}\right)-\bar{B}\left(\frac{1}{\bar{z}}\right) W\left(\frac{1}{\bar{z}}\right)\right] \\
& =-\frac{1}{\bar{z}^{2}} \bar{A}\left(\frac{1}{\bar{z}}\right) W_{*}(z)-\frac{1}{\bar{z}^{2}} \bar{B}\left(\frac{1}{\bar{z}}\right) \bar{W}_{*}(z)=A_{0}(z) W_{*}(z)+B_{0}(z) \bar{W}_{*}(z)
\end{aligned}
$$

that is,

$$
\partial_{\bar{z}} W_{*}(z)+A_{0}(z) W_{*}(z)+B_{0}(z) \bar{W}_{*}(z)=0, \quad z \in D_{*} .
$$

Let now $W \in E^{1}(A ; B ; D)$. This implies that

$$
\begin{equation*}
\sup _{0<r<1} \int_{0}^{2 \pi}\left|W\left(\zeta\left(r e^{i \vartheta}\right)\right) \zeta^{\prime}\left(r e^{i \vartheta}\right)\right| r d \vartheta=M<\infty \tag{6.6}
\end{equation*}
$$

where the function $\zeta=\zeta\left(r e^{i \vartheta}\right)$ is conformal mapping of $U^{+}$onto $D$ and if $0 \in D$, then $\zeta(0)=0$.
The function $z=\frac{1}{\zeta\left(r e^{i \vartheta}\right)}$ is the conformal mapping of $U^{+}$onto $D_{*}$.
We need to prove that

$$
\sup _{0<r<1} \int_{0}^{2 \pi}\left|W_{*}\left(\frac{1}{\zeta\left(r e^{i \vartheta}\right)}\right) \frac{\zeta^{\prime}\left(r e^{i \vartheta}\right)}{\zeta^{2}\left(r e^{i \vartheta}\right)}\right| r d \vartheta<\infty
$$

We have

$$
\begin{align*}
J_{r} & =\int_{0}^{2 \pi}\left|W_{*}\left(\frac{1}{\zeta\left(r e^{i \vartheta}\right)}\right) \frac{\zeta^{\prime}\left(r e^{i \vartheta}\right)}{\zeta^{2}\left(r e^{i \vartheta}\right)}\right| r d \vartheta \\
& =\int_{0}^{2 \pi}\left|\bar{W}(\bar{\zeta}) \frac{\zeta^{\prime}}{\zeta^{2}}\right| r d \vartheta=\int_{0}^{2 \pi}\left|W(\bar{\zeta}) \frac{\bar{\zeta}^{\prime}}{\zeta^{2}}\right| r d \vartheta \\
& =\int_{0}^{2 \pi}\left|W(\bar{\zeta}) \frac{(\bar{\zeta})^{\prime}}{\zeta^{2}} \frac{\bar{\zeta}^{\prime}}{(\bar{\zeta})^{\prime}}\right| r d \vartheta=\int_{0}^{2 \pi}\left|W(\bar{\zeta}) \frac{(\bar{\zeta})^{\prime}}{\zeta^{2}}\right| r d \vartheta \tag{6.7}
\end{align*}
$$

If $0 \notin D$, then

$$
\begin{equation*}
J_{r}<\frac{M}{[\operatorname{dist}(0 ; D)]^{2}}=\frac{M}{m^{2}} \tag{6.8}
\end{equation*}
$$

If $0 \in D$, then $\zeta(0)=0, W(0)=0$, hence for small $r$ (say, for $0<r<r_{0}$ ) we have $\left|W\left(r e^{-i \vartheta}\right)\right| \sim r$, $\left|\zeta\left(r e^{i \vartheta}\right)\right|<c r$. Owing to that facts, there exists the constant $c$ such that $\left|W\left(r e^{i \vartheta}\right)\right|<c r, \mid \zeta\left(r\left(e^{i \vartheta}\right) \mid \sim\right.$ $c r$. Therefore, for small $r$ we get

$$
\begin{equation*}
J_{r}<\int_{0}^{2 \pi} \frac{c r}{r^{2}}\left|\zeta^{\prime}\left(r e^{i \vartheta}\right)\right| r d \vartheta=\frac{c}{c_{1}} \int_{0}^{2 \pi}\left|\zeta^{\prime}\left(r e^{i \vartheta}\right)\right| d \vartheta=d<\infty \tag{6.9}
\end{equation*}
$$

Now, from (6.8), (6.9), when $r \in(0,1)$, we have $J_{r}<\left(\frac{M}{m^{2}}+d\right)$. This implies that the inequality (6.3) is valid, and since (6.2) is already proved, we have $W_{*} \in E^{1}\left(A_{0} ; B_{0} ; D_{*}\right)$.

Corollary 6.1. If $W \in E^{p(t)}(A ; B ; D), p \in \mathcal{P}(\Gamma)$ and either $0 \notin D$, or $0 \in D$ and $W(0)=0$, then $W \in E^{\ell(\tau)}\left(A ; B ; D_{*}\right), \ell(\tau)=p\left(z\left(\frac{1}{\tau}\right) \equiv p(z(\tau))\right.$.

Indeed, since $E^{p(t)}(A ; B ; D) \subset E^{1}(A ; B ; D)$, we have $W_{*}=\widetilde{K}_{\Gamma_{*}} W_{*}^{+}$, where $\Gamma_{*}$ is the boundary of the domain $D_{*}$. In addition,

$$
\int_{\Gamma_{*}}\left|W_{*}(\zeta)\right|^{p(\zeta)}\left|z^{\prime}(\zeta)\right||d \zeta|=\int_{\gamma}\left|W\left(\frac{1}{\bar{\tau}}\right)\right|^{p\left(z\left(\frac{1}{\tau}\right)\right)}\left|\frac{1}{\tau^{2}}\right| d \tau=\int_{\gamma}|W(\tau)|^{p(z(\tau))}|d \tau|<\infty .
$$

(We have taken into account that if $\tau \in \gamma$, then $\frac{1}{\tau}=\tau$.)
Theorem 6.1 (The symmetry principle for the Smirnov class functions). Let:
(1) $D$ be the simply connected domain bounded by a simple, closed, rectifiable curve $\gamma_{2} \cup \gamma_{1} \in \mathbb{R}$, lying inside of $U^{+}$, and the arc $\gamma_{1}$ lying on $\gamma$;
(2) $A, B \in L^{\infty}(D)$;
(3) $D_{*}$ be a mirror image of $D$ with respect to $\gamma$;
(4) $W \in E^{p(t)}(A ; B ; D)$;
(5) $W^{+}(t)+\overline{W^{+}}(t)=0, t \in \gamma_{1}$;
(6) $A_{0}$ and $B_{0}$ are defined by the equalities (6.1), $D_{0}=D \cup D_{*} \cup \gamma_{1}$ and $p_{0}(t)= \begin{cases}p(t), & t \in \gamma_{2}, \\ p\left(\frac{1}{\bar{t}}\right), & t \in\left(\gamma_{2}\right)_{*} .\end{cases}$

Then, if either $z=0 \notin D$, or $0 \in D$ and $W(0)=0$, then there exists a function $F \in E^{p_{0}(t)}\left(A_{0} ; B_{0} ; D_{0}\right)$ which for $z \in D$ coincides with $W(z)$, and for $z \in D_{*}$ with $W_{*}(z)$, but if $t \in \gamma_{1}$, then $F(t)=W^{+}(t)=$ $-\overline{W^{+}}(t)$.
Proof. Assume $W_{1}(z)=W(z), z \in D$, and $W_{2}(z)=W_{*}(z), z \in D_{*}$. For the points $t$ lying on $\gamma_{1}$, we have

$$
W_{1}(t)=\lim _{z \rightarrow t, z \in D} W_{1}(z)=W(t), \quad W_{2}(t)=\lim _{z \rightarrow t, z \in D_{*}}\left[-\bar{W}\left(\frac{1}{\bar{z}}\right)\right]=-\bar{W}\left(\frac{1}{\bar{t}}\right)=-\bar{W}(t)
$$

Due to the condition $W^{+}(t)+\overline{W^{+}}(t)=0, t \in \gamma_{1}$, we have

$$
W_{1}(t)=W_{2}(t), \quad t \in \gamma_{1} .
$$

We have the right to apply Theorem 5.1 due to which the function $F(z)$ given by the equality (5.3) coincides with the function $W$ given by the equality (5.1). Thus the proof of theorem is complete.

Corollary 6.2. If $A(z), B(z) \in L^{\infty}(D), W(z) \in E^{p(t)}\left(A ; B ; U^{+}\right), W(0)=0$, and $W^{+}(t)+\overline{W^{+}}(t)=0$, $t \in \gamma$, then $W_{*}(z) \in E^{p_{*}(t)}\left(A_{0}, B_{0} ; U^{-}\right)$, where $p_{*}(t)=p\left(\frac{1}{\bar{t}}\right)=p(t)$.

Indeed, if we take $D=U^{+}, \gamma_{1}=\gamma$, then $D_{*}=U^{-}$, and hence the validity of Corollary 6.2 follows from Theorem 6.1.

## Acknowledgement

The author expressed gratitude to Prof. V. Kokilashvili for help comments.

## References

1. N. Danford and T. Shvartz, Linear operators. Part I: General theory. (Russian) Izdat. Inostran. Lit., Moscow, 1962.
2. P. L. Duren, Theory of $H^{p}$ spaces. Pure and Applied Mathematics, Vol. 38. Academic Press, New York-London, 1970.
3. G. M. Goluzin, Geometric theory of functions of a complex variable. (Russian) Nauka, Moscow, 1966.
4. S. B. Klimentov, The Riemann-Hilbert problem for generalized analytic functions in Smirnov classes. (Russian) Vladikavkaz. Mat. Zh. 14 (2012), no. 3, 63-73.
5. V. Kokilashvili and V. Paatashvili, On Hardy classes of analytic functions with a variable exponent. Proc. A. Razmadze Math. Inst. 142 (2006), 134-137.
6. V. Kokilashvili and V. Paatashvili, On variable Hardy and Smirnov classes of analytic functions. Georgian Internat. J. Sci., Nova Sci. Publ., Inc 1 (2008), 67-81.
7. V. Kokilashvili and V. Paatashvili, Boundary value problems for analytic and harmonic functions in nonstandard Banach function spaces. Nova Science Publishers, New York, NY, 2012.
8. V. Kokilashvili and V. Paatashvili, The Riemann boundary value problem in variable exponent Smirnov class of generalized analytic functions. Proc. A. Razmadze Math. Inst. 169 (2015), 105-118.
9. V. Kokilashvili and S. Samko, Vekua's generalized singular integral on Carleson curves in weighted variable Lebesgue spaces. Operator algebras, operator theory and applications, 283-293, Oper. Theory Adv. Appl., 181, Birkhäuser Verlag, Basel, 2008.
10. P. Koosis, Introduction to $H^{p}$ spaces. With an appendix on Wolff's proof of the corona theorem. London Mathematical Society Lecture Note Series, 40. Cambridge University Press, Cambridge-New York, 1980.
11. G. F. Manjavidze, Boundary value problems for conjugation with shift for analytic and generalized analytic functions. (Russian) Tbilis. Gos. Univ., Tbilisi, 1990.
12. G. Manjavidze and G. Akhalaia, Boundary value problems of the theory of generalized analytic vectors. Complex methods for partial differential equations (Ankara, 1998), 57-95, Int. Soc. Anal. Appl. Comput., 6, Kluwer Acad. Publ., Dordrecht, 1999.
13. K. M. Musaev, Some boundary properties of generalized analytic functions. (Russian) Dokl. Akad. Nauk SSSR 181 (1968), 1335-1338.
14. K. M. Musaev and T. Kh. Gasanova, Riemann boundary value problem in a class of generalized analytic functions. Proc. Inst. Math. Mech. Natl. Acad. Sci. Azerb. 22 (2005), 93-98.
15. V. Paatashvili, Variable exponent Smirnov classes of generalized analytic functions. Proc. A. Razmadze Math. Inst. 163 (2013), 93-110.
16. I. I. Privalov, Boundary properties of analytic functions. (Russian) Gosudarstv. Izdat. Tehn.-Teor. Lit., Mos-cow-Leningrad, 1950.
17. I. N. Vekua, Generalized analytic functions. (Russian) Fizmatgiz, Moscow, 1958.
(Received 25.04.2016)

## Author's addresses:

1. Department of Mathematical Analysis, A. Razmadze Mathematical Institute of I. Javakhishvili Tbilisi State University, 6 Tamarashvili Str., Tbilisi 0177, Georgia.
2. Department of Mathematics, Faculty of Informatics and Control Systems, Georgian Technical University, 77 M. Kostava Str., Tbilisi 0175, Georgia.

E-mail: paatashvilitam2@gmail.com

# Memoirs on Differential Equations and Mathematical Physics 

 Volume 69, 2016, 93-103Zurab Tediashvili

THE DIRICHLET BOUNDARY VALUE PROBLEM OF THERMO-ELECTRO-MAGNENO ELASTICITY FOR HALF SPACE

Abstract. We prove the uniqueness theorem for the Dirichlet boundary value problem of statics of the thermo-electro-magneto-elasticity theory in the case of a half-space. The corresponding unique solution is represented explicitly by means of the inverse Fourier transform under some natural restrictions imposed on the boundary vector function.
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## 1. Introduction

Although natural materials rarely show full coupling between elastic, electric, magnetic and thermal fields, some artificial materials do. In [14] it is reported that the fabrication of $\mathrm{BaTiO}_{3}-\mathrm{CoFe}_{2} \mathrm{O}_{4}$ composite had the magnetoelectric effect not existing in either constituent. Other examples of similar complex coupling can be found in the references [1]-[6], [8]-[10], [13], [15].

The mathematical model of the thermo-electro-magneto-elasticity theory is described by the non-self-adjoint $6 \times 6$ system of second order partial differential equations with the appropriate boundary and initial conditions. The problem is to determine three components of the elastic displacement vector, the electric and magnetic scalar potential functions and the temperature distribution. Other field characteristics (e.g., mechanical stresses, electric and magnetic fields, electric displacement vector, magnetic induction vector, heat flux vector and entropy density) can be then determined by the gradient equations and the constitutive equations.

In the paper we prove the uniqueness theorem of solutions for Dirichlet boundary value problems of statics for half-space.

We show that under some natural restriction on the boundary vector functions the corresponding unique solution is represented by the inverse Fourier transform.

## 2. Basic Equations and Formulation of Boundary Value Problems

2.1. Field equations. Throughout the paper $u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}$ denotes the displacement vector, $\sigma_{i j}$ is the mechanical stress tensor, $\varepsilon_{k j}=2^{-1}\left(\partial_{k} u_{j}+\partial_{j} u_{k}\right)$ is the strain tensor, $E=\left(E_{1}, E_{2}, E_{3}\right)^{\top}=-\operatorname{grad} \varphi$ and $H=\left(H_{1}, H_{2}, H_{3}\right)=-\operatorname{grad} \psi$ are electric and magnetic fields, respectively, $D=\left(D_{1}, D_{2}, D_{3}\right)^{\top}$ is the electric displacement vector and $B=\left(B_{1}, B_{2}, B_{3}\right)^{\top}$ is the magnetic induction vector, $\varphi$ and $\psi$ stand for the electric and magnetic potentials, $\vartheta$ is the temperature increment, $q=\left(q_{1}, q_{2}, q_{3}\right)^{\top}$ is the heat flux vector, and $S$ is the entropy density. We employ the notation $\partial=\left(\partial_{1}, \partial_{2}, \partial_{3}\right), \partial_{j}=\partial / \partial_{j}$, $\partial_{t}=\partial / \partial_{t}$; the superscript $(\cdot)^{\top}$ denotes transposition operation; the summation over the repeated indices is meant from 1 to 3 , unless stated otherwise.

In this subsection we collect the field equations of the linear theory of thermo-electro-magnetoelasticity for a general anisotropic case and introduce the corresponding matrix partial differential operators [11].
Constitutive relations:

$$
\begin{aligned}
\sigma_{r j} & =\sigma_{j r}=c_{r j k l} \varepsilon_{k l}-e_{l r j} E_{l}-q_{l r j} H_{l}-\lambda_{r j} \vartheta, \quad r, j=1,2,3, \\
D_{j} & =e_{j k l} \varepsilon_{k l}+\varkappa_{j l} E_{l}+a_{j l} H_{l}+p_{j} \vartheta, \quad j=1,2,3, \\
B_{j} & =q_{j k l} \varepsilon_{k l}+a_{j l} E_{l}+\mu_{j l} H_{l}+m_{j} \vartheta, \quad j=1,2,3, \\
S & =\lambda_{k l} \varepsilon_{k l}+p_{k} E_{k}+m_{k} H_{k}+\gamma \vartheta .
\end{aligned}
$$

Fourier Law: $q_{j}=-\eta_{j l} \partial_{l} \vartheta, \quad j=1,2,3$.
Equations of motion: $\partial_{j} \sigma_{r j}+X_{r}=\varrho \partial_{t}^{2} u_{r}, \quad r=1,2,3$.
Quasi-static equations for electro-magnetic fields where the rate of magnetic field is small (electric field is curl free) and there is no electric current (magnetic field is curl free): $\partial_{j} D_{j}=\varrho_{e}, \partial_{j} B_{j}=0$.
Linearised equation of the entropy balance: $T_{0} \partial_{t} S-Q=-\partial_{j} q_{j}$,
Here $\varrho$ is the mass density, $\varrho_{e}$ is the electric density, $c_{r j k i}$ are the elastic constants, $e_{j k i}$ are the piezoelectric constants, $q_{j k i}$ are the piezomagnetic constants, $\varkappa_{j k}$ are the dielectric (permittivity) constants, $\mu_{j k}$ are the magnetic permeability constants, $a_{j k}$ are the coupling coefficients connecting electric and magnetic fields, $p_{j}$ and $m_{j}$ are constants characterizing the relation between thermodynamic processes and electro-magnetic effects, $\lambda_{j k}$ are the thermal strain constants, $\eta_{j k}$ are the heat conductivity coefficients, $\gamma=\varrho c T_{0}^{-1}$ is the thermal constant, $T_{0}$ is the initial reference temperature, $c$ is the specific heat per unit mass, $X=\left(X_{1}, X_{2}, X_{3}\right)^{\top}$ is a mass force density, $Q$ is a heat source intensity. The constants involved in these equations satisfy the symmetry conditions

$$
\begin{gather*}
c_{r j k l}=c_{j r k l}=c_{k l r j}, \quad e_{k l j}=e_{k j l}, \quad q_{k l j}=q_{k j l}, \quad \varkappa_{k j}=\varkappa_{j k}, \\
\lambda_{k j}=\lambda_{j k}, \quad \mu_{k j}=\mu_{j k}, \quad \eta_{k j}=\eta_{j k}, \quad a_{k j}=a_{j k}, \quad r, j, k, l=1,2,3 . \tag{2.1}
\end{gather*}
$$

From physical considerations it follows (see, e.g., [7], [12])

$$
\begin{equation*}
c_{r j k l} \xi_{r j} \xi_{k l} \geq c_{0} \xi_{k l} \xi_{k l}, \quad \varkappa_{k j} \xi_{k} \xi_{j} \geq c_{1}|\xi|^{2}, \quad \mu_{k j} \xi_{k} \xi_{j} \geq c_{2}|\xi|^{2}, \quad \eta_{k j} \xi_{k} \xi_{j} \geq c_{3}|\xi|^{2} \tag{2.2}
\end{equation*}
$$

for all $\xi_{k j}=\xi_{j k} \in \mathbb{R}$ and for all $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \in \mathbb{R}^{3}$, where $c_{0}, c_{1}, c_{2}$ and $c_{3}$ are positive constants. More careful analysis related to the positive definiteness of the potential energy and thermodynamical laws insure positive definiteness of the matrix

$$
\Xi=\left[\begin{array}{ccc}
{\left[\varkappa_{k j}\right]_{3 \times 3}} & {\left[a_{k j}\right]_{3 \times 3}} & {\left[p_{j}\right]_{3 \times 1}}  \tag{2.3}\\
{\left[a_{k j}\right]_{3 \times 3}} & {\left[\mu_{k j}\right]_{3 \times 3}} & {\left[m_{j}\right]_{3 \times 1}} \\
{\left[p_{j}\right]_{1 \times 3}} & {\left[m_{j}\right]_{1 \times 3}} & \gamma
\end{array}\right]_{7 \times 7}
$$

Further we introduce the following generalised stress operator

$$
\mathcal{T}(\partial, n):=\left[\begin{array}{cccc}
{\left[c_{r j k l} n_{j} \partial_{l}\right]_{3 \times 3}} & {\left[e_{l r j} n_{j} \partial_{l}\right]_{3 \times 3}} & {\left[q_{l r j} n_{j} \partial_{l}\right]_{3 \times 1}} & {\left[-\lambda_{r j} n_{j}\right]_{3 \times 1}} \\
{\left[-e_{j k l} n_{j} \partial_{l}\right]_{1 \times 3}} & \varkappa_{j l} n_{j} \partial_{l} & a_{j l} n_{j} \partial_{l} & -p_{j} n_{j} \\
{\left[-q_{j k l} n_{j} \partial_{l}\right]_{1 \times 3}} & a_{j l} n_{j} \partial_{l} & \mu_{j l} n_{j} \partial_{l} & -m_{j} n_{j} \\
{[0]_{1 \times 3}} & 0 & 0 & \eta_{j l} n_{j} \partial_{l}
\end{array}\right]_{6 \times 6} .
$$

Evidently, for a six vector $U:=(u, \varphi, \psi, \vartheta)^{\top}$ we have

$$
\begin{equation*}
\mathcal{T}(\partial, n) U=\left(\sigma_{1 j} n_{j}, \sigma_{2 j} n_{j}, \sigma_{3 j} n_{j},-D_{j} n_{j},-B_{j} n_{j},-q_{j} n_{j}\right)^{\top} . \tag{2.4}
\end{equation*}
$$

The components of the vector $\mathcal{T} U$ given by (2.4) have the physical sense: the first three components correspond to the mechanical stress vector in the theory of thermo-electro-magneto-elasticity, the forth, fifth and sixth ones are respectively the normal components of the electric displacement vector, magnetic induction vector and heat flux vector with opposite sign.

From the above equations we derive the following equations of statics

$$
A(\partial) U(x)=\Phi(x)
$$

where $U=\left(u_{1}, \ldots, u_{6}\right)^{\top}:=(u, \varphi, \psi, \vartheta)^{\top}$ is the sought for vector function and $\Phi=\left(\Phi_{1}, \ldots, \Phi_{6}\right)^{\top}:=$ $\left(-X_{1},-X_{2},-X_{3},-\varrho_{e}, 0,-Q\right)^{\top}$ is a given vector function; $A(\partial)=\left[A_{p q}(\partial)\right]_{6 \times 6}$ is the matrix differential operator

$$
A(\partial)=\left[\begin{array}{cccc}
{\left[c_{r j k l} \partial_{j} \partial_{l}\right]_{3 \times 3}} & {\left[e_{l r j} \partial_{j} \partial_{l}\right]_{3 \times 3}} & {\left[q_{l r j} \partial_{j} \partial_{l}\right]_{3 \times 1}} & {\left[-\lambda_{r j} \partial_{j}\right]_{3 \times 1}} \\
{\left[-e_{j k l} \partial_{j} \partial_{l}\right]_{1 \times 3}} & \varkappa_{j l} \partial_{j} \partial_{l} & a_{j l} \partial_{j} \partial_{l} & -p_{j} \partial_{j} \\
{\left[-q_{j k l} \partial_{j} \partial_{l}\right]_{1 \times 3}} & a_{j l} \partial_{j} \partial_{l} & \mu_{j l} \partial_{j} \partial_{l} & -m_{j} \partial_{j} \\
{[0]_{1 \times 3}} & 0 & 0 & \eta_{j l} \partial_{j} \partial_{l}
\end{array}\right]_{6 \times 6} .
$$

From the symmetry conditions (2.1), inequalities (2.2) and positive definiteness of the matrix (2.3) it follows that $A(\partial)$ is a formally non-self adjoint strongly elliptic operator.
2.2. Formulation of boundary value problems. Let $\mathbb{R}^{3}$ be divided by some plane into two halfspaces. Without loss of generality we can assume that these half-spaces are

$$
\begin{aligned}
& \mathbb{R}_{1}^{3}:=\left\{x \mid x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} \text { and } x_{3}>0\right\} \quad \text { and } \\
& \mathbb{R}_{2}^{3}:=\left\{x \mid x=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3} \text { and } x_{3}<0\right\} ;
\end{aligned}
$$

$n=\left(n_{1}, n_{2}, n_{3}\right)=(0,0,-1)$ is the outward unit normal vector with respect to $\mathbb{R}_{1}^{3} ; S:=\partial \mathbb{R}_{1,2}^{3}$.
Now we formulate the basic boundary value problems of the thermo-electro-magneto-elasticity theory for a half-space.
Dirichlet problem $(D)^{ \pm}$. Find a solution vector $U=(u, \varphi, \psi, \vartheta)^{\top} \in\left[C^{1}\left(\overline{\mathbb{R}_{1,2}^{3}}\right)\right]^{6} \cap\left[C^{2}\left(\mathbb{R}_{1,2}^{3}\right)\right]^{6}$ to the system of equations

$$
\begin{equation*}
A(\partial) U=0 \quad \text { in } \quad \mathbb{R}_{1,2}^{3} \tag{2.5}
\end{equation*}
$$

satisfying the Dirichlet type boundary condition

$$
\begin{equation*}
\{U\}^{ \pm}=f \quad \text { on } \quad S \tag{2.6}
\end{equation*}
$$

The symbols $\{\cdot\}^{ \pm}$denote the one-sided limits on $S$ from $\mathbb{R}_{1}^{3}$ (sign "+") and $\mathbb{R}_{2}^{3}$ (sign "-").
We require that the boundary data involved in the above setting possess the following smoothness property: $f \in \stackrel{\circ}{C}^{\infty}\left(\mathbb{R}^{2}\right)$, where $\stackrel{\circ}{C}^{\infty}\left(\mathbb{R}^{2}\right)$ is the space of infinitely differentiable functions with compact support.

Let $\mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}$ and $\mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}$ denote the direct and inverse generalized Fourier transforms in the space of tempered distributions (the Schwartz space $\mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ ) which for regular summable functions $g$ and $h$ read as follows

$$
\begin{align*}
& \mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}[g]=\int_{\mathbb{R}^{2}} g(\widetilde{x}) e^{i \widetilde{x} \cdot \widetilde{\xi}} d \widetilde{x} \\
& \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}[h]=\frac{1}{4 \pi^{2}} \int_{\mathbb{R}^{2}} h(\widetilde{\xi}) e^{-i \widetilde{x} \cdot \widetilde{\xi}} d \widetilde{\xi} \tag{2.7}
\end{align*}
$$

where $\widetilde{x}=\left(x_{1}, x_{2}\right), \widetilde{\xi}=\left(\xi_{1}, \xi_{2}\right), d \widetilde{x}=d x_{1} d x_{2}, \widetilde{x} \cdot \widetilde{\xi}=x_{1} \xi_{1}+x_{2} \xi_{2}$.
Note that if $g(x)=g\left(x_{1}, x_{2}, x_{3}\right)=g\left(\widetilde{x}, x_{3}\right)$, then

$$
\mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}\left[\partial_{x_{j}} g(x)\right]=-i \xi_{j} \mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}[g]=-i \xi_{j} \widehat{g}\left(\widetilde{\xi}, x_{3}\right), \quad j=1,2,
$$

and hence

$$
\mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}\left[\nabla_{x} g(x)\right]=\left[\begin{array}{c}
-i \xi_{1}  \tag{2.8}\\
-i \xi_{2} \\
\partial_{x_{3}}
\end{array}\right] \mathcal{F}_{\widetilde{x} \rightarrow \tilde{\xi}}[g(x)]=P\left(-i \widetilde{\xi}, \partial x_{3}\right) \widehat{g}\left(\widetilde{\xi}, x_{3}\right)
$$

here $\widehat{g}\left(\widetilde{\xi}, x_{3}\right)=\mathcal{F}_{\widetilde{x} \rightarrow \widetilde{\xi}}[g]$ and

$$
\begin{equation*}
P=P\left(-i \widetilde{\xi}, \partial_{x_{3}}\right)=\left(-i \xi_{1},-i \xi_{2}, \partial_{x_{3}}\right)^{\top} \tag{2.9}
\end{equation*}
$$

Applying Fourier transform (2.7) in (2.5)-(2.6) and taking into account (2.9) we arrive at the problem:

$$
\begin{align*}
& A(P) \widehat{U}\left(\widetilde{\xi}, x_{3}\right)=0, \quad x_{3} \in(0 ;+\infty) \text { or } x_{3} \in(-\infty ; 0),  \tag{2.10}\\
& \left\{\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right\}_{\left(x_{3} \rightarrow 0 \pm\right)}^{ \pm}=\widehat{f}(\widetilde{\xi}) \tag{2.11}
\end{align*}
$$

We see that (2.10) is the system of ordinary differential equations of second order for each $\widetilde{\xi} \in \mathbb{R}^{2}$.

## 3. Uniqueness Theorems

We start with constructing a system of linear independent solutions to the system (2.10).
Let us denote by $k_{j}=k_{j}(\widetilde{\xi}), j=\overline{1,12}$, the roots of the equation

$$
\begin{equation*}
\operatorname{det} A(-i \xi)=0 \tag{3.1}
\end{equation*}
$$

with respect to $\xi_{3}$, where $A(-i \xi)$ is the symbol matrix of the operator $A(\partial)$.
Note that $\operatorname{det} A(-i \xi)$ is a homogeneous polynomial of order 12 and the equation (3.1) has no real roots, $\operatorname{Im} k_{j} \neq 0, j=\overline{1,12}$. These roots are continuously dependent on the coefficients of (3.1) and the number of roots with positive and negative imaginary parts are equal. Denote by $k_{1}, k_{2}, \ldots, k_{6}$ roots with positive imaginary parts and by $k_{7}, \ldots, k_{12}$ with negative ones.

Let us construct the following matrices:

$$
\begin{align*}
& \Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)=\int_{\ell^{+}} A^{-1}(-i \xi) e^{-i \xi_{3} x_{3}} d \xi_{3}  \tag{3.2}\\
& \Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)=\int_{\ell^{-}} A^{-1}(-i \xi) e^{-i \xi_{3} x_{3}} d \xi_{3} \tag{3.3}
\end{align*}
$$

where $\ell^{+}$(respectively, $\ell^{-}$) is a closed simple curve of positive counterclockwise orientation (respectively, negative clockwise orientation) in the upper (respectively, lower) complex half-plane $\operatorname{Re} \xi_{3}>0$ (respectively, $\operatorname{Re} \xi_{3}<0$ ) enclosing all the roots with respect to $\xi_{3}$ of the equation $\operatorname{det} A(-i \xi)=0$ with positive (respectively, negative) imaginary parts (see Fig. 1). Clearly, (3.2) and (3.3) do not depend on the shape of $\ell^{+}$(respectively, $\ell^{-}$).

With the help of the Cauchy integral theorem for analytic functions, we conclude that the entries of the matrix $\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)=\left[\Phi_{k j}^{(+)}\left(\widetilde{\xi}, x_{3}\right)\right]_{6 \times 6}$ are increasing exponentially as $x_{3} \rightarrow+\infty$ and are decreasing exponentially as $x_{3} \rightarrow-\infty\left(-i \xi_{3} x_{3}=-i\left(\xi_{3}^{\prime}+i \xi_{3}^{\prime \prime}\right) x_{3}=-i \xi_{3}^{\prime} x_{3}+\xi_{3}^{\prime \prime} x_{3}\right)$.


Figure 1

Analogously, the entries of the matrix $\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)=\left[\Phi_{k j}^{(-)}\left(\widetilde{\xi}, x_{3}\right)\right]_{6 \times 6}$ are increasing exponentially as $x_{3} \rightarrow-\infty$ and vanish exponentially as $x_{3} \rightarrow+\infty$.
Lemma 3.1. The columns of $\Phi^{( \pm)}\left(\widetilde{\xi}, x_{3}\right)$ are linearly independent solutions to system (2.10).
Proof. Applying the Cauchy integral theorem we have

$$
\begin{aligned}
A(P) \Phi^{( \pm)}\left(\widetilde{\xi}, x_{3}\right) & =\int_{\ell^{ \pm}} A(-i \xi) A^{-1}(-i \xi) e^{-i \xi_{3} x_{3}} d \xi_{3} \\
& =\int_{\ell^{ \pm}} I_{6} e^{-\xi_{3} x_{3}} d \xi_{3}=0
\end{aligned}
$$

where $I_{6}$ is the $6 \times 6$ unit matrix. Now we prove that the columns of the matric $\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)$

$$
\stackrel{(1)}{\Phi^{(+)}}, \stackrel{(2)}{\Phi}(+), \ldots, \stackrel{(6)}{\Phi}^{(+)}
$$

are linearly independent vector functions.
Assume that there exists a complex vector $\left(C_{1}, C_{2}, \ldots, C_{6}\right)=: C \in \mathbb{C}^{6}(C=C(\widetilde{\xi}))$ such that $\sum_{j=1}^{6} C_{j}{ }^{(j)}{ }^{(+)}\left(\widetilde{\xi}, x_{3}\right)=0$ or

$$
\begin{equation*}
\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right) C=0 \tag{3.4}
\end{equation*}
$$

If $x_{3}=0$, then from (3.2) and (3.4) we get

$$
\begin{equation*}
\Phi^{(+)}(\widetilde{\xi}, 0) C=\int_{\ell^{+}} A^{-1}(-i \xi) d \xi_{3} C=0 . \tag{3.5}
\end{equation*}
$$

Taking into account that (see (3.27) in [11])

$$
\int_{\ell^{+}} A^{-1}(-i \xi) d \xi_{3}=\int_{-\infty}^{\infty} A^{-1}(-i \xi) d \xi_{3}
$$

one can rewrite (3.5) as follows

$$
\int_{-\infty}^{\infty} A^{-1}(-i \xi) C d \xi_{3}=\int_{-\infty}^{\infty} A_{k j}^{-1}(-i \xi) C_{j} d \xi_{3}=0, \quad k=\overline{1,6},
$$

or

$$
\int_{-\infty}^{+\infty}\left[\begin{array}{cccc}
{\left[c_{r j k l} \xi_{j} \xi_{l}\right]_{3 \times 3}} & {\left[e_{l r j} \xi_{j} \xi_{l}\right]_{3 \times 1}} & {\left[q_{l r j} \xi_{j} \xi_{l}\right]_{3 \times 1}} & {\left[-\lambda_{r j} \xi_{j}\right]_{3 \times 1}}  \tag{3.6}\\
{\left[-e_{j k l} \xi_{j} \xi_{l}\right]_{1 \times 3}} & \varkappa_{j l} \xi_{j} \xi_{l} & a_{j l} \xi_{j} \xi_{l} & -i p_{j} \xi_{j} \\
{\left[-q_{j k l} \xi_{j} \xi_{l}\right]_{1 \times 3}} & a_{j l} \xi_{j} \xi_{l} & \mu_{j l} \xi_{j} \xi_{l} & -i m_{j} \xi_{j} \\
{[0]_{1 \times 3}} & 0 & 0 & \eta_{j l} \xi_{j} \xi_{l}
\end{array}\right]_{6 \times 6}^{-1} C d \xi_{3}=0
$$

The integrand in (3.6) is $\Psi:=-A^{-1}(-i \xi) C$ and hence $C=-A(-i \xi) \Psi$. Using these notation we can write

$$
\begin{gather*}
\int_{-\infty}^{+\infty} \Psi_{k} d \xi_{3}=0, \quad \int_{-\infty}^{+\infty} \bar{\Psi}_{k} d \xi_{3}=0, \quad k=\overline{1,6}, \quad \text { and } \\
\int_{-\infty}^{+\infty} \sum_{r=1}^{3} C_{r} \bar{\Psi}_{r} d \xi_{3}=0, \quad \int_{-\infty}^{+\infty} \bar{C}_{4} \Psi_{4} d \xi_{3}=0  \tag{3.7}\\
\int_{-\infty}^{+\infty} \bar{C}_{5} \Psi_{5} d \xi_{3}=0, \quad \int_{-\infty}^{+\infty} \bar{C}_{6} \Psi_{6} d \xi_{3}=0
\end{gather*}
$$

Using (2.2) and the last equality of (3.7) we conclude that $\Psi_{6}=0$.
Taking the sum of the first five equalities of (3.7) we obtain

$$
\begin{aligned}
& \int_{-\infty}^{+\infty}\left\{\sum_{r=1}^{3}(-A(-i \xi) \Psi)_{r} \bar{\Psi}_{r}+(-\overline{A(-i \xi) \Psi})_{4} \Psi_{4}+(-\overline{A(-i \xi) \Psi})_{5} \Psi_{5}\right\} d \xi_{3} \\
& =\int_{-\infty}^{+\infty}\left\{c_{r j k l} \xi_{j} \xi_{l} \Psi_{k} \bar{\Psi}_{r}+e_{l r} \xi_{j} \xi_{l} \Psi_{4} \bar{\Psi}_{r}+q_{l r} \xi_{j} \xi_{l} \Psi_{5} \bar{\Psi}_{r}-e_{j k l} \xi_{j} \xi_{l} \bar{\Psi}_{r} \Psi_{4}\right. \\
& \left.\quad+\varkappa_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{4} \Psi_{4}+a_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{5} \Psi_{4}-q_{j k l} \xi_{j} \xi_{l} \bar{\Psi}_{r} \Psi_{5}+a_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{4} \Psi_{5}+\mu_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{5} \Psi_{5}\right\} d \xi_{3}=0
\end{aligned}
$$

i.e.

$$
\int_{-\infty}^{+\infty}\left\{c_{r j k l} \xi_{j} \xi_{l} \Psi_{k} \bar{\Psi}_{r}+\varkappa_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{4} \Psi_{4}+a_{j l} \xi_{j} \xi_{l}\left(\bar{\Psi}_{5} \Psi_{4}+\Psi_{5} \bar{\Psi}_{4}\right)+\mu_{j l} \xi_{j} \xi_{l} \bar{\Psi}_{5} \Psi_{5}\right\} d \xi_{3}=0
$$

De to (2.1), (2.2) and positive definiteness of the matrix (2.3) from the last equality we conclude that $\Psi_{k}=0, k=\overline{1,5}$, and therefore together with $\Psi_{6}=0$ we have $C_{k}=0, k=\overline{1,6}$.

Hence the columns of the matrix $\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)$ are linearly independent vector functions. Similarly, it can be proved that the columns of the matrix $\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)$ defined by (3.3) are linearly independent vector functions.

Theorem 3.2. The boundary value problems (2.10)-(2.11) have only one solution in the space of functions vanishing at infinity.
Proof. If $x_{3} \in(0 ;+\infty)$, then we look for a solution of the Dirichlet problem in the following form

$$
\widehat{U}\left(\widetilde{\xi}, x_{3}\right)=\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right) C, \quad x_{3}>0
$$

where $C=\left(C_{1}, \ldots, C_{6}\right)$ is unknown vector depending only on $\widetilde{\xi}$.
From (2.11) we have

$$
\Phi^{(-)}(\widetilde{\xi}, 0) C=\widehat{f}(\widetilde{\xi})
$$

and since $\operatorname{det} \Phi^{(-)}(\widetilde{\xi}, 0) \neq 0,|\widetilde{\xi}| \neq 0$, due to Lemma 3.1 we obtain

$$
C=\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi})
$$

Therefore the unique solution has the following form

$$
\begin{equation*}
\widehat{U}\left(\widetilde{\xi}, x_{3}\right)=\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi}), \quad x_{3}>0 \tag{3.8}
\end{equation*}
$$

Similarly, if $x_{3} \in(-\infty ; 0)$, then the unique solution of the Dirichlet problem has the form

$$
\begin{equation*}
\widehat{U}\left(\widetilde{\xi}, x_{3}\right)=\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)\left[\Phi^{(+)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi}), \quad x_{3}<0 \tag{3.9}
\end{equation*}
$$

The theorem is proved.
Lemma 3.3. There hold the following relations

$$
\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1}=\left[\begin{array}{cc}
{[O(|\widetilde{\xi}|)]_{5 \times 5}} & {[O(1)]_{5 \times 1}}  \tag{3.10}\\
{[0]_{1 \times 5}} & O(|\widetilde{\xi}|)
\end{array}\right]_{6 \times 6}
$$

Proof. It can be shown (see [11]) that the entries of the matrix $A^{-1}(-i \xi)$ are homogeneous functions in $\xi$ and

$$
A^{-1}(-i \xi)=\left[\begin{array}{cc}
{\left[O\left(|\xi|^{-2}\right)\right]_{5 \times 5}} & {\left[O\left(|\xi|^{-3}\right)\right]_{5 \times 1}}  \tag{3.11}\\
{[0]_{1 \times 5}} & O\left(|\xi|^{-2}\right)
\end{array}\right]_{6 \times 6} .
$$

Assume that $\xi_{1}=t_{1}|\widetilde{\xi}|, \xi_{2}=t_{2}|\widetilde{\xi}|, \xi_{3}=t_{3}|\widetilde{\xi}|$, where $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=\left(\widetilde{\xi}, \xi_{3}\right), t_{1}^{2}+t_{2}^{2}=1$. If $|\widetilde{\xi}| \neq 0$, from (3.11) we obtain

$$
\Phi_{k j}^{(-)}(\widetilde{\xi}, 0)=\int_{-\infty}^{+\infty} A_{k j}^{-1}(-i \xi) d \xi_{3}=\int_{-\infty}^{+\infty} O\left(|\xi|^{-m}\right) d \xi_{3}, \quad m=2 \text { or } m=3
$$

Hence

$$
\begin{aligned}
\left|\Phi_{k j}^{(-)}(\widetilde{\xi}, 0)\right| & \leq \int_{-\infty}^{+\infty} \frac{\widetilde{c}}{|\xi|^{m}} d \xi_{3}=\int_{-\infty}^{+\infty} \frac{\widetilde{c}}{\left(\sqrt{t_{1}^{2}|\widetilde{\xi}|^{2}+t_{2}^{2}|\widetilde{\xi}|^{2}+t_{3}^{2}|\widetilde{\xi}|^{2}}\right)^{m}}|\widetilde{\xi}| d t_{3} \\
& =\frac{\widetilde{c}}{|\widetilde{\xi}|^{m-1}} \int_{-\infty}^{+\infty} \frac{d t_{3}}{\left(1+t_{3}^{2}\right)^{m / 2}}=\frac{\widetilde{c}_{1}}{|\widetilde{\xi}|^{m-1}} ;
\end{aligned}
$$

here $\widetilde{c}>0$ and $\widetilde{c}_{1}>0$ are some constants.
We derive the following relations

$$
\Phi^{(-)}(\widetilde{\xi}, 0)=\left[\begin{array}{cc}
{\left[O\left(|\widetilde{\xi}|^{-1}\right)\right]_{5 \times 5}} & {\left[O\left(|\widetilde{\xi}|^{-2}\right)\right]_{5 \times 1}}  \tag{3.12}\\
{[0]_{1 \times 5}} & O\left(|\widetilde{\xi}|^{-1}\right)
\end{array}\right]_{6 \times 6}
$$

It can easily be checked that $\operatorname{det} \Phi^{(-)}(\widetilde{\xi}, 0)=O\left(|\widetilde{\xi}|^{-6}\right)$ and there exist constants $c_{1}^{*}>0$ and $c_{2}^{*}>0$ such that

$$
\begin{equation*}
c_{1}^{*}|\widetilde{\xi}|^{-6} \leq\left|\operatorname{det} \Phi^{(-)}(\widetilde{\xi}, 0)\right| \leq c_{2}^{*}|\widetilde{\xi}|^{-6} . \tag{3.13}
\end{equation*}
$$

If $\Phi_{c}^{(-)}(\widetilde{\xi}, 0)$ is the corresponding matrix of cofactors, then

$$
\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1}=\frac{1}{\operatorname{det} \Phi^{(-)}(\widetilde{\xi}, 0)} \Phi_{c}^{(-)}(\widetilde{\xi}, 0)
$$

Taking into account (3.12) and (3.13) we arrive at the relation

$$
\begin{aligned}
{\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1} } & =\frac{1}{\operatorname{det} \Phi^{(-)}(\widetilde{\xi}, 0)}\left[\begin{array}{cc}
{\left[O\left(|\widetilde{\xi}|^{-5}\right)\right]_{5 \times 5}} & {\left[O\left(|\widetilde{\xi}|^{-6}\right)\right]_{5 \times 1}} \\
{[0]_{1 \times 5}} & O\left(|\widetilde{\xi}|^{-5}\right)
\end{array}\right]_{6 \times 6} \\
& =\left[\begin{array}{cc}
{[O(|\widetilde{\xi}|)]_{5 \times 5}} & {[O(1)]_{5 \times 1}} \\
{[0]_{1 \times 5}} & O(|\widetilde{\xi}|)
\end{array}\right]_{6 \times 6}
\end{aligned}
$$

Remark 3.4. Note that $\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)$ has the same behaviour (3.12) as $\Phi^{(-)}(\widetilde{\xi}, 0)$ for arbitrary $x_{3}$ and due to (3.10)

$$
\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1}=\left[\begin{array}{cc}
{[O(1)]_{5 \times 5}} & {\left[O\left(|\widetilde{\xi}|^{-1}\right)\right]_{5 \times 1}}  \tag{3.14}\\
{[0]_{1 \times 5}} & O(1)
\end{array}\right]_{6 \times 6}
$$

Theorem 3.5. The Dirichlet boundary value problems (2.5)-(2.6) have at most one solution $U=$ $(u, \varphi, \psi, \vartheta)^{\top}$ in the space $\left[C^{1}\left(\overline{\mathbb{R}_{1,2}^{3}}\right)\right]^{6} \cap\left[C^{2}\left(\mathbb{R}_{1,2}^{3}\right)\right]^{6}$ provided

$$
\begin{align*}
\partial^{\alpha} \vartheta(x) & =O\left(|x|^{-1-|\alpha|}\right)  \tag{3.15}\\
\partial^{\alpha} \widetilde{U}(x) & =O\left(|x|^{-1-|\alpha|} \ln |x|\right) \quad \text { as } \quad|x| \rightarrow \infty \tag{3.16}
\end{align*}
$$

for arbitrary multi-index $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$. Here $\widetilde{U}=(u, \varphi, \psi)^{\top}$.
Proof. Let $U^{(1)}=\left(u^{(1)}, \varphi^{(1)}, \psi^{(1)}, \vartheta^{(1)}\right)^{\top}$ and $U^{(2)}=\left(u^{(2)}, \varphi^{(2)}, \psi^{(2)}, \vartheta^{(2)}\right)$ be two solutions of the problem under consideration with properties indicated in the theorem for $\mathbb{R}_{1}^{3}$. It is evident that the difference

$$
V=\left(u^{\prime}, \varphi^{\prime}, \psi^{\prime}, \vartheta^{\prime}\right)=U^{(1)}-U^{(2)}
$$

solves the corresponding homogeneous problem.
Therefore for the temperature function we get the separated homogeneous Dirichlet problem

$$
\begin{align*}
{[A(\partial) V]_{6} } & =\eta_{j l} \partial_{j} \partial_{l} \vartheta^{\prime}=0 \quad \text { in } \quad \mathbb{R}_{1}^{3},  \tag{3.17}\\
\left\{\vartheta^{\prime}\right\}^{+} & =0 \quad \text { on } \quad S . \tag{3.18}
\end{align*}
$$

By Green's formula (see (2.83) in [11]) for $B^{+}(0 ; R):=\left\{\left(x_{1}, x_{2}, x_{3}\right) \mid x_{1}^{2}+x_{2}^{2}+x_{3}^{2} \leq R^{2}\right.$ and $\left.x_{3}>0\right\}$ and (3.17)-(3.18) we have

$$
\begin{align*}
\int_{B^{+}(0 ; R)} \eta_{j l} \partial_{l} \vartheta^{\prime} \partial_{j} \vartheta^{\prime} d x & =\int_{\partial B^{+}(0 ; R)}\left\{\eta_{j l} n_{j} \partial_{l} \vartheta^{\prime}\right\}^{+}\left\{\vartheta^{\prime}\right\}^{+} d S \\
& =\int_{\Sigma+(0 ; R)}\left\{\eta_{j l} n_{j} \partial_{l} \vartheta^{\prime}\right\}^{+}\left\{\vartheta^{\prime}\right\}^{+} d \Sigma \tag{3.19}
\end{align*}
$$

Here $\Sigma^{+}(0 ; R)$ is the upper half sphere.
Taking the limit as $R \rightarrow \infty$ in (3.19) according to (3.15) we get

$$
\int_{\mathbb{R}_{1}^{3}} \eta_{j l} \partial_{l} \vartheta^{\prime} \partial_{j} \vartheta^{\prime} d x=0 .
$$

Due to (2.2) $\vartheta^{\prime}=$ const and from (3.15) we conclude that $\vartheta^{\prime}=0$.
Therefore the five dimensional vector $\widetilde{V}=\left(u^{\prime}, \varphi^{\prime}, \psi^{\prime}\right)^{\top}$ constructed by the first five components of the solution vector $V$, solves the following homogeneous boundary value problem

$$
\begin{array}{cl}
\widetilde{A}(\partial) \widetilde{V}=0 & \text { in } \quad \mathbb{R}_{1}^{3} \\
\{\widetilde{V}\}^{+}=0 & \text { on } \quad S \tag{3.20}
\end{array}
$$

where $\widetilde{A}(\partial)$ is the $5 \times 5$ differential operator of statics of the electro-magneto-elasticity theory without taking into account thermal effects (see (2.85) in [11]).

Using the limiting procedure as above in the corresponding Green's identity for vectors satisfying decay conditions (3.16) we obtain

$$
\begin{equation*}
\int_{\mathbb{R}_{1}^{3}}[\widetilde{A}(\partial) \widetilde{V} \cdot \widetilde{V}+\widetilde{\mathcal{E}}(\widetilde{V}, \widetilde{V})] d x=\lim _{R \rightarrow \infty} \int_{\Sigma^{+}(0 ; R)}[\widetilde{\mathcal{T}} \widetilde{V}]^{+} \cdot[\widetilde{V}]^{+} d \Sigma \tag{3.21}
\end{equation*}
$$

Here $\widetilde{\mathcal{T}}(\partial, n)$ is the corresponding $5 \times 5$ generalized stress operator (see (2.86) in [11]) and

$$
\begin{equation*}
\widetilde{\mathcal{E}}(\widetilde{V}, \widetilde{V})=c_{r j k l} \partial_{l} u_{k}^{\prime} \partial_{j} u_{r}^{\prime}+\varkappa_{j l} \partial_{l} \varphi^{\prime} \partial_{j} \varphi^{\prime}+a_{j l}\left(\partial_{l} \varphi^{\prime} \partial_{j} \psi^{\prime}+\partial_{j} \psi^{\prime} \partial_{l} \varphi^{\prime}\right)+\mu_{j l} \partial_{l} \psi^{\prime} \partial_{j} \psi^{\prime} \tag{3.22}
\end{equation*}
$$

If $\widetilde{V}$ is a solution of (3.20) satisfying (3.16), then from (3.21) we have

$$
\begin{equation*}
\int_{\mathbb{R}_{1}^{3}} \widetilde{\mathcal{E}}(\widetilde{V}, \widetilde{V}) d x=0 \tag{3.23}
\end{equation*}
$$

From (3.20), (3.22) and (3.23) along with (2.2) we get

$$
u^{\prime}(x)=a \times x+b, \quad \varphi^{\prime}(x)=b_{4}, \quad \psi^{\prime}=b_{5},
$$

where $a=\left(a_{2}, a_{2}, a_{3}\right)$ and $b=\left(b_{1}, b_{2}, b_{3}\right)$ are arbitrary constant vectors and $b_{4}, b_{5}$ are arbitrary constants. Now, in view of (3.16) we arrive at the equalities $u^{\prime}(x)=0, \varphi^{\prime}(x)=0, \psi^{\prime}(x)=0$ for all $x \in \mathbb{R}_{1}^{3}$, consequently, $U^{(1)}=U^{(2)}$ in $\mathbb{R}_{1}^{3}$.

The proof is similar for the domain $\mathbb{R}_{2}^{3}$.

Theorem 3.6. Let $f \in \stackrel{\circ}{C}^{\infty}\left(\mathbb{R}^{2}\right)$ and

$$
\int_{\mathbb{R}^{2}} f(\widetilde{x}) d \widetilde{x}=0, \quad \int_{\mathbb{R}^{2}} f(\widetilde{x}) x_{j} d \widetilde{x}=0, \quad j=1,2
$$

Then the Dirichlet boundary value problems (2.5)-(2.6) possess unique solutions which can be represented in the following form

$$
\begin{equation*}
U(x)=\mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\Phi^{(-)}\left(\widetilde{\xi}, x_{3}\right)\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi})\right], \quad x_{3}>0 \tag{3.24}
\end{equation*}
$$

or

$$
\begin{equation*}
U(x)=\mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\Phi^{(+)}\left(\widetilde{\xi}, x_{3}\right)\left[\Phi^{(+)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi})\right], \quad x_{3}<0 \tag{3.25}
\end{equation*}
$$

Proof. It suffices to show that the vector functions (3.24) and (3.25) satisfy the conditions (3.15)(3.16). This will be done if we prove that the following relations hold for all $x \in \mathbb{R}^{3}$ :

$$
\begin{equation*}
x_{j} \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right] \leq O(1), \quad j=1,2,3, \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{j}^{2} \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right] \leq O(1), \quad j=1,2,3, \tag{3.27}
\end{equation*}
$$

where $\widehat{U}\left(\widetilde{\xi}, x_{3}\right)$ is defined by (3.8) or (3.9). For $j=1$ or $j=2$, we find

$$
\begin{align*}
x_{j} \int_{\mathbb{R}^{2}} \widehat{U}\left(\widetilde{\xi}, x_{3}\right) e^{-i \widetilde{\xi} \cdot \widetilde{x}} d \widetilde{\xi} & =i \int_{\mathbb{R}^{2}} \widehat{U}\left(\widetilde{\xi}, x_{3}\right) \frac{\partial e^{-i \widetilde{\xi} \cdot \widetilde{x}}}{\partial \xi_{j}} d \widetilde{\xi}=i \lim _{R \rightarrow \infty} \int_{K(0 ; R)} \widehat{U}\left(\widetilde{\xi}, x_{3}\right) \frac{\partial e^{-i \tilde{\xi} \cdot \widetilde{x}}}{\partial \xi_{j}} d \widetilde{\xi} \\
& =-i \lim _{R \rightarrow \infty}\left(\int_{K(0 ; R)} \frac{\partial \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}} e^{-i \widetilde{\xi} \cdot \widetilde{x}} d \widetilde{\xi}-\int_{\partial K(0 ; R)} \widehat{U}\left(\widetilde{\xi}, x_{3}\right) e^{-i \tilde{\xi} \cdot \widetilde{x}} \frac{\xi_{j}}{R} d s\right) \\
& =-i \lim _{R \rightarrow \infty} \int_{K(0 ; R)} \frac{\partial \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}} e^{-i \widetilde{\xi} \cdot \widetilde{x}} d \widetilde{\xi}=-i \int_{\mathbb{R}^{2}} \frac{\partial \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}} e^{-i \widetilde{\xi} \cdot \widetilde{x}} d \widetilde{\xi}, \tag{3.28}
\end{align*}
$$

where $K(0, R)$ is the circle of radius $R$ centered at the origin.
Under the restriction on $f$ we conclude that $\widehat{f} \in \mathcal{S}\left(\mathbb{R}^{2}\right)$ and $\widehat{f}(\widetilde{\xi})=O\left(|\widetilde{\xi}|^{2}\right)$ as $|\widetilde{\xi}| \rightarrow 0$, where $\mathcal{S}$ is the space of rapidly decreasing functions. Therefore in view of (3.14) we have

$$
\begin{align*}
& \frac{\partial \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}}=O(1), \quad|\widetilde{\xi}| \rightarrow 0 \quad \text { and }  \tag{3.29}\\
& \frac{\partial \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}}=O\left(|\widetilde{\xi}|^{-k}\right), \quad|\widetilde{\xi}| \rightarrow \infty, \quad k \geq 2
\end{align*}
$$

uniformly for all $x \in \mathbb{R}^{3}$. Then the relations (3.28) and (3.29) imply (3.26). The condition (3.27) can be proved similarly if we note that

$$
\begin{aligned}
& \frac{\partial^{2} \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}^{2}}=O\left(\frac{1}{|\widetilde{\xi}|}\right), \quad|\widetilde{\xi}| \rightarrow 0 \quad \text { and } \\
& \frac{\partial^{2} \widehat{U}\left(\widetilde{\xi}, x_{3}\right)}{\partial \xi_{j}^{2}}=O\left(|\widetilde{\xi}|^{-k-1}\right), \quad|\widetilde{\xi}| \rightarrow \infty, \quad k \geq 2
\end{aligned}
$$

uniformly for all $x \in \mathbb{R}^{3}$.
Note that

$$
\begin{equation*}
x_{3} \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right]=x_{3} \int_{\mathbb{R}^{2}}\left(\int_{\ell^{-}} A^{-1}(-\xi) e^{-i \xi_{3} x_{3}} d \xi_{3}\right)\left[\Phi^{(-)}(\widetilde{\xi}, 0)\right]^{-1} \widehat{f}(\widetilde{\xi}) e^{-i \widetilde{\xi} \cdot \widetilde{x}} d \widetilde{\xi} \tag{3.30}
\end{equation*}
$$

Using the Cauchy integral theorem for analytic functions and the relations (3.10), (3.11), from (3.30) we get

$$
\begin{align*}
x_{3} & \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left\{\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right] \\
& =x_{3} \int_{\mathbb{R}^{2}} e^{-|\widetilde{\xi}| x_{3}}\left[\begin{array}{cc}
{\left[O\left(|\widetilde{\xi}|^{-1}\right)\right]_{5 \times 5}} & {\left[O\left(|\widetilde{\xi}|^{-2}\right)\right]_{5 \times 1}} \\
{[0]_{1 \times 5}} & O\left(|\widetilde{\xi}|^{-1}\right)
\end{array}\right]\left[\begin{array}{cc}
{[O(|\widetilde{\xi}|)]_{5 \times 5}} & {[O(1)]_{5 \times 1}} \\
{[0]_{1 \times 5}} & O(|\widetilde{\xi}|)
\end{array}\right] \widehat{f}(\widetilde{\xi}) d \widetilde{\xi} \\
& =x_{3} \int_{\mathbb{R}^{2}} e^{-|\widetilde{\xi}| x_{3}}[O(1)]_{6 \times 6} \widehat{f}(\widetilde{\xi}) d \widetilde{\xi}=I_{1}+I_{2}, \tag{3.31}
\end{align*}
$$

where

$$
I_{1}=x_{3} \int_{|\xi| \leq M} e^{-|\widetilde{\xi}| x_{3}}[O(1)]_{6 \times 6} \widehat{f}(\widetilde{\xi}) d \widetilde{\xi} \quad \text { and } \quad I_{2}=x_{3} \int_{|\xi|>M} e^{-|\widetilde{\xi}| x_{3}}[O(1)]_{6 \times 6} \widehat{f}(\widetilde{\xi}) d \widetilde{\xi}
$$

Since $\widehat{f}(\widetilde{\xi}) \in S\left(\mathbb{R}^{2}\right)$, it is easy to check that $I_{1}=O(1)$ and $I_{2}=O(1)$ and hence (3.26) holds.
We can prove the boundedness of the vector function $x_{3}^{2} \mathcal{F}_{\widetilde{\xi} \rightarrow \widetilde{x}}^{-1}\left[\widehat{U}\left(\widetilde{\xi}, x_{3}\right)\right]$ quite similarly taking into account that $\widehat{f}(\widetilde{\xi})=O\left(|\widetilde{\xi}|^{2}\right)$ as $|\widetilde{\xi}| \rightarrow 0$.
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#### Abstract

The antiperiodic boundary value problem for systems of linear impulsive equations is considered. The Green type theorem on the unique solvability of the problem is established, and its solution is represented. The effective necessary and sufficient (among them spectral sufficient) conditions for the unique solvability of the problem are also given.
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In the present paper, we consider the system of linear impulsive equations on the real axis with a finite number of impulses points

$$
\begin{gather*}
\frac{d x}{d t}=P(t) x+p(t) \text { for a.e. } t \in \mathbb{R}  \tag{1}\\
x\left(\tau_{k j}+\right)-x\left(\tau_{k j}-\right)=Q_{k j} x\left(\tau_{k j}-\right)+q_{k j}\left(j=1, \ldots, m_{0} ; \quad k=0, \pm 1, \pm 2, \ldots\right) \tag{2}
\end{gather*}
$$

under the $\omega$-antiperiodic condition

$$
\begin{equation*}
x(t+\omega)=-x(t) \text { for } t \in \mathbb{R} \tag{3}
\end{equation*}
$$

where $k \omega \leq \tau_{k 1}<\cdots<\tau_{k m_{0}}<(k+1) \omega, \tau_{k+1}=\tau_{k j}+\omega\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right), m_{0}$ is a fixed natural number, $\omega$ is a fixed positive number, $P \in L_{l o c}\left(\mathbb{R} ; \mathbb{R}^{n \times n}\right)$ is a $\omega$-periodic matrix-function, $p \in L_{l o c}\left(\mathbb{R} ; \mathbb{R}^{n}\right)$ is a $\omega$-antiperiodic vector-function, $Q_{k j} \in \mathbb{R}^{n \times n}(j=1, \ldots, m ; k=0, \pm 1, \pm 2, \ldots)$ and $q_{k j} \in \mathbb{R}^{n}(j=1, \ldots, m ; k=0, \pm 1, \pm 2, \ldots)$ are, respectively, constant $n \times n$-matrices and $n$-vectors.

Below we present the Green type theorem on the solvability of the problem (1), (2); (3) and give representation of its solution. In addition, we give effective necessary and sufficient (spectral type) conditions for the unique solvability of the problem. The general linear boundary value problem for the system (1), (2) and the nonlinear problems for impulsive systems are investigated sufficiently well in $[1,5,6,8-11,16-18]$ (see also the references therein), where, in particular, the Green type theorems for the unique solvability have been obtained. Some questions of periodic problems for the system (1), (2) are investigated in $[10,11,16-18]$. Moreover, they are a particular case of the problems considered in $[3,4,6,19]$. As to the antiperiodic problem, it is rather far from completeness. Thus the problem under consideration what follows, is actual.

In the paper we establish some spectral conditions for the unique solvability of the problem which follows from the analogous results for the generalized linear differential systems.

In the paper, the use will be made of the following notation and definitions.
$\mathbb{R}=]-\infty,+\infty[;[a, b]$ and $] a, b[(a, b \in \mathbb{R})$ are, respectively, closed and open intervals. $\mathbb{Z}$ is a set of all integers.
$\mathbb{R}^{n \times m}$ is the space of all real $n \times m$ matrices $X=\left(x_{i j}\right)_{i, j=1}^{n, m}$ with the norm $\|X\|=\max _{j=1, \ldots, m} \sum_{i=1}^{n}\left|x_{i j}\right|$.
$O_{n \times m}$ (or $O$ ) is the zero $n \times m$ matrix.
If $X=\left(x_{i j}\right)_{i, j=1}^{n, m} \in \mathbb{R}^{n \times m}$, then $|X|=\left(\left|x_{i j}\right|\right)_{i, j=1}^{n, m}$.
$\mathbb{R}^{n}=\mathbb{R}^{n \times 1}$ is the space of all real column $n$-vectors $x=\left(x_{i}\right)_{i=1}^{n} ; \mathbb{R}_{+}^{n}=\mathbb{R}_{+}^{n \times 1}$.
If $X \in \mathbb{R}^{n \times n}$, then:
$X^{-1}$ is the matrix inverse to $X$;
$\operatorname{det} X$ is the determinant of $X$;
$r(X)$ is the spectral radius of $X$;
$I_{n}$ is the identity $n \times n$-matrix.
The inequalities between the real matrices are understood componentwise.
A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of its components is such.

If $X:[a, b] \rightarrow \mathbb{R}^{n \times m}$ is a matrix-function, then $X(t-)$ and $X(t+)$ are, respectively, the left and the right limits of $X$ at the point $t(X(a-)=X(a), X(b+)=X(b))$.
$L\left([a, b] ; \mathbb{R}^{n \times m}\right)$ is the set of all measurable and Lebesgue integrable on $[a, b]$ matrix-functions $X$ : $[a, b] \rightarrow \mathbb{R}^{n \times m} ;$
$L_{l o c}\left(\mathbb{R}, \mathbb{R}^{n \times m}\right)$ is the set of all matrix-functions $X: \mathbb{R} \rightarrow \mathbb{R}^{n \times m}$ whose restrictions on every closed interval $[a, b]$ from $\mathbb{R}$ belong to $L\left([a, b], \mathbb{R}^{n \times n}\right)$.
$C\left([a, b] ; \mathbb{R}^{n \times l}\right)$ is the set of all continuous on $[a, b]$ matrix-functions $X:[a, b] \rightarrow \mathbb{R}^{n \times l}$;
$C_{l o c}\left(\mathbb{R}, \mathbb{R}^{n \times l}\right)$ is the set of all matrix-functions $X: \mathbb{R} \rightarrow \mathbb{R}^{n \times l}$ whose restrictions on every closed interval $[a, b]$ from $\mathbb{R}$ belong to $C\left([a, b], \mathbb{R}^{n \times l}\right)$.
$\widetilde{C}\left([a, b] ; \mathbb{R}^{n \times l}\right)$ is the set of all absolutely continuous on $[a, b]$ matrix-functions $X:[a, b] \rightarrow \mathbb{R}^{n \times l}$;
$\widetilde{C}\left([a, b] ; \mathbb{R}^{n \times l} ; \tau_{1}, \ldots, \tau_{m}\right)$, where $\tau_{1}, \ldots, \tau_{m} \in[a, b]$, is the set of all matrix-functions $X:[a, b] \rightarrow$ $\mathbb{R}^{n \times m}$, having the one-sided limits $X\left(\tau_{k}-\right)(k=1, \ldots, m)$ and $X\left(\tau_{k}+\right)(k=1, \ldots, m)$, whose restriction on an arbitrary closed interval $[c, d]$ from $[a, b] \backslash\left\{\tau_{k}\right\}_{k=1}^{m}$ belong to $\widetilde{C}\left([c, d] ; \mathbb{R}^{n \times l}\right)$.

For the pair $\left\{X ;\left\{Y_{l}\right\}_{l=1}^{m}\right\}$, consisting of the matrix-function $X \in L\left([0, \omega], \mathbb{R}^{n \times n}\right)$ and a sequence of constant $n \times n$ matrices $Y_{1}, \ldots, Y_{m}$, we put

$$
\begin{align*}
{\left[\left(X ;\left\{Y_{l}\right\}_{l=1}^{m}\right)(t)\right]_{0}=} & I_{n} \text { for } 0 \leq t \leq \omega \\
{\left[\left(X ;\left\{Y_{l}\right\}_{l=1}^{m}\right)(0)\right]_{i}=} & O_{n \times n}(i=1,2, \ldots) \\
{\left[\left(X ;\left\{Y_{l}\right\}_{l=1}^{m}\right)(t)\right]_{i+1}=} & \int_{0}^{t} X(\tau) \cdot\left[\left(X ;\left\{Y_{l}\right\}_{l=1}^{m}\right)(\tau)\right]_{i} d \tau \\
& +\sum_{a \leq \tau_{l}<t} Y_{l} \cdot\left[\left(X ;\left\{Y_{l}\right\}_{l=1}^{m}\right)\left(\tau_{l}\right)\right]_{i} \text { for } 0<t \leq \omega(i=1,2, \ldots) \tag{4}
\end{align*}
$$

We say that the pair $\left\{X ;\left\{Y_{l}\right\}_{l=1}^{m}\right\}$ satisfies the Lappo-Danilevskiĭ condition, if the matrices $Y_{1}, \ldots, Y_{m}$ are pairwise permutable and there exists $t_{0} \in[a, b]$ such that

$$
\int_{t_{0}}^{t} X(\tau) d X(\tau)=\int_{t_{0}}^{t} d X(\tau) \cdot X(\tau) \text { for } t \in[0, \omega]
$$

and

$$
X(t) Y_{l}=Y_{l} X(t) \text { for } t \in[0, \omega](l=1, \ldots, m)
$$

Under a solution of the system (1), (2) we understand a continuous from the left vector-function $x: \mathbb{R} \rightarrow \mathbb{R}^{n}$ whose restrictions on $[k \omega,(k+1) \omega]$ belong to $\widetilde{C}\left([k \omega,(k+1) \omega] ; \mathbb{R}^{n} ; \tau_{k 1}, \ldots, \tau_{k m_{0}}\right)$ for every $k \in \mathbb{Z}$ and satisfying both the system (1) for a.e. $t \in \mathbb{R}$ and the equality (2) for every $j \in\left\{1, \ldots, m_{0}\right\}$.

In the sequel, we assume everywhere that $P(t+\omega)=P(t)$ and $q(t+\omega)=-q(t)$ for $t \in \mathbb{R}, \tau_{0 j}=\tau_{j}$, $q_{0 j}=q_{j}, Q_{k j}=Q_{j}$ and $q_{k+1 j}=-q_{k j}\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right)$. Moreover, we assume that

$$
\begin{equation*}
\operatorname{det}\left(I_{n}+Q_{j}\right) \neq 0 \quad\left(j=1, \ldots, m_{0}\right) \tag{5}
\end{equation*}
$$

Note that the condition (5) guarantees the unique solvability of the system (1), (2) under the Cauchy condition $x\left(t_{0}\right)=c_{0}$.

Alongside with the system (1), (2), we consider the corresponding homogeneous system

$$
\begin{gather*}
\frac{d x}{d t}=P(t) x \text { for a.e. } t \in \mathbb{R}  \tag{0}\\
x\left(\tau_{k j}+\right)-x\left(\tau_{k j}-\right)=Q_{k j} x\left(\tau_{k j}-\right)\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right) \tag{0}
\end{gather*}
$$

Moreover, along with (3) we consider the condition

$$
\begin{equation*}
x(0)=-x(\omega) \tag{6}
\end{equation*}
$$

Proposition 1. The following statements are valid:
(a) if $x$ is a solution of the system (1), (2), then the function $y(t)=-x(t+\omega)(t \in \mathbb{R})$ is a solution of the system (1), (2), as well;
(b) the problem (1), (2); (3) is solvable if and only if the system (1), (2) on the closed interval $[0, \omega]$ has a solution satisfying the boundary condition (6). Moreover, the set of restrictions of solutions of the problem (1), (2); (3) on $[0, \omega]$ coincides with the set of solutions of the problem (1), (2); (6).

Based on this proposition we give the following definition.
Let

$$
D=I_{n}+Y(\omega)
$$

where $Y$ is the fundamental matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(6)$ under the condition $Y(0)=I_{n}$.
Definition 1. Let $\operatorname{det} D \neq 0$. A matrix-function $\mathcal{G}:[0, \omega] \times[0, \omega] \rightarrow \mathbb{R}^{n \times n}$ is said to be the Green matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(6)$ if:
(a) for every $s \in] 0, \omega[$, the matrix-function $\mathcal{G}(\cdot, s)$ satisfies the impulsive homogeneous matrix equation

$$
\begin{gathered}
\frac{d X}{d t}=P(t) X \text { for a. e. } t \in \mathbb{R} \\
X\left(\tau_{j}+\right)-X\left(\tau_{j}-\right)=Q_{j} X\left(\tau_{j}-\right) \quad\left(j=1, \ldots, m_{0}\right)
\end{gathered}
$$

(b)

$$
\begin{aligned}
\mathcal{G}(t, t+)-\mathcal{G}(t, t-) & \left.=Y(t) D^{-1} Y(\omega) Y^{-1}(t) \text { for } t \in\right] 0, \omega\left[\backslash\left\{\tau_{1}, \ldots, \tau_{m_{0}}\right\}\right. \\
\mathcal{G}\left(\tau_{j}, \tau_{j}+\right)-\mathcal{G}\left(\tau_{j}, \tau_{j}-\right) & =Y\left(\tau_{j}\right) D^{-1} Y(\omega) Y^{-1}\left(\tau_{j}\right)\left(I_{n}+Q_{j}\right)^{-1} \quad\left(j=1, \ldots, m_{0}\right)
\end{aligned}
$$

(c)

$$
\begin{aligned}
\mathcal{G}(t+, t)-\mathcal{G}(t-, t) & \left.=I_{n} \text { for } t \in\right] 0, \omega\left[\backslash\left\{\tau_{1}, \ldots, \tau_{m_{0}}\right\}\right. \\
\mathcal{G}\left(\tau_{j}+, \tau_{j}\right)-\mathcal{G}\left(\tau_{j}-, \tau_{j}\right) & =I_{n}+Q_{j} Y\left(\tau_{j}\right) D^{-1}\left(I_{n}+Y^{-1}\left(\tau_{j}\right)\right) \quad\left(j=1, \ldots, m_{0}\right)
\end{aligned}
$$

(d)

$$
\mathcal{G}(t, \cdot) \in \widetilde{C}\left([0, \omega] ; \mathbb{R}^{n \times n} ; \tau_{1}, \ldots, \tau_{m_{0}}\right) \text { for } t \in[0, \omega] ;
$$

(e) the equality

$$
\int_{0}^{\omega}(\mathcal{G}(0, s)+\mathcal{G}(\omega, s)) \cdot p(s) d s+\sum_{j=1}^{m_{0}}\left(\mathcal{G}\left(0, \tau_{j}+\right)+\mathcal{G}\left(\omega, \tau_{j}+\right)\right) \cdot q_{j}=0
$$

holds for every $p \in L\left([0, \omega], \mathbb{R}^{n}\right)$ and $q_{1}, \ldots, q_{m_{0}} \in \mathbb{R}^{n}$.
The Green matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(6)$ exists and is unique in the following sense. If $\mathcal{G}(t, s)$ and $\mathcal{G}_{1}(t, s)$ are two matrix-functions satisfying the conditions (a)-(e) of Definition 1, then

$$
\mathcal{G}(t, s)-\mathcal{G}_{1}(t, s) \equiv Y(t) H_{*}(s)
$$

where $H_{*} \in \widetilde{C}\left([0, \omega] ; \mathbb{R}^{n \times n} ; \tau_{1}, \ldots, \tau_{m_{0}}\right)$ is a matrix-function such that

$$
H_{*}(s+)=H_{*}(s-)=C=\mathrm{const} \text { for } s \in[0, \omega]
$$

and $C \in \mathbb{R}^{n \times n}$ is a constant matrix.

In particular, the matrix-function $\mathcal{G}$ defined by

$$
\mathcal{G}(t, s)= \begin{cases}Y(t) D^{-1}\left(I_{n}+Y^{-1}(s)\right) & \text { for } 0 \leq s<t \leq \omega \\ Y(t) D^{-1}\left(I_{n}-Y(\omega) Y^{-1}(s)\right) & \text { for } 0 \leq t<s \leq \omega \\ \text { arbitrary } & \text { for } t=s\end{cases}
$$

is the Green matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(6)$.
Theorem 1. The problem (1),(2) has a unique $\omega$-antiperiodic solution $x$ if and only if the corresponding homogeneous system $\left(1_{0}\right),\left(2_{0}\right)$ has only the trivial solution satisfying the condition (6), i.e., when

$$
\begin{equation*}
\operatorname{det}\left(I_{n}+Y(\omega)\right) \neq 0 \tag{7}
\end{equation*}
$$

If the last condition holds, then the solution $x$ admits the notation

$$
\begin{equation*}
x(t)=\int_{0}^{\omega} \mathcal{G}(t, s) \cdot p(s) d s+\sum_{j=1}^{m_{0}} \mathcal{G}\left(t, \tau_{j}+\right) \cdot q_{j} \text { for } t \in[0, \omega] \tag{8}
\end{equation*}
$$

where $\mathcal{G}:[0, \omega] \times[0, \omega] \rightarrow \mathbb{R}^{n \times n}$ is the Green matrix $\mathcal{G}$ of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(6)$ on $[0, \omega]$.
Corollary 1. Let the pair $\left\{P,\left\{Q_{j}\right\}_{j=1}^{m_{0}}\right\}$ satisfy the Lappo-Danilevskiŭ condition. Then the problem (1),(2) has a unique $\omega$-antiperiodic solution if and only if

$$
\operatorname{det}\left(I_{n}+\exp \left(\int_{0}^{\omega} P(s) d s\right) \prod_{j=1}^{m_{0}}\left(I_{n}+Q_{j}\right)\right) \neq 0 .
$$

Note that if the pair $\left\{P,\left\{Q_{j}\right\}_{j=1}^{m_{0}}\right\}$ satisfies the Lappo-Danilevskiĭ condition, then

$$
Y(t) \equiv \exp \left(\int_{0}^{\omega} P(s) d s\right) \prod_{j=1}^{m_{0}}\left(I_{n}+Q_{j}\right)
$$

and, therefore, the condition (7) is of the form given in the corollary.
Remark 1. If the system $\left(1_{0}\right),\left(2_{0}\right)$ has a nontrivial $\omega$-antiperiodic solution, then there exist the vectorfunction $p \in L_{l o c}\left(\mathbb{R}, \mathbb{R}^{n}\right)$ and constant vectors $q_{k j}\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right)$ such that $q(t+\omega)=-q(t)$ for $t \in \mathbb{R}, q_{k+1 j}=-q_{k j}\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right)$, but the system (1), (2) has no $\omega$-antiperiodic solution.

In general, it is quite difficult to verify the condition (7) directly even in the case where one is able to write out the fundamental matrix of the system $\left(1_{0}\right),\left(2_{0}\right)$ explicitly. Therefore it is important to find of effective conditions which would guarantee the absence of nontrivial $\omega$-antiperiodic solutions of the homogeneous system $\left(1_{0}\right),\left(2_{0}\right)$. Below we give the results concerning the subset question. Analogous results have been obtained by T. Kiguradze for the ordinary differential equations (see [12, 13]).

Theorem 2. The system (1), (2) has a unique $\omega$-antiperiodic solution if and only if there exist natural numbers $k$ and $m$ such that the matrix

$$
M_{k}=-\sum_{i=0}^{k-1}\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{i}
$$

is nonsingular and

$$
\begin{equation*}
r\left(M_{k, m}\right)<1 \tag{9}
\end{equation*}
$$

where

$$
M_{k, m}=\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{m}+\sum_{i=0}^{m-1}\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{i} \cdot\left|M_{k}^{-1}\right|\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{k},
$$

and $\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{i}(i=0, \ldots, m-1)$ are defined by $(4)$.

Corollary 2. Let there exist a natural $j$ such that

$$
\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{j}=0 \quad(i=1, \ldots, j)
$$

and

$$
\operatorname{det}\left(\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{j+1}\right) \neq 0
$$

where $\left[\left(P ;\left\{Q_{l}\right\}_{l=1}^{m_{0}}\right)(\omega)\right]_{i}(i=0, \ldots, m-1)$ are defined by (4). Then there exists $\varepsilon_{0}>0$ such that the system

$$
\begin{gathered}
\frac{d x}{d t}=\varepsilon P(t) x+p(t) \text { for a.e. } t \in \mathbb{R} \\
x\left(\tau_{k j}+\right)-x\left(\tau_{k j}-\right)=\varepsilon Q_{j} x\left(\tau_{k j}-\right)+q_{k j} \quad\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right)
\end{gathered}
$$

have one and only one $\omega$-antiperiodic solution for every $\varepsilon \in] 0, \varepsilon_{0}[$.
Theorem 3. Let the homogeneous system

$$
\begin{gather*}
\frac{d x}{d t}=P_{0}(t) x \text { for } a . \text { e. } t \in \mathbb{R},  \tag{0}\\
x\left(\tau_{k j}+\right)-x\left(\tau_{k j}-\right)=Q_{0 k j} x\left(\tau_{k j}-\right)\left(j=1, \ldots, m_{0} ; \quad k=0, \pm 1, \pm 2, \ldots\right) \tag{0}
\end{gather*}
$$

has only the trivial $\omega$-antiperiodic solution, where $P_{0} \in L_{\text {loc }}\left(\mathbb{R} ; \mathbb{R}^{n \times n}\right)$ is $\omega>0$-periodic matrixfunction, $Q_{0 k j} \in \mathbb{R}^{n \times n}(j=1, \ldots, m ; k=0, \pm 1, \pm 2, \ldots)$ are constant $n \times n$-matrices such that $Q_{0 k j}=Q_{0 j}\left(j=1, \ldots, m_{0} ; k=0, \pm 1, \pm 2, \ldots\right)$ and

$$
\operatorname{det}\left(I_{n}+Q_{0 j}\right) \neq 0 \quad\left(j=1, \ldots, m_{0}\right)
$$

Let, moreover, the matrix-function $P_{0} \in L_{l o c}\left(\mathbb{R} ; \mathbb{R}^{n \times n}\right)$ and constant matrices $Q_{j}\left(j=1, \ldots, m_{0}\right)$ admit the estimate

$$
\int_{0}^{\omega}\left|\mathcal{G}_{0}(t, \tau)\right|\left|P(\tau)-P_{0}(\tau)\right| d \tau+\sum_{j=1}^{m_{0}}\left|\mathcal{G}_{0}\left(t, \tau_{j}+\right)\left(Q_{j}-Q_{0 j}\right)\right| \leq M \text { for } t \in[0, \omega] \text {, }
$$

where $\mathcal{G}_{0}(t, \tau)$ is the Green matrix of the problem $\left(10_{0}\right),\left(11_{0}\right) ;(6)$, and $M \in \mathbb{R}_{+}^{n \times n}$ is a constant matrix such that

$$
r(M)<1 .
$$

Then the system (1), (2) has one and only one $\omega$-antiperiodic solution.
The representation (8) can be replaced by a more simple and suitable form by introducing the concept of the Green matrix for the problem $\left(1_{0}\right),\left(2_{0}\right) ;(3)$.
Definition 2. The matrix-function $\mathcal{G}_{\omega}: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ is said to be the Green matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(3)$ if:
(a) $\mathcal{G}_{\omega}(t+\omega, \tau+\omega)=\mathcal{G}_{\omega}(t, \tau), \mathcal{G}_{\omega}(t, t+\omega)+\mathcal{G}_{\omega}(t, \tau)=-I_{n}$ for $t, \tau \in \mathbb{R}$;
(b) the matrix-function $\mathcal{G}_{\omega}(\cdot, \tau): \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ is a fundamental matrix of the system $\left(1_{0}\right),\left(2_{0}\right)$ for every $\tau \in \mathbb{R}$.
Proposition 2. Let the problem $\left(1_{0}\right),\left(2_{0}\right)$ have only a trivial solution. Then there exists the unique Green matrix of the problem, which has the form

$$
\mathcal{G}_{\omega}(t, \tau)=-Y(t)\left(I_{n}+Y^{-1}(\omega)\right)^{-1} Y^{-1}(\tau) \text { for } t, \tau \in \mathbb{R}
$$

Theorem 4. Let the condition

$$
\operatorname{det}\left(I_{n} \pm Q_{j}\right) \neq 0 \quad\left(j=1, \ldots, m_{0}\right)
$$

hold and the boundary value problem $\left(1_{0}\right),\left(2_{0}\right) ;(3)$ have only a trivial solution. Then the $\omega$-antiperiodic problem (1), (2);(3) has a unique solution $x$ admitting the representation

$$
\begin{align*}
x(t) & =\int_{t}^{t+\omega} \mathcal{G}_{\omega}(t, \tau) p(\tau) d \tau+\sum_{t \leq \tau_{k j}<(k+1) \omega} \mathcal{G}_{\omega}\left(t, \tau_{k j}\right)\left(I_{n}-Q_{j}^{2}\right)^{-1} q_{k j} \\
& +\sum_{(k+1) \omega \leq \tau_{k+1 j}<t+\omega} \mathcal{G}_{\omega}\left(t, \tau_{k+1}\right)\left(I_{n}-Q_{j}^{2}\right)^{-1} q_{k+1 j} \text { for } t \in(k \omega,(k+1) \omega] \quad(k=0 ; \pm 1 ; \pm ; \ldots), \tag{12}
\end{align*}
$$

where $\mathcal{G}_{\omega}$ is the Green matrix of the problem $\left(1_{0}\right),\left(2_{0}\right) ;(3)$.
Using the properties of the Green matrix $\mathcal{G}_{\omega}(t, \tau)$ (see Definition $2(\mathrm{a})$ ), the representation (12) can be rewriten in the form

$$
\begin{aligned}
x(t) & =\int_{t}^{t+\omega} \mathcal{G}_{\omega}(t, \tau) p(\tau) d \tau+(-1)^{k+1} \sum_{0 \leq \tau_{j}<t-k \omega} \mathcal{G}_{\omega}\left(t-\omega, \tau_{j}\right)\left(I_{n}-Q_{j}^{2}\right)^{-1} q_{j} \\
& +(-1)^{k} \sum_{t-k \omega \leq \tau_{j}<\omega} \mathcal{G}_{\omega}\left(t-k \omega, \tau_{j}\right)\left(I_{n}-Q_{j}^{2}\right)^{-1} q_{j} \text { for } t \in(k \omega,(k+1) \omega] \quad(k=0 ; \pm 1 ; \pm ; \ldots) .
\end{aligned}
$$

Note that the results obtained in the paper, follow from the corresponding results given in [7] for the generalized differential system of the form

$$
d x(t)=d A(t) \cdot x(t)+d f(t)
$$

since the impulsive system (1),(2) is the particular case of the last system under the assumptions that

$$
\begin{gathered}
A(0)=O_{n \times n}, \quad A(t)=\int_{0}^{t} P(\tau) d \tau+\sum_{0 \leq \tau_{j}<t} Q_{j} \text { for } t \in(0, \omega] \\
f(0)=0, \quad f(t)=\int_{0}^{t} p(\tau) d \tau+\sum_{0 \leq \tau_{j}<t} q_{j} \text { for } t \in(0, \omega]
\end{gathered}
$$

and

$$
A(t+\omega)=A(t) \text { and } f(t+\omega)=-f(t) \text { for } t \in \mathbb{R} \backslash[0, \omega]
$$

It is not difficult to verify that

$$
A(t)=\int_{k \omega}^{t} P(\tau) d \tau+\sum_{k \omega \leq \tau_{k j}<t} Q_{j}+k A(\omega) \text { for } t \in(k \omega,(k+1) \omega]
$$

and

$$
f(t)=\int_{k \omega}^{t} p(\tau) d \tau+\sum_{k \omega \leq \tau_{k j}<t} q_{j}+\varphi(k) f(\omega) \text { for } t \in(k \omega,(k+1) \omega] \quad(k=0 ; \pm 1, \pm 2, \ldots)
$$

where $\varphi(k)=0$ if $k$ is an even integer, and $\varphi(k)=1$ if $k$ is an odd one.
The theory of generalized ordinary differential equations has been introduced by J. Kurzweil $[14,15]$ in connection with the investigation of the well-posed problem for the Cauchy problem for ordinary differential equations.

Finally, we note that, to a considerable extent, the interest to the theory of generalized ordinary differential equations has been stimulated by the fact that this theory enables one to investigate ordinary differential, impulsive and difference equations from a unified point of view (see $[1,2,5,7,19]$ and the references therein).
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## ON THE WELL-POSEDNESS OF ANTIPERIODIC PROBLEM FOR SYSTEMS OF LINEAR GENERALIZED DIFFERENTIAL EQUATIONS


#### Abstract

The question of well-posedness of antiperiodic boundary value problem for systems of linear generalized differential equations is considered. The necessary and sufficient as well as the effective sufficient conditions are found for the well-posedness of the problem.   


2010 Mathematics Subject Classification: 34K06.
Key words and phrases: Antiperiodic problem, linear systems, generalized ordinary differential equations, well-posed, necessary and sufficient conditions, effective conditions.

We consider the question of well-posedness of the $\omega$-antiperiodic problem for linear generalized ordinary differential equations of the form

$$
\begin{gather*}
d x(t)=d A(t) \cdot x(t)+d f(t) \text { for } t \in \mathbb{R}  \tag{1}\\
x(t+\omega)=-x(t) \text { for } t \in \mathbb{R} \tag{2}
\end{gather*}
$$

where $A: \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ and $f: \mathbb{R} \rightarrow \mathbb{R}^{n}$ are, respectively, the matrix- and vector-functions with bounded variation components on the every closed interval $[a, b]$ from $\mathbb{R}$, and $\omega$ is a fixed positive number.

Let the system (1) have a unique $\omega$-antiperiodic solution $x^{0}$.
Along with the system (1), consider a sequence of systems

$$
\begin{equation*}
d x(t)=d A_{k}(t) \cdot x(t)+d f_{k}(t) \quad(k=1,2, \ldots) \tag{k}
\end{equation*}
$$

where $A_{k}: \mathbb{R} \rightarrow \mathbb{R}^{n \times n}$ and $f_{k}: \mathbb{R} \rightarrow \mathbb{R}^{n}$ are, respectively, the matrix- and vector-functions with bounded variation components on every closed interval $[a, b]$ from $\mathbb{R}$.

In the present paper, the necessary and sufficient conditions are given for a sequence of $\omega$-antiperiodic problems $\left(1_{k}\right),(2)(k=1,2, \ldots)$ to have a unique solution $x_{k}$ for a sufficiently large $k$ and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} x_{k}(t)=x^{0}(t) \text { uniformly on } \mathbb{R} \tag{3}
\end{equation*}
$$

The analogous questions for the linear general boundary value problems are investigated in [2, $6,10,11,19]$ (see also the references therein) for linear generalized differential systems, in [3-5, 14] (see also the references therein) for nonlinear generalized differential systems and equations, and in $[1,9,12,13,16]$ (see also the references therein) for ordinary differential and impulsive systems.

The problem on the solvability of the $\omega$-antiperiodic boundary value problem (1), (2) can be found in [8].

As to the well-posedness question concerning of the antiperiodic problem, it is sufficiently far from by completeness. Thus the problem considered in the present paper is actual.

To a considerable extent, the interest to the theory of generalized ordinary differential equations has also been stimulated by the fact that this theory enables one to investigate ordinary differential, impulsive and difference equations from a unified point of view (see $[3,7,14,15,17,18]$ and the references therein).

The theory of generalized ordinary differential equations has been introduced by J. Kurzweil $[14,15]$ in connection with the investigation of the well-posed problem for the Cauchy problem for ordinary differential equations.

In the paper, the use will be made of the following notation and definitions:
$\mathbb{R}=]-\infty,+\infty[$ is the real axis;
$\mathbb{R}^{n \times m}$ is the space of all real $n \times m$ matrices $X=\left(x_{i j}\right)_{i, j=1}^{n, m}$ with the norm

$$
\|X\|=\max _{j=1, \ldots, m} \sum_{i=1}^{n}\left|x_{i j}\right|
$$

$O_{n \times m}($ or $O)$ is the zero $n \times m$ matrix; $I_{n}$ is the identity $n \times n$-matrix.
$\mathbb{R}^{n}=\mathbb{R}^{n \times 1}$ is the space of all real column $n$-vectors $x=\left(x_{i}\right)_{i=1}^{n}$.
A matrix-function is said to be continuous, integrable, nondecreasing, etc., if each of its components is such. The inequalities between the real matrices are understood componentwise.

If $X:[a, b] \rightarrow \mathbb{R}^{n \times m}$ is a matrix-function, then $\bigvee^{b}(X)$ is the sum of total variations on $[a, b]$ of its components $x_{i j}(i=1, \ldots, n ; j=1, \ldots, m) ; V(\stackrel{a}{X})(t)=\left(V\left(x_{i j}\right)(t)\right)_{i, j=1}^{n, m}$, where $V\left(x_{i j}\right)(a)=0$, $V\left(x_{i j}\right)(t)=\bigvee_{a}^{t}\left(x_{i j}\right)$ for $a<t \leq b ; X(t-)$ and $X(t+)$ are, respectively, the left and the right limits of $X$ at the point $t(X(a-)=X(a), X(b+)=X(b)) ; d_{1} X(t)=X(t)-X(t-), d_{2} X(t)=X(t+)-X(t)$.
$\operatorname{BV}\left([a, b], \mathbb{R}^{n \times m}\right)$ is the normed space of all bounded variation matrix-functions $X:[a, b] \rightarrow \mathbb{R}^{n \times m}$ (i.e., $\left.\bigvee^{b}(X)<\infty\right)$ with the norm $\|X\|_{s}=\sup \{\|X(t)\|: t \in[a, b]\}$.
$\mathrm{BV}_{\text {loc }}\left(\mathbb{R}, \mathbb{R}^{n \times m}\right)$ is the set of all matrix-functions $X:[a, b] \rightarrow \mathbb{R}^{n \times m}$ whose restrictions on every closed interval $[a, b]$ from $\mathbb{R}$ belong to $\mathrm{BV}\left([a, b], \mathbb{R}^{n \times n}\right)$.
$\mathrm{BV}_{\omega}^{+}\left(\mathbb{R}, \mathbb{R}^{n \times m}\right)$ and $\mathrm{BV}_{\omega}^{-}\left(\mathbb{R}, \mathbb{R}^{n \times m}\right)$ are the sets of all matrix-functions $G: \mathbb{R} \rightarrow \mathbb{R}^{n \times m}$ whose restrictions on $[0, \omega]$ belong to $\operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times m}\right)$, and there exist a constant matrix $C \in \mathbb{R}^{n \times m}$ such that, respectively,

$$
G(t+\omega)=G(t)+C \text { and } G(t+\omega)=-G(t)+C \text { for } t \in \mathbb{R}
$$

$s_{c}, s_{j}: \mathrm{BV}([a, b], \mathbb{R}) \rightarrow \mathrm{BV}([a, b], \mathbb{R})(j=1,2)$ are the operators defined, respectively, by

$$
s_{1}(x)(a)=s_{2}(x)(a)=0
$$

$$
s_{1}(x)(t)=\sum_{a<\tau \leq t} d_{1} x(\tau) \text { and } s_{2}(x)(t)=\sum_{a \leq \tau<t} d_{2} x(\tau) \text { for } a<t \leq b
$$

and

$$
s_{c}(x)(t)=x(t)-s_{1}(x)(t)-s_{2}(x)(t) \text { for } t \in[a, b] .
$$

If $g:[a, b] \rightarrow \mathbb{R}$ is a nondecreasing function, $x:[a, b] \rightarrow \mathbb{R}$ and $a \leq s<t \leq b$, then

$$
\int_{s}^{t} x(\tau) d g(\tau)=\int_{] s, t[ } x(\tau) d s_{c}(g)(\tau)+\sum_{s<\tau \leq t} x(\tau) d_{1} g(\tau)+\sum_{s \leq \tau<t} x(\tau) d_{2} g(\tau)
$$

where $\int_{] s, t[ } x(\tau) d s_{c}(g)(\tau)$ is the Lebesgue-Stieltjes integral over the open interval $] s, t[$ with respect to the measure $\mu_{0}\left(s_{c}(g)\right)$ corresponding to the function $s_{c}(g)$.

If $a=b$, then we assume

$$
\int_{a}^{b} x(t) d g(t)=0
$$

and if $a>b$, then we assume

$$
\int_{a}^{b} x(t) d g(t)=-\int_{b}^{a} x(t) d g(t)
$$

Thus $\int^{b} x(\tau) d g(\tau)$ is the Kurzweil-Stieltjes integral (see [14-19]).
If $\stackrel{a}{g(t)} \equiv g_{1}(t)-g_{2}(t)$, where $g_{1}$ and $g_{2}$ are nondecreasing functions, then

$$
\int_{s}^{t} x(\tau) d g(\tau)=\int_{s}^{t} x(\tau) d g_{1}(\tau)-\int_{s}^{t} x(\tau) d g_{2}(\tau) \text { for } s \leq t
$$

If $G=\left(g_{i k}\right)_{i, k=1}^{l, n} \in \operatorname{BV}\left([a, b], \mathbb{R}^{l \times n}\right)$ and $X=\left(x_{k j}\right)_{k, j=1}^{n, m}:[a, b] \rightarrow \mathbb{R}^{n \times m}$, then

$$
S_{c}(G)(t) \equiv\left(s_{c}\left(g_{i k}\right)(t)\right)_{i, k=1}^{l, n}, \quad S_{j}(G)(t) \equiv\left(s_{j}\left(g_{i k}\right)(t)\right)_{i, k=1}^{l, n} \quad(j=1,2)
$$

and

$$
\int_{a}^{b} d G(\tau) \cdot X(\tau)=\left(\sum_{k=1}^{n} \int_{a}^{b} x_{k j}(\tau) d g_{i k}(\tau)\right)_{i, j=1}^{l, m}
$$

We introduce the operators. If $X \in \mathrm{BV}_{l o c}\left(\mathbb{R}, ; \mathbb{R}^{n \times n}\right)$ and $Y \in \mathrm{BV}_{l o c}\left(\mathbb{R}, ; \mathbb{R}^{n \times m}\right)$, then

$$
\mathcal{B}(X, Y)(t)=X(t) Y(t)-X(0) Y(0)-\int_{0}^{t} d X(\tau) \cdot Y(\tau)
$$

if, in addition, $\operatorname{det}(X(t)) \neq 0$ for $t \in \mathbb{R}$, then

$$
\mathcal{I}(X, Y)(t)=\int_{0}^{t} d(X(\tau)+\mathcal{B}(X, Y)(\tau)) \cdot X^{-1}(\tau)
$$

and if, moreover, $\operatorname{det}\left(I_{n}+(-1)^{j} d_{j} X(t)\right) \neq 0$ for $t \in \mathbb{R}(j=1,2)$, then

$$
\begin{aligned}
\mathcal{A}(X, Y)(0)= & O_{n \times m} \\
\mathcal{A}(X, Y)(t)= & Y(t)-Y(0)+\sum_{0<\tau \leq t} d_{1} X(\tau) \cdot\left(I_{n}-d_{1} X(\tau)\right)^{-1} d_{1} Y(\tau) \\
& -\sum_{0 \leq \tau<t} d_{2} X(\tau) \cdot\left(I_{n}+d_{2} X(\tau)\right)^{-1} d_{2} Y(\tau) \text { for } t>0 \\
\mathcal{A}(X, Y)(t)= & -\mathcal{A}(X, Y)(t) \text { for } t<0
\end{aligned}
$$

We say that the matrix-function $X \in \operatorname{BV}\left([a, b], \mathbb{R}^{n \times n}\right)$ satisfies the Lappo-Danilevskiĭ condition if the matrices $S_{c}(X)(t), S_{1}(X)(t)$ and $S_{2}(X)(t)$ are pairwise permutable for every $t \in[a, b]$, and there exists $t_{0} \in[a, b]$ such that

$$
\int_{t_{0}}^{t} S_{c}(X)(\tau) d S_{c}(X)(\tau)=\int_{t_{0}}^{t} d S_{c}(X)(\tau) \cdot S_{c}(X)(\tau) \text { for } t \in[a, b]
$$

A vector-function $\mathrm{BV}_{l o c}\left(\mathbb{R}, \mathbb{R}^{n \times m}\right)$ is said to be a solution of the system (1) if

$$
x(t)-x(s)=\int_{s}^{t} d A(\tau) \cdot x(\tau)+f(t)-f(s) \text { for } s<t ; \quad s, t \in \mathbb{R}
$$

We assume that

$$
A, A_{k} \in \mathrm{BV}_{\omega}^{+}\left(\mathbb{R}, \mathbb{R}^{n \times n}\right) \text { and } f, f_{k} \in \mathrm{BV}_{\omega}^{-}\left(\mathbb{R}, \mathbb{R}^{n}\right)(k=1,2, \ldots)
$$

i.e.,

$$
A(t+\omega)=A(t)+C, \quad A_{k}(t+\omega)=A_{k}(t)+C_{k} \text { for } t \in \mathbb{R} \quad(k=1,2, \ldots)
$$

and

$$
f(t+\omega)=-f(t)+c, \quad f_{k}(t+\omega)=-f_{k}(t)+c_{k} \text { for } t \in \mathbb{R} \quad(k=1,2, \ldots),
$$

where $C, C_{k} \in \mathbb{R}^{n \times n}(k=1,2, \ldots)$ and $c, c_{k} \in \mathbb{R}^{n}(k=1,2, \ldots)$ are, respectively, some constant matrix and vector. In addition, without loss of generality, we assume that

$$
A(0)=A_{k}(0)=O_{n \times n}, \quad f(0)=f_{k}(0)=0 \quad(k=1,2, \ldots)
$$

(the last condition is assumed for every generalized linear systems, as well). Moreover, we assume

$$
\operatorname{det}\left(I_{n}+(-1)^{j} d_{j} A(t)\right) \neq 0 \text { for } t \in \mathbb{R} \quad(j=1,2)
$$

Alongside with the system (1), we consider the corresponding homogeneous system

$$
\begin{equation*}
d x(t)=d A(t) \cdot x(t) \tag{0}
\end{equation*}
$$

Moreover, along with the problem (2), we consider the problem

$$
\begin{equation*}
x(0)=-x(\omega) . \tag{5}
\end{equation*}
$$

If the matrix-function $A$ satisfies the Lappo-Danilevskiis's condition, then the fundamental matrix $Y, Y(0)=I_{n}$, of the system $\left(4_{0}\right)$ is defined by

$$
Y(t) \equiv \exp \left(S_{0}(A)(t)\right) \prod_{0 \leq \tau<t}\left(I_{n}+d_{2} A(\tau)\right) \prod_{0<\tau \leq t}\left(I_{n}-d_{1} A(\tau)\right)^{-1} \text { for } t \in[0, \omega] .
$$

Definition 1. We say that a sequence $\left(A_{k}, f_{k}\right)(k=1,2, \ldots)$ belongs to the set $\mathcal{S}(A, f)$ if the $\omega$ antiperiodic problem $\left(1_{k}\right),(2)$ has a unique solution $x_{k}$ for any sufficiently large $k$, and the condition (3) holds.

Proposition 1. The following statements are valid:
(a) if $x$ is a solution of the system (1), then the vector-function $y(t)=-x(t+\omega)(t \in \mathbb{R})$ will be a solution of the system (1), as well;
(b) the problem (1), (2) is solvable if and only if the system (1) on the closed interval $[0, \omega]$ has a solution satisfying the boundary condition (5). Moreover, the set of restrictions of solutions of the problem (1), (2) on $[0, \omega]$ coincides with the set of solutions of the problem (1), (5).

Theorem 1. The inclusion

$$
\begin{equation*}
\left(\left(A_{k}, f_{k}\right)\right)_{k=1}^{+\infty} \in \mathcal{S}(A, f) \tag{6}
\end{equation*}
$$

is valid if and only if there exists a sequence of matrix-functions $H, H_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=$ $1,2, \ldots$ ) such that

$$
\begin{align*}
& \lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(H_{k}+\mathcal{B}\left(H_{k}, A_{k}\right)\right)<+\infty  \tag{7}\\
& \quad \inf \{|\operatorname{det}(H(t))|: t \in[0, \omega]\}>0 \tag{8}
\end{align*}
$$

and the conditions

$$
\begin{align*}
\lim _{k \rightarrow+\infty} H_{k}(t) & =H(t),  \tag{9}\\
\lim _{k \rightarrow+\infty} \mathcal{B}\left(H_{k}, A_{k}\right)(t) & =\mathcal{B}(H, A)(t),  \tag{10}\\
\lim _{k \rightarrow+\infty} \mathcal{B}\left(H_{k}, f_{k}\right)(t) & =\mathcal{B}(H, f)(t)
\end{align*}
$$

are fulfilled uniformly on $[0, \omega]$.
Theorem 2. Let $A_{*} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)$, $f_{*} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n}\right)$ be such that

$$
\begin{equation*}
\operatorname{det}\left(I_{n}+(-1)^{j} d_{j} A_{*}(t)\right) \neq 0 \text { for } t \in[0, \omega] \quad(j=1,2) \tag{11}
\end{equation*}
$$

and the system

$$
\begin{equation*}
d x(t)=d A_{*}(t) \cdot x(t)+d f_{*}(t) \tag{12}
\end{equation*}
$$

have a unique $\omega$-antiperiodic solution $x_{*}$. Let, moreover, there exist sequences of matrix- and vectorfunctions $H_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ and $h_{k} \in \mathrm{BV}\left([0, \omega], \mathbb{R}^{n}\right)(k=1,2 \ldots)$, respectively, such that $h_{k}(0)=-h_{k}(\omega)(k=1,2, \ldots)$,

$$
\begin{equation*}
\inf \left\{\left|\operatorname{det}\left(H_{k}(t)\right)\right|: t \in[0, \omega]\right\}>0(k=1,2, \ldots) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b} A_{* k}<+\infty \tag{14}
\end{equation*}
$$

and the conditions

$$
\begin{align*}
\lim _{k \rightarrow+\infty} A_{* k}(t) & =A_{*}(t),  \tag{15}\\
\lim _{k \rightarrow+\infty} f_{* k}(t) & =f_{*}(t)
\end{align*}
$$

are fulfilled uniformly on $[0, \omega]$, where

$$
\begin{gathered}
A_{* k}(t) \equiv \mathcal{I}_{k}\left(H_{k}, A_{k}\right)(t) \quad(k=1,2, \ldots), \\
f_{* k}(t) \equiv h_{k}(t)-h_{k}(0)+\mathcal{B}_{k}\left(H_{k}, f_{k}\right)(t)-\int_{0}^{t} d A_{* k}(\tau) \cdot h_{k}(t) \quad(k=1,2, \ldots) .
\end{gathered}
$$

Then the system $\left(1_{k}\right)$ has a unique $\omega$-antiperiodic solution $x_{k}$ for any sufficiently large $k$, and

$$
\lim _{k \rightarrow+\infty}\left\|H_{k} x_{k}+h_{k}-x_{*}\right\|_{s}=0
$$

Corollary 1. Let the conditions (7) and (8) hold, and let the conditions (9), (10) and

$$
\lim _{k \rightarrow+\infty}\left(\mathcal{B}\left(H_{k}, f_{k}-\varphi_{k}\right)(t)+\int_{0}^{t} d \mathcal{B}\left(H_{k}, A_{k}\right)(s) \cdot \varphi_{k}(s)\right)=\mathcal{B}(H, f)(t)
$$

be fulfilled uniformly on $[0, \omega]$, where $H, H_{k} \in \mathrm{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$. Then the system $\left(1_{k}\right)$ has a unique $\omega$-antiperiodic solution $x_{k}$ for any sufficiently large $k$ and

$$
\lim _{k \rightarrow+\infty}\left\|x_{k}-\varphi_{k}-x_{*}\right\|_{s}=0
$$

Corollary 2. Let the conditions (7) and (8) hold, and let the conditions (9),

$$
\begin{gathered}
\lim _{k \rightarrow+\infty} \int_{0}^{t} H_{k}(s) d A_{k}(s)=\int_{0}^{t} H(s) d A(s), \quad \lim _{k \rightarrow+\infty} \int_{0}^{t} H_{k}(s) d f_{k}(s)=\int_{0}^{t} H(s) d f(s), \\
\lim _{k \rightarrow+\infty} d_{j} A_{k}(t)=d_{j} A(t) \quad(j=1,2), \quad \text { and } \lim _{k \rightarrow+\infty} d_{j} f_{k}(t)=d_{j} f(t) \quad(j=1,2)
\end{gathered}
$$

be fulfilled uniformly on $[0, \omega]$, where $H, H_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$. Let, moreover, either

$$
\lim _{k \rightarrow+\infty} \sup \sum_{a \leq t \leq b}\left(\left\|d_{j} A_{k}(t)\right\|+\left\|d_{j} f_{k}(t)\right\|\right)<+\infty \quad(j=1,2)
$$

or

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \sup \sum_{a \leq t \leq b}\left\|d_{j} H_{k}(t)\right\|<+\infty \quad(j=1,2) . \tag{16}
\end{equation*}
$$

Then the inclusion (6) holds.
Corollary 3. Let the conditions (7) and (8) hold, and let the conditions (9),

$$
\begin{array}{r}
\lim _{k \rightarrow+\infty} A_{k}(t)=A(t) \\
\left.\lim _{k \rightarrow+\infty} f_{k}(t)=f(t)\right)  \tag{18}\\
\lim _{k \rightarrow+\infty} \int_{0}^{t} d\left(H^{-1}(s) H_{k}(s)\right) \cdot A_{k}(s)=A_{*}(t) \\
\lim _{k \rightarrow+\infty} \int_{0}^{t} d\left(H^{-1}(s) H_{k}(s)\right) \cdot f_{k}(s)=f_{*}(t)
\end{array}
$$

be fulfilled uniformly on $[0, \omega]$, where $H, H_{k}, A_{*} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$, and $f_{*} \in$ $\mathrm{BV}\left([0, \omega], \mathbb{R}^{n}\right)$. Let, moreover, the system

$$
d x(t)=d\left(A(t)-A_{*}(t)\right) \cdot x(t)+d\left(f(t)-f_{*}(t)\right)
$$

have a unique $\omega$-antiperiodic solution. Then

$$
\left(\left(A_{k}, f_{k}\right)\right)_{k=1}^{+\infty} \in \mathcal{S}\left(A-A_{*}, f-f_{*}\right) .
$$

Corollary 4. Let there exist a natural number $m$ and matrix-functions $B_{j} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(j=$ $0, \ldots, m-1$ such that

$$
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(A_{k m}\right)<+\infty
$$

and the conditions

$$
\begin{aligned}
\lim _{k \rightarrow+\infty}\left(A_{k m}(t)-A_{k m}(0)\right) & =A(t) \\
\lim _{k \rightarrow+\infty}\left(f_{k m}(t)-f_{k m}(0)\right) & =f(t)
\end{aligned}
$$

be fulfilled uniformly on $[0, \omega]$, where

$$
\begin{gathered}
H_{k 0}(t) \equiv I_{n}, \quad H_{k j+10}(t) \equiv \prod_{j+1}^{1}\left(I_{n}-A_{k l}(t)+A_{k l}(0)+B_{l}(t)-B_{l}(0)\right), \\
A_{k j+1} \equiv H_{k j}(t)+\mathcal{B}\left(H_{k j}, A_{k}\right)(t), \quad f_{k j+1} \equiv \mathcal{B}\left(H_{k j}, f_{k}\right)(t)
\end{gathered}
$$

Then the inclusion (6) holds.
If $m=1$, then Corollary 4 has the following form
Corollary 5. Let

$$
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(A_{k}\right)<+\infty
$$

and the conditions (17) and (18) be fulfilled uniformly on $[0, \omega]$. Then the inclusion (6) holds.
Theorem 1'. Let $A_{*} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right), f_{*} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n}\right)$ be such that the condition (11) hold and the system (12) has a unique $\omega$-antiperiodic solution $x_{*}$. Let, moreover, there exist sequences of matrix- and vector-functions $H_{k} \in \mathrm{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ and $B, B_{k} \in \mathrm{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)$ $(k=1,2, \ldots)$, and a sequence of vector-functions $h_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n}\right)(k=1,2 \ldots)$, respectively, such that $h_{k}(0)=-h_{k}(\omega)(k=1,2, \ldots)$, the conditions (13),

$$
\begin{gather*}
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(A_{* k}-B_{k}\right)<+\infty,  \tag{19}\\
\operatorname{det}\left(I_{n}+(-1)^{j} d_{j} B(t)\right) \neq 0, \operatorname{det}\left(I_{n}+(-1)^{j} d_{j} B_{k}(t)\right) \neq 0 \text { for } t \in[0, \omega] \quad(j=1,2 ; \quad k=0,1, \ldots) \tag{20}
\end{gather*}
$$

hold, and the conditions

$$
\begin{align*}
\lim _{k \rightarrow+\infty} Z_{k}(t) & =Z(t)  \tag{21}\\
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, A_{* k}(t)\right) & =\mathcal{B}\left(Z^{-1}, A_{*}(t)\right),  \tag{22}\\
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, f_{* k}(t)\right) & =\mathcal{B}\left(Z^{-1}, f_{*}(t)\right) \tag{23}
\end{align*}
$$

are fulfilled uniformly on $[0, \omega]$, where $A_{* k}$ and $f_{* k}$ are the matrix- and vector-functions appearing in Theorem 2, and $Z_{k}(Z)$ is the fundamental matrix of the system

$$
\begin{equation*}
d x(t)=d B_{k}(t) \cdot x(t) \quad(d x(t)=d B(t) \cdot x(t)) \tag{24}
\end{equation*}
$$

under the condition

$$
\begin{equation*}
Z_{k}(0)=I_{n} \quad\left(Z(0)=I_{m}\right) \quad(k=1,2, \ldots) \tag{25}
\end{equation*}
$$

Then the conclusion of Theorem 2 is true.
Below, everywhere, just as in the above theorem, it will be assumed that $Z_{k}(Z)$ is the fundamental matrix of the system (24) under the condition (25) for every $k \in\{1,2, \ldots\}$, as well.

Corollary 6. Let the conditions (8), (19),

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \sup \sum_{0 \leq t \leq \omega}\left\|d_{j} B_{k}(t)\right\|<+\infty \quad(j=1,2) \tag{26}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{det}\left(I_{n}+(-1)^{j} d_{j} B(t)\right) \neq 0 \text { for } t \in[0, \omega] \quad(j=1,2 ; \quad k=0,1, \ldots) \tag{27}
\end{equation*}
$$

hold and let the conditions (9),

$$
\begin{align*}
\lim _{k \rightarrow+\infty} B_{k}(t) & =B(t)  \tag{28}\\
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d \mathcal{A}\left(B_{k}, A_{* k}\right)(s) & =\int_{0}^{t} Z^{-1}(s) d \mathcal{A}\left(B, A_{*}\right)(s) \tag{29}
\end{align*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d \mathcal{A}\left(B_{k}, f_{* k}\right)(s)=\int_{0}^{t} Z^{-1}(s) d \mathcal{A}\left(B, f_{*}\right)(s) \tag{30}
\end{equation*}
$$

be fulfilled uniformly on $[0, \omega]$, where $H, H_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$, and $B$ and $B_{k} \in$ $\operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ satisfy the Lappo-Danilevskiŭ condition; $A_{* k}(t) \equiv \mathcal{I}\left(H_{k}, A_{k}\right)(t)(k=$ $1,2, \ldots)$,

$$
\begin{gathered}
f_{* k}(t) \equiv-H_{k}(t) \varphi_{k}(t)+H_{k}(0) \varphi_{k}(0)+\mathcal{B}\left(H_{k}, f_{k}\right)(t)+\int_{0}^{t} d A_{* k}(s) \cdot H_{k}(s) \varphi_{k}(s) \\
\varphi_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n}\right) \quad(k=1,2, \ldots)
\end{gathered}
$$

and $A_{*}$ and $f_{*}$ are the matrix- and vector-functions appearing in Theorem $1^{\prime}$. Then the conclusion of Corollary 1 is true.

In the Lappo-Danilevskiĭ case, for every $k \in\{1,2, \ldots\}$, we have

$$
Z_{k}(t) \equiv \exp \left(S_{0}\left(B_{k}\right)(t)\right) \prod_{0 \leq \tau<t}\left(I_{n}+d_{2} B_{k}(\tau)\right) \prod_{0<\tau \leq t}\left(I_{n}-d_{1} B_{k}(\tau)\right)^{-1}
$$

Corollary 7. Let the conditions (8), (19) hold and let the conditions (9), (15), (27) and

$$
\lim _{k \rightarrow+\infty} \int_{0}^{t} \exp \left(-B_{k}(s)\right) d f_{* k}(s)=\int_{0}^{t} \exp (-B(s)) d f_{*}(s)
$$

be fulfilled uniformly on $[0, \omega]$, where $H, H_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$, and $B$ and $B_{k} \in$ $\operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ are the continuous matrix-functions satisfying the Lappo-Danilevskiu condition; and $A_{*}, A_{* k}$ and $f_{*}, f_{* k}, \varphi_{k}(k=1,2, \ldots)$ are, respectively, matrix- and vector-functions appearing in Corollary 6. Then the conclusion of Corollary 1 is true.

Corollary 8. Let there exist a sequence of matrix-functions $H$ and $H_{k}(k=0,1, \ldots)$ from $\operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)$ such that the matrix-functions $S_{c}(A)$ and $S_{c}\left(A_{* k}\right)(k=1,2, \ldots)$ satisfy the Lappo-Danilevskǐ̆ condition and the conditions (8) and

$$
\lim _{k \rightarrow+\infty} \sup \sum_{0 \leq t \leq \omega}\left\|d_{j} A_{* k}(t)\right\|<+\infty \quad(j=1,2)
$$

hold, let the conditions (9),

$$
\lim _{k \rightarrow+\infty} S_{c}\left(A_{* k}\right)(t)=S_{c}\left(A_{*}\right)(t), \quad \lim _{k \rightarrow+\infty} S_{j}\left(A_{* k}\right)=S_{j}\left(A_{*}\right)(t) \quad(j=1,2)
$$

and

$$
\left.\left.\lim _{k \rightarrow+\infty} \int_{0}^{t} \exp \left(-S_{c}\left(A_{* k}\right)(s)\right) d f_{* k}\right)(s)=\int_{0}^{t} \exp \left(-S_{c}\left(A_{* k}\right)(s)\right) d f_{*}\right)(s)
$$

be fulfilled uniformly on $[0, \omega]$, where $A_{*}, A_{* k}$ and $f_{*}, f_{* k}, \varphi_{k}(k=1,2, \ldots)$ are, respectively, the matrix-and vector-functions appearing in Corollary 6. Then the conclusion of Corollary 1 is true.

Theorem 2'. The inclusion (6) is valid if and only if there exist the sequences of matrix-functions $H, H_{k}$ and $B, B_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=0,1, \ldots)$ such that the conditions $(8),(20)$ and

$$
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(\mathcal{I}\left(H_{k}, A_{k}\right)-B_{k}\right)<+\infty
$$

hold, and the conditions (9), (21),

$$
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, \mathcal{I}\left(H_{k}, A_{k}\right)\right)(t)=\mathcal{B}\left(Z^{-1}, \mathcal{I}(H, A)\right)(t)
$$

and

$$
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, \mathcal{I}\left(H_{k}, f_{k}\right)\right)(t)=\mathcal{B}\left(Z^{-1}, \mathcal{I}(H, f)\right)(t)
$$

are fulfilled uniformly on $[0, \omega]$.
Corollary 9. Let the conditions (20) and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \sup \bigvee_{a}^{b}\left(A_{k}-B_{k}\right)<+\infty \tag{31}
\end{equation*}
$$

hold and the conditions (21),

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, A_{k}\right)(t)=\mathcal{B}\left(Z^{-1}, A\right)(t) \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \mathcal{B}\left(Z_{k}^{-1}, f_{k}\right)(t)=\mathcal{B}\left(Z^{-1}, f\right)(t) \tag{33}
\end{equation*}
$$

be fulfilled uniformly on $[0, \omega]$, where $B$ and $B_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$. Then the inclusion (6) holds.

Corollary 10. Let the conditions (26), (27) and (31) hold and the conditions (29),

$$
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d \mathcal{A}\left(B_{k}, A_{k}\right)(s)=\int_{0}^{t} Z^{-1}(s) d \mathcal{A}(B, A)(s)
$$

and

$$
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d \mathcal{A}\left(B_{k}, f_{k}\right)(s)=\int_{0}^{t} Z^{-1}(s) d \mathcal{A}(B, f)(s)
$$

be fulfilled uniformly on $[0, \omega]$, where $B$ and $B_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ satisfy the Lappo-Danilevskii condition. Then the inclusion (6) holds.
Corollary 11. Let the condition (31) hold and the conditions (17), (29) and

$$
\lim _{k \rightarrow+\infty} \int_{0}^{t} \exp \left(-B_{k}(s)\right) d f_{k}(s)=\int_{0}^{t} \exp (-B(s)) d f(s)
$$

be fulfilled uniformly on $[0, \omega]$, where $B$ and $B_{k} \in \operatorname{BV}\left([0, \omega], \mathbb{R}^{n \times n}\right)(k=1,2, \ldots)$ are the continuous matrix-function satisfying the Lappo-Danilevskiŭ condition. Then the inclusion (6) holds.
Corollary 12. Let the matrix-functions $S_{c}(A)$ and $S_{c}\left(A_{k}\right)(k=0,1, \ldots), A(t) \equiv A_{0}(t)$, satisfy the Lappo-Danilevskiĭ condition and the condition

$$
\lim _{k \rightarrow+\infty} \sup \sum_{0 \leq t \leq \omega}\left\|d_{j} A_{k}(t)\right\|<+\infty \quad(j=1,2)
$$

hold. Let, moreover, the conditions

$$
\lim _{k \rightarrow+\infty} S_{c}\left(A_{k}\right)(t)=S_{c}(A)(t), \quad \lim _{k \rightarrow+\infty} S_{j}\left(A_{k}\right)=S_{j}(A)(t) \quad(j=1,2)
$$

and

$$
\lim _{k \rightarrow+\infty} \int_{0}^{t} \exp \left(-S_{c}\left(A_{k}\right)(s)\right) d f_{k}(s)=\int_{0}^{t} \exp \left(-S_{c}(A)(s)\right) d f(s)
$$

be fulfilled uniformly on $[0, \omega]$. Then the inclusion (6) holds.
Remark 1. The condition (8) is equivalent to the condition

$$
\operatorname{det}(H(t-) \cdot H(t+)) \neq 0 \text { for } t \in[0, \omega]
$$

Remark 2. Let $A_{*}(t) \equiv \mathcal{I}(H, A)(t)$ and (9) be fulfilled uniformly on $[0, \omega]$. Then the condition (14) holds and (15) is fulfilled uniformly on $[0, \omega]$ if and only if the condition (7) holds and (10) is fulfilled uniformly on $[0, \omega]$, respectively.

Remark 3. Without loss of generality we can assume that $H(t) \equiv I_{n}$ in Theorems 1 and $1^{\prime}$ and in the above corollaries.

Remark 4. In designations of Theorem 1':
(a) if (19) holds and the conditions (21),

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d\left(A_{* k}(s)-B_{k}(s)\right)=\int_{0}^{t} Z_{k}^{-1}(s) d\left(A_{*}(s)-B(s)\right) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} d_{j}\left(A_{* k}(t)-B_{k}(t)\right)=d_{j}\left(A_{*}(t)-B(t)\right) \quad(j=1,2) \tag{35}
\end{equation*}
$$

are fulfilled uniformly on $[0, \omega]$, then (22) is fulfilled uniformly on $[0, \omega]$, as well. On the other hand, if the condition (19) holds and the conditions (21) and

$$
\lim _{k \rightarrow+\infty}\left(A_{* k}(t)-B_{k}(t)\right)=A_{*}(t)-B(t)
$$

are fulfilled uniformly on $[0, \omega]$, then the conditions (34) and (35) are fulfilled uniformly on $[0, \omega]$, as well;
(b) if

$$
\lim _{k \rightarrow+\infty} \sup \sum_{0 \leq t \leq \omega}\left\|d_{j} f_{* k}(t)\right\|<+\infty \quad(j=1,2)
$$

and the conditions (21),

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \int_{0}^{t} Z_{k}^{-1}(s) d f_{* k}(s)=\int_{0}^{t} Z_{k}^{-1}(s) d f_{*}(s) \tag{36}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} d_{j} f_{* k}(t)=d_{j} f_{*}(t) \quad(j=1,2) \tag{37}
\end{equation*}
$$

are fulfilled uniformly on $[0, \omega]$, then the condition (24) is fulfilled uniformly on $[0, \omega]$, as well;
(c) if $B(t) \equiv A_{*}(t)$ and $B_{k}(t) \equiv A_{* k}(t)(k=1,2, \ldots)$, then (19) vanishes and (22) follows from (21).

Remark 5. In designations of Corollary 6:
(a) if (19) holds and (15) and (28) are fulfilled uniformly on $[0, \omega]$, then (29) is fulfilled uniformly on $[0, \omega]$, as well;
(b) if (26) and (27) holds and (28), (36) and (37) are fulfilled uniformly on $[0, \omega]$, then (30) is fulfilled uniformly on $[0, \omega]$, as well.
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## Ivan Kiguradze

## OSCILLATORY SOLUTIONS OF HIGHER ORDER NONLINEAR NONAUTONOMOUS DIFFERENTIAL SYSTEMS


#### Abstract

Oscillatory properties of solutions of higher order nonlinear nonautonomous differential systems are considered. In particular, unimprovable in a certain sense conditions are found under which all proper solutions of those systems are oscillatory.    
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On an infinite interval [ $a,+\infty[$, we consider the differential system

$$
\begin{equation*}
u_{i}^{\left(n_{i}\right)}=g_{i}\left(t, u_{1}, \ldots, u_{1}^{\left(n_{1}-1\right)}, u_{2}, \ldots, u_{2}^{\left(n_{2}-1\right)}\right) \quad(i=1,2) \tag{1}
\end{equation*}
$$

where $n_{1} \geq 1, n_{2} \geq 2, a>0, g_{i}:\left[a,+\infty\left[\times \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}(i=1,2)\right.\right.$ are continuous functions, satisfying on $\left[a,+\infty\left[\times \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}\right.\right.$ one of the following two conditions

$$
\begin{align*}
& g_{1}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(y_{1}\right) \geq f_{1}\left(t, y_{1}\right) \operatorname{sgn}\left(y_{1}\right) \\
& g_{2}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(x_{1}\right) \leq-f_{2}\left(t, x_{1}\right) \operatorname{sgn}\left(x_{1}\right) \tag{2}
\end{align*}
$$

or

$$
\begin{align*}
& g_{1}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(y_{1}\right) \geq f_{1}\left(t, y_{1}\right) \operatorname{sgn}\left(y_{1}\right) \\
& g_{2}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(x_{1}\right) \geq f_{2}\left(t, x_{1}\right) \operatorname{sgn}\left(x_{1}\right) \tag{3}
\end{align*}
$$

Here $f_{i}[a,+\infty[\times \mathbb{R} \rightarrow \mathbb{R}(i=1,2)$ are nondecreasing in the second argument continuous functions such that

$$
f_{i}(t, x) \operatorname{sgn}(x) \geq 0 \quad(i=1,2)
$$

The present paper is devoted to the investigation of oscillatory properties of solutions of system (1). Previously, such properties have been investigated only in the cases when system (1) can be reduced to one differential equation of order $n=n_{1}+n_{2}$ (see, $[1-13,15]$ and the references therein), or when $n_{1}=n_{2}=1$ (see, [14]).

A solution of system (1) defined on some interval $\left[a_{0},+\infty[\subset[a,+\infty[\right.$ is said to be proper if it does not identically equal to zero in any neighbourhood of $+\infty$.

A proper solution $\left(u_{1}, u_{2}\right)$ of system (1) is said to be oscillatory if at least one of its components changes sign in any neighbourhood of $+\infty$, and is said to be Kneser solution if in the interval $\left[a_{0},+\infty[\right.$ it satisfies the inequalities

$$
\begin{aligned}
& (-1)^{i} u_{1}^{(i)}(t) u_{1}(t) \geq 0 \quad\left(i=1, \ldots, n_{1}\right) \\
& (-1)^{k} u_{2}^{(k)}(t) u_{2}(t) \geq 0 \quad\left(k=1, \ldots, n_{2}\right)
\end{aligned}
$$

Assume

$$
n=n_{1}+n_{2}
$$

and introduce the definitions.
Definition 1. System (1) has the property $A_{0}$ if every its proper solution for even $n$ is oscillatory, and for odd $n$ either is oscillatory or is a Kneser solution.

Definition 2. System (1) has the property $B_{0}$ if every its proper solution for even $n$ is either oscillatory, or is a Kneser solution, or satisfies the condition

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left|u^{\left(n_{i}-1\right)}(t)\right|>0 \quad(i=1,2) \tag{4}
\end{equation*}
$$

and for $n$ odd either is oscillatory or satisfies condition (4).
If $m$ is a natural number, then by $\mathcal{N}_{m}^{0}$ we denote the set of those $k \in\{1, \ldots, m\}$ for which $m+k$ is even.

For an arbitrary natural $k$, we put

$$
I_{k}(t, x)=x\left[t^{n_{1}-1}+\int_{a}^{t}(t-s)^{n_{1}-1}\left|f_{1}\left(s, x s^{k-1}\right)\right| d s\right]
$$

Theorem 1. Let condition (2) be satisfied and for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-1}^{0}$ the equalities

$$
\begin{gather*}
\int_{a}^{+\infty}\left|f_{1}(t, x)\right| d t=+\infty, \quad \int_{a}^{+\infty} t^{n_{2}-1}\left|f_{2}(t, x)\right| d t=+\infty  \tag{5}\\
\int_{a}^{+\infty} t^{n_{2}-k-1}\left|f_{2}\left(t, I_{k}(t, x)\right)\right| d t=+\infty \tag{6}
\end{gather*}
$$

be fulfilled. Then system (1) has the property $A_{0}$.
Theorem 2. Let condition (3) be satisfied. If, moreover, $n_{2}>2\left(n_{2}=2\right)$ and for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-2}^{0}$ equalities (5) and (6) hold (for any $x \neq 0$ equalities (5) is fulfilled), then system (1) has the property $B_{0}$.

$$
\begin{aligned}
& \text { If } n_{1}=1, n_{2}=n-1 \\
& \qquad g_{1}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right)=y_{1}, \quad g_{2}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right)=f\left(t, x_{1}\right),
\end{aligned}
$$

then system (1) is equivalent to the differential equation

$$
\begin{equation*}
u^{(n)}=f(t, u) . \tag{7}
\end{equation*}
$$

We consider the last equation in the case where $f:[a,+\infty[\times \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function satisfying either the condition

$$
\begin{equation*}
f(t, 0)=0, \quad f(t, x) \leq f(t, y) \text { for } t>a, x<y \tag{8}
\end{equation*}
$$

or the condition

$$
\begin{equation*}
f(t, 0)=0, \quad f(t, x) \geq f(t, y) \text { for } t>a, x<y \tag{9}
\end{equation*}
$$

A solution $u$ of the equation (1), defined on some interval $\left[a_{0},+\infty[\subset[a,+\infty[\right.$, is said to be proper if is not identically zero in any neighborhood of $+\infty$.

A proper solution $u:\left[a_{0}+\infty[\rightarrow \mathbb{R}\right.$ is said to be oscillatory if it changes the sign in any neighborhood of $+\infty$ and side to be Kneser solution

$$
(-1)^{i} u^{(i)}(t) u(t) \geq 0 \text { for } t \geq a_{0}(i=1, \ldots, n)
$$

For equation (6), Definitions 1,2 and Theorems 1 and 2 have the following forms.
Definition 3. Equation (7) has the property $A_{0}$ if any proper solution of this equation in case $n$ even is oscillatory and in case $n$ odd either is oscillatory or is a Kneser solution.

Definition 4. Equation (7) has the property $B_{0}$ if any proper solution of this equation in case $n$ even either is oscillatory, or is a Kneser solution, or satisfies the condition

$$
\begin{equation*}
\lim _{t \rightarrow+\infty}\left|u^{(n-2)}(t)\right|=+\infty, \tag{10}
\end{equation*}
$$

and in case $n$ odd either is oscillatory or satisfies condition (10).

Theorem 3. If along with (8) the condition

$$
\begin{equation*}
\int_{a}^{+\infty} t^{n-k-1}\left|f\left(t, x t^{k-1}\right)\right| d t=+\infty \text { for } x \neq 0, \quad k \in \mathcal{N}_{n-1}^{0} \tag{11}
\end{equation*}
$$

holds, then equation (7) has the property $A_{0}$.
Theorem 4. If $n \geq 3$ and along with (9) the condition

$$
\begin{equation*}
\int_{a}^{+\infty} t^{n-k-1}\left|f\left(t, x t^{k-1}\right)\right| d t=+\infty \text { for } x \neq 0, \quad k \in \mathcal{N}_{n-2}^{0} \tag{12}
\end{equation*}
$$

holds, then equation (7) has the property $B_{0}$.
The conditions of Theorems $1-4$ are in a certain sense unimprovable. Moreover, the following statements are valid.

Theorem 5. Let condition (8) be satisfied and for any $x \neq 0$ there exist numbers $t_{x} \geq a$ and $\delta(x)>0$ such that

$$
t^{n-k-1}\left|f\left(t, x t^{k-1}\right)\right| \geq \delta(x)\left|f\left(t, x t^{n-1}\right)\right| \text { for } t \geq t_{x}, \quad k \in \mathcal{N}_{n-1}^{0}
$$

Then for the differential equation (6) to have the property $A_{0}$ it is necessary and sufficient equalities (11) to be fulfilled.

Theorem 6. Let conditions (9) be fulfilled, $n \geq 3$ and for any $x \neq 0$ there exist numbers $t_{x} \geq a$ and $\delta(x)>0$ such that

$$
t^{n-k-2}\left|f\left(t, x t^{k-1}\right)\right| \geq \delta(x)\left|f\left(t, x t^{n-2}\right)\right| \text { for } t \geq t_{x}, \quad k \in \mathcal{N}_{n-2}^{0}
$$

Then for the differential equation (2) to have the property $B_{0}$ it is necessary and sufficient equalities (12) to be fulfilled.

An essential difference between the above formulated theorems and the results obtained earlier (see, e.g., $[1-15])$ is that they cover the case, where the right-hand sides of system (1) and of equation (7) are slowly increasing with respect to the phase variable functions.

As an example, let us consider the differential equation

$$
\begin{equation*}
u^{(n)}=g_{0}(t) f_{0}(u)+g_{1}(t) \ln (1+|u|) \operatorname{sign}(u), \tag{13}
\end{equation*}
$$

$g_{i}:\left[a,+\infty\left[\rightarrow \mathbb{R}(i=0,1)\right.\right.$ are continuous functions, $f_{0}: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous, nondecreasing function such that

$$
f_{0}(x) x>0 \text { for } x \neq 0, \quad \sup \left\{\left|f_{0}(x)\right|: x \in \mathbb{R}\right\}<+\infty
$$

Theorems 5 and 6 result in the following corollaries.
Corollary 1. If $n \geq 3$ and $g_{0}(t) \leq 0, g_{1}(t) \leq 0$ for $t \geq a$, then for equation (13) to have property $A_{0}$ it is necessary and sufficient the equality

$$
\int_{a}^{+\infty}\left[g_{0}(t)+g_{1}(t) \ln t\right] d t=-\infty
$$

to be fulfilled.
Corollary 2. If $n \geq 4$ and $g_{0}(t) \geq 0, g_{1}(t) \geq 0$ for $t \geq a$, then for differential equation (13) to have property $B_{0}$ it is necessary and sufficient the equality

$$
\int_{a}^{+\infty} t\left[g_{0}(t)+g_{1}(t) \ln t\right] d t=+\infty
$$

to be satisfied.

Consider now the case where the right-hand sides of system (1) on the set $\left[a,+\infty\left[\times \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}}\right.\right.$ satisfy either the inequalities

$$
\begin{align*}
& g_{1}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(y_{1}\right) \geq p_{1}(t)\left|y_{1}\right|^{\lambda_{1}} \\
& g_{2}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(x_{1}\right) \leq-p_{2}(t)\left|x_{1}\right|^{\lambda_{2}} \tag{14}
\end{align*}
$$

or the inequalities

$$
\begin{align*}
& g_{1}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(y_{1}\right) \geq p_{1}(t)\left|y_{1}\right|^{\lambda_{1}} \\
& g_{2}\left(t, x_{1}, \ldots, x_{n_{1}}, y_{1}, \ldots, y_{n_{2}}\right) \operatorname{sgn}\left(x_{1}\right) \geq p_{2}(t)\left|x_{1}\right|^{\lambda_{2}}, \tag{15}
\end{align*}
$$

where

$$
\lambda_{1}>0, \quad \lambda_{2}>0, \quad \lambda_{1} \lambda_{2}>1,
$$

and $p_{i}:[a,+\infty[\rightarrow[0,+\infty[$ are continuous functions.
Along with system (1), let us consider its particular cases

$$
\begin{equation*}
u_{1}^{\left(n_{1}\right)}=p_{1}(t)\left|u_{2}\right|^{\lambda_{1}} \operatorname{sgn}\left(u_{2}\right), \quad u_{2}^{\left(n_{2}\right)}=-p_{2}(t)\left|u_{1}\right|^{\lambda_{2}} \operatorname{sgn}\left(u_{1}\right) \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{1}^{\left(n_{1}\right)}=p_{1}(t)\left|u_{2}\right|^{\lambda_{1}} \operatorname{sgn}\left(u_{2}\right), \quad u_{2}^{\left(n_{2}\right)}=p_{2}(t)\left|u_{1}\right|^{\lambda_{2}} \operatorname{sgn}\left(u_{1}\right) . \tag{17}
\end{equation*}
$$

Theorem 7. If along with (14) (along with (15)) the conditions

$$
\begin{gather*}
\int_{a}^{+\infty} p_{1}(t) d t=+\infty  \tag{18}\\
\int_{a}^{+\infty} t^{n_{2}-1}\left[\int_{a}^{t}(t-s)^{n_{1}-1}\left(\frac{s}{t}\right)^{\left(n_{2}-1\right) \lambda_{1}} p_{1}(s) d s\right]^{\lambda_{2}} p_{2}(t) d t=+\infty,  \tag{19}\\
\lim _{x \rightarrow+\infty} \int_{a}^{x} t^{n_{1}-1}\left[\int_{t}^{x}(s-t)^{n_{2}-1} p_{2}(s) d s\right]^{\lambda_{1}} p_{1}(t) d t=+\infty \tag{20}
\end{gather*}
$$

are fulfilled, then system (1) has the property $A_{0}$ (the property $B_{0}$ ).
Note that if

$$
\liminf _{t \rightarrow+\infty} \frac{\int_{a}^{t}(t-s)^{n_{1}-1} s^{\left(n_{2}-1\right) \lambda_{1}} p_{1}(s) d s}{t^{\left(n_{2}-1\right) \lambda_{1}} \int_{a}^{t}(t-s)^{n_{1}-1} p_{1}(s) d s}>0
$$

then condition (19) takes the form

$$
\begin{equation*}
\int_{a}^{+\infty} t^{n_{2}-1}\left[\int_{a}^{t}(t-s)^{n_{2}-1} p_{1}(s) d s\right]^{\lambda_{2}} p_{2}(t) d t=+\infty \tag{22}
\end{equation*}
$$

For system (16), from Theorem 5 it follows
Corollary 3. If conditions (18) and (21) are fulfilled, then for system (16) (system (17)) to have the property $A_{0}$ (the property $B_{0}$ ), it is necessary and sufficient the equalities (20) and (22) to be satisfied.
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## ON OSCILLATORY AND MONOTONE SOLUTIONS OF NONLINEAR FUNCTIONAL DIFFERENTIAL SYSTEMS


#### Abstract

The nonlinear functional differential system with deviating arguments $$
u_{1}^{\left(n_{1}\right)}(t)=f_{1}\left(t, u_{2}\left(\tau_{1}(t)\right)\right), \quad u_{2}^{\left(n_{2}\right)}(t)=f_{2}\left(t, u_{1}\left(\tau_{2}(t)\right)\right)
$$ is considered, where $f_{i}:\left[a,+\infty\left[\times \mathbb{R} \rightarrow \mathbb{R}(i=1,2)\right.\right.$ and $\tau_{i}:[a,+\infty[\rightarrow \mathbb{R}(i=1,2)$ are continuous functions, and $\tau_{i}(t) \rightarrow+\infty$ as $t \rightarrow+\infty(i=1,2)$. Conditions are found under which any proper solution of that system is, respectively: a) oscillatory, b) either oscillatory or Kneser solution, c) either oscillatory or rapidly increasing.   $$
u_{1}^{\left(n_{1}\right)}(t)=f_{1}\left(t, u_{2}\left(\tau_{1}(t)\right)\right), \quad u_{2}^{\left(n_{2}\right)}(t)=f_{2}\left(t, u_{1}\left(\tau_{2}(t)\right)\right),
$$     2000 Mathematics Subject Classification: 34K11, 34K12. Key words and phrases: Functional differential system, nonlinear, oscillatory solution, Kneser solution, rapidly increasing solution, property $A_{0}$, property $B_{0}$.


The present paper is devoted to the investigation of asymptotic properties of solutions of the nonlinear functional differential system

$$
\begin{equation*}
u_{1}^{\left(n_{1}\right)}(t)=f_{1}\left(t, u_{2}\left(\tau_{1}(t)\right)\right), \quad u_{2}^{\left(n_{2}\right)}(t)=f_{2}\left(t, u_{1}\left(\tau_{2}(t)\right)\right) \tag{1}
\end{equation*}
$$

Here, $n_{1} \geq 1, n_{2} \geq 2, a>0$, while $f_{i}:\left[a,+\infty\left[\times \mathbb{R} \rightarrow \mathbb{R}\right.\right.$ and $\tau_{i}:[a,+\infty[\rightarrow \mathbb{R}(i=1,2)$ are continuous functions. Moreover,

$$
\lim _{t \rightarrow+\infty} \tau_{i}(t)=+\infty \quad(i=1,2)
$$

and one of the following two conditions

$$
\begin{gather*}
f_{i}(t, 0)=0, \quad(-1)^{i-1} f_{i}(t, x) \leq(-1)^{i-1} f_{i}(t, y) \text { for } t>a, \quad x<y \quad(i=1,2)  \tag{2}\\
f_{i}(t, 0)=0, \quad f_{i}(t, x) \leq f_{i}(t, y) \text { for } t \geq a, \quad x<y \quad(i=1,2) \tag{3}
\end{gather*}
$$

is satisfied.
Asymptotic (including oscillatory) properties of solutions of the system (1) previously have been investigated mainly in the cases where this system can be reduced to one $n_{1}+n_{2}$-order functional differential equation, or in the cases where $n_{1}=n_{2}=1$ (see $[1-7,11,12,15-19]$ and the references therein). The case, where $n_{1}+n_{2}>2, \tau_{i}(t) \not \equiv t(i=1,2)$, and the system (1) cannot be reduced to one equation, still remains practically unstudied. The results of the present paper concern namely this case.

Let $a_{0} \geq a$. A vector function $\left(u_{1}, u_{2}\right):\left[a_{0},+\infty\left[\rightarrow \mathbb{R}^{2}\right.\right.$ is said to be a solution of the system (1) if $u_{1}$ and $u_{2}$ are, respectively, $n_{1}$-times and $n_{2}$-times continuously differentiable functions, and there exist continuous functions $\left.\left.v_{i}:\right]-\infty, a_{0}\right] \rightarrow \mathbb{R}(i=1,2)$ such that on $\left[a_{0},+\infty[\right.$ the equalities (1) are fulfilled, where

$$
u_{i}(t)=v_{i}(t) \text { for } t \leq a_{0}(i=1,2)
$$

A solution $\left(u_{1}, u_{2}\right)$ of the system (1), defined on some interval $\left[a_{0},+\infty[\subset[a,+\infty[\right.$, is said to be proper if it is not identically zero in any neighborhood of $+\infty$.

A proper solution of the system (1) is said to be oscillatory if at least one of its components changes the sign in any neighborhood of $+\infty$.

Note that if one of the conditions (2) and (3) is satisfied, then both components of every oscillatory solution of the system (1) change the sign in any neighborhood of $+\infty$.

A nontrivial solution $\left(u_{1}, u_{2}\right):\left[a_{0},+\infty[\rightarrow \mathbb{R}\right.$ of the system (1) is said to be K Kneser solution if on $\left[a_{0},+\infty[\right.$ it satisfies the inequalities

$$
\begin{aligned}
(-1)^{i} u_{1}^{(i)}(t) u_{1}(t) & \geq 0 \quad\left(i=1, \ldots, n_{1}\right) \\
(-1)^{k} u_{2}^{(k)}(t) u_{2}(t) & \geq 0 \quad\left(k=1, \ldots, n_{2}\right),
\end{aligned}
$$

and it is said to be rapidly increasing if

$$
\lim _{t \rightarrow+\infty}\left|u_{i}^{\left(n_{i}-1\right)}(t)\right|>0 \quad(i=1,2)
$$

Let

$$
n=n_{1}+n_{2}
$$

and following I. Kiguradze $[8,9]$ introduce the definitions.
Definition 1. The system (1) has the property $A_{0}$ if every its proper solution for $n$ even is oscillatory, and for $n$ odd either is oscillatory or is a Kneser solution.

Definition 2. The system (1) has the property $B_{0}$ if every its proper solution for $n$ even either is oscillatory, or is a Kneser solution, or is rapidly increasing, and for $n$ odd either is oscillatory or is rapidly increasing.
I. T. Kiguradze $[8,9]$ has established unimprovable in a certain sense conditions under which the differential system

$$
u_{1}^{\left(n_{1}\right)}(t)=f_{1}\left(t, u_{2}(t)\right), \quad u_{2}^{\left(n_{2}\right)}(t)=f_{2}\left(t, u_{1}(t)\right)
$$

has the property $A_{0}$ (the property $B_{0}$ ). The theorems below are the generalizations of those results for the system (1).

If $m$ is a natural number, then by $\mathcal{N}_{m}^{0}$ we denote the set of those $k \in\{1, \ldots, m\}$ for which $m+k$ is even.

For any natural $k$, we put

$$
\varphi_{k}(t, x)=x\left[\left|\tau_{2}(t)\right|^{n_{1}-1}+\int_{a}^{\tau_{2}(t)}\left(\tau_{2}(t)-s\right)^{n_{1}-1}\left|f_{1}\left(t, x\left|\tau_{1}(s)\right|^{k-1}\right)\right| d s\right] .
$$

Theorem 1. Let the condition (2) hold and let for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-1}^{0}$ the equalities

$$
\begin{gather*}
\int_{a}^{+\infty}\left|f_{1}(t, x)\right| d t=+\infty, \quad \int_{a}^{+\infty} t^{n_{2}-1}\left|f_{2}(t, x)\right| d t=+\infty  \tag{4}\\
\int_{a}^{+\infty} t^{n_{2}-k-1}\left|f_{2}\left(t, \varphi_{k}(t, x)\right)\right| d t=+\infty \tag{5}
\end{gather*}
$$

be satisfied. Then the system (1) has the property $A_{0}$.
Theorem 2. Let $n_{2}>2\left(n_{2}=2\right)$ and the condition (3) hold. If, moreover, for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-2}^{0}$ the equalities (4) and (5) are satisfied (for any $x \neq 0$ the equalities (4) are satisfied), then the system (1) has the property $B_{0}$.
Remark 1. For the equality (5) to be satisfied for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-1}^{0}$ it is sufficient that the equality

$$
\int_{a}^{+\infty}\left|f_{2}\left(t, x\left|\tau_{2}(t)\right|^{n_{1}-1}\right)\right| d t=+\infty
$$

be satisfied for any $x \neq 0$.
The conditions of Theorems 1 and 2 do not guarantee the existence of proper solutions appearing in the definitions of the properties $A_{0}$ and $B_{0}$. The problem on the existence of such solutions needs additional investigation. In particular, for the system (1) we have to study the initial problem

$$
\begin{equation*}
u_{i}^{(k-1)}(a)=c_{i k} \quad\left(k=1, \ldots, n_{i} ; \quad i=1,2\right) \tag{6}
\end{equation*}
$$

the Kneser problem

$$
\begin{equation*}
\sum_{i=1}^{2} \sum_{k=1}^{n_{i}}\left|u_{i}^{(k-1)}(a)\right|=c_{0}, \quad(-1)^{k-1} u_{i}^{(k-1)}(t) u_{i}(t)>0 \text { for } t \geq a\left(k=1, \ldots, n_{i} ; \quad i=1,2\right) \tag{7}
\end{equation*}
$$

and the Kiguradze problem [10]

$$
\begin{gather*}
u_{1}^{(k-1)}(a)=\alpha_{1 k} u_{2}^{\left(n_{2}-1\right)}(a)+c_{1 k} \quad\left(k=1, \ldots, n_{1}\right), \\
u_{2}^{(k-1)}(a)=\alpha_{2 k} u_{1}^{\left(n_{2}-1\right)}(a)+c_{2 k}\left(k=1, \ldots, n_{2}-1\right), \quad \liminf _{t \rightarrow+\infty}\left|u_{2}^{\left(n_{2}-1\right)}(t)\right|<+\infty . \tag{8}
\end{gather*}
$$

The following lemma is valid.
Lemma 1. If the conditions

$$
a \leq \tau_{i}(t)<t, \quad f_{i}(t, x) \neq 0 \text { for } t>a, \quad x \neq 0 \quad(i=1,2)
$$

and

$$
\sum_{i=1}^{2} \sum_{k=1}^{n_{i}}\left|c_{i k}\right|>0
$$

are fulfilled, then the problem (1), (6) is solvable and every its solution is proper.
On the basis of the methods proposed in [13] and [14], the following lemmas can be proved.
Lemma 2. If $c_{0}>0$,

$$
\tau_{i}(t)>t \text { for } t>a \quad(i=1,2)
$$

and

$$
f_{1}(t, x) x>0, \quad(-1)^{n_{1}+n_{2}} f_{2}(t, x) x>0 \text { for } t>a, \quad x \neq 0
$$

then the problem (1), (7) is solvable.
Lemma 3. Let the conditions

$$
\begin{gathered}
a \leq \tau_{i}(t)<t, \quad f_{i}(t, x) x>0 \text { for } t \geq a, \quad x \neq 0 \quad(i=1,2), \\
f_{1}(t, x) \leq f_{1}(t, y) \text { for } t \geq a, x \leq y
\end{gathered}
$$

and

$$
\int_{a}^{+\infty}\left|f_{1}\left(t, x\left|\tau_{1}(t)\right|^{n_{2}-1}\right)\right| d t=+\infty \text { for } x \neq 0
$$

hold. If, moreover,

$$
\alpha_{1 j}>0, \quad \alpha_{2 k}>0\left(j=1, \ldots, n_{1} ; \quad k=1, \ldots, n_{2}-1\right), \quad \sum_{j=1}^{n_{1}}\left|c_{1 j}\right|+\sum_{k=1}^{n_{2}-1}\left|c_{2 k}\right|>0
$$

then the problem (1), (8) is solvable and every its solution is proper.
Theorem 1 and Lemmas 1 and 2 yield the following propositions.
Theorem 3. Let $n_{1}+n_{2}$ be even and along with (2) the condition

$$
\begin{equation*}
\tau_{i}(t)<t, \quad f_{i}(t, x) \neq 0 \text { for } t \geq a, \quad x \neq 0 \quad(i=1,2) \tag{9}
\end{equation*}
$$

be satisfied. If, moreover, for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-1}^{0}$ the equalities (4) and (5) are fulfilled, then the system (1) has an infinite set of proper solutions and every such solution is oscillatory.

Theorem $3^{\prime}$. Let $n_{1}+n_{2}$ be odd and along with (2) the condition

$$
\begin{equation*}
\tau_{i}(t)>t, \quad f_{i}(t, x) \neq 0 \text { for } t>a, \quad x \neq 0 \quad(i=1,2) \tag{10}
\end{equation*}
$$

hold. If, moreover, for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-1}^{0}$ the equalities (4) and (5) are satisfied, then:
(i) the system (1) has an infinite set of proper Kneser solutions and every such solution is vanishing at infinity;
(ii) an arbitrary nontrivial solution $\left(u_{1}, u_{2}\right)$ of the system (1), defined on some interval $\left[a_{0},+\infty[\subset\right.$ $[a,+\infty[$ and satisfying the inequality

$$
\min \left\{(-1)^{k} u_{i}^{(k)}\left(a_{0}\right) u_{i}\left(a_{0}\right): k=1, \ldots, n_{i}-1 ; i=1,2\right\} \leq 0
$$

## is oscillatory.

On the basis of Theorem 2 and Lemma 3 the following theorem can be proved.
Theorem 4. Let $n_{1}+n_{2}$ be odd and the conditions (3) and (9) hold. If, moreover, $n_{2}>2\left(n_{2}=2\right)$ and for any $x \neq 0$ and $k \in \mathcal{N}_{n_{2}-2}^{0}$ the equalities (4) and (5) are satisfied (for any $x \neq 0$ the equalities (4) are satisfied), then the system (1) has infinite sets of oscillatory and rapidly increasing solutions.

Remark 2. If $n_{1}+n_{2}$ is even and the conditions (3) and (10) hold, then by Lemma 3 the system (1) has an infinite set of proper Kneser solutions. However, in this case the problem on the existence of oscillatory and rapidly increasing solutions of that system remains open.
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## BOUNDED SOLUTIONS OF NONLINEAR DIFFERENTIAL SYSTEMS WITH DEVIATING ARGUMENTS


#### Abstract

For systems of nonlinear differential equations with deviating arguments, sufficient conditions for the existence and uniqueness of bounded on $(-\infty,+\infty)$ solutions are established.   
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Consider the system of nonlinear differential equations with deviating arguments

$$
\begin{equation*}
x_{i}^{\prime}(t)=g_{i}(t) x_{i}(t)+f_{i}\left(t, x_{1}\left(\tau_{i 1}(t)\right), \ldots, x_{n}\left(\tau_{i n}(t)\right)\right)(i=1, \ldots, n), \tag{1}
\end{equation*}
$$

where $\tau_{i j}: \mathbb{R} \rightarrow \mathbb{R}(i, j=1, \ldots, n)$ are measurable in any finite interval functions, $g_{i} \in L_{l o c}(\mathbb{R}, \mathbb{R})$ $(i=1, \ldots, n)$ and $f_{i}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}(i=1, \ldots, n)$ are functions satisfying the local Carathéodory conditions.

A vector function $\left(x_{i}\right)_{i=1}^{n}: \mathbb{R} \rightarrow \mathbb{R}^{n}$ is said to be a bounded solution of the system (1) if it is absolutely continuous in any finite interval, satisfies the system (1) almost everywhere on $\mathbb{R}$ and

$$
\sup \left\{\sum_{i=1}^{n}\left|x_{i}(t)\right|: t \in \mathbb{R}\right\}<+\infty
$$

For systems of ordinary differential equations, the problem on the existence of bounded solutions is investigated in detail (see, [4-7] and the references therein). In particular, for both linear [5] and essentially nonlinear differential systems [4,6], I. Kiguradze has established unimprovable in a certain sense conditions guaranteeing, respectively, the existence and uniqueness of a bounded solution.

By R. Hakl $[1,2]$ effective sufficient conditions are established for the existence of a unique solution of a linear differential system with deviating arguments

$$
\frac{d x_{i}(t)}{d t}=\sum_{j=1}^{n} p_{i j}(t) x_{j}\left(\tau_{i j}(t)\right)+q_{i}(t) \quad(i=1, \ldots, n)
$$

In the present paper, based on the method of a priori estimates elaborated in [3, 4, 8-10], the Kiguradze type theorems on the existence and uniqueness of a bounded solution of the system (1) are established.

Throughout the paper the following notation is used.
$\mathbb{R}=(-\infty,+\infty), \mathbb{R}_{+}=[0, \infty)$.
$\mathbb{R}^{n}$ is the space of $n$-dimensional vectors $x=\left(x_{i}\right)_{i=1}^{n}$ with the components $x_{i} \in \mathbb{R}(i=1, \ldots, n)$.
$\mathbb{R}^{n \times n}$ is the space of $n \times n$ matrices $X=\left(x_{i j}\right)_{i, j=1}^{n}$ with the components $x_{i j} \in \mathbb{R}(i, j=1, \ldots, n)$.
$\mathbb{R}_{+}^{n \times n}=\left\{X=\left(x_{i j}\right)_{i, j=1}^{n} \in \mathbb{R}^{n \times n}: x_{i j} \in \mathbb{R}_{+}(i, j=1, \ldots, n)\right\}$.
$r(X)$ is the spectral radius of the matrix $X \in \mathbb{R}^{n \times n}$.
$L_{\text {loc }}(\mathbb{R}, \mathbb{R})$ is the space of summable in any finite interval functions $u: \mathbb{R} \rightarrow \mathbb{R}$.

Theorem 1. Let there exist a constant matrix $A=\left(a_{i j}\right)_{i, j=1}^{n} \in \mathbb{R}_{+}^{n \times n}$, a nonnegative number $b$, and nonnegative functions $p_{i j}, q_{i} \in L_{\text {loc }}(\mathbb{R}, \mathbb{R})(i, j=1, \ldots, n)$ such that

$$
\begin{gather*}
r(A)<1,  \tag{2}\\
\left|f_{i}\left(t, x_{1}, \ldots, x_{n}\right)\right| \leq \sum_{j=1}^{n} p_{i j}(t)\left|x_{j}\right|+q_{i}(t) \quad \text { for } t \in \mathbb{R}, \quad\left(x_{j}\right)_{j=1}^{n} \in \mathbb{R}^{n} \quad(i=1, \ldots, n), \\
\left|\int_{t_{i}}^{t} \exp \left(\int_{s}^{t} g_{i}(\xi) d \xi\right) p_{i j}(s) d s\right| \leq a_{i j} \quad \text { for } t \in \mathbb{R} \quad(i, j=1, \ldots, n),  \tag{3}\\
\sum_{i=1}^{n}\left|\int_{t_{i}}^{t} \exp \left(\int_{s}^{t} g_{i}(\xi) d \xi\right) q_{i}(s) d s\right| \leq b \quad \text { for } t \in \mathbb{R}, \tag{4}
\end{gather*}
$$

where $t_{i} \in\{-\infty,+\infty\}(i=1, \ldots, n)$. Then the system (1) has at least one bounded solution.
Theorem 2. Let there exist a constant matrix $A=\left(a_{i j}\right)_{i, j=1}^{n} \in \mathbb{R}_{+}^{n \times n}$, a nonnegative number $b$, and nonnegative functions $p_{i j} \in L_{l o c}(\mathbb{R}, \mathbb{R})(i, j=1, \ldots, n)$ such that along with (2), (3) the conditions

$$
\begin{align*}
\mid f_{i}\left(t, x_{1}, \ldots,\right. & \left.x_{n}\right)-f_{i}\left(t, y_{1}, \ldots, y_{n}\right) \mid \\
\leq & \sum_{j=1}^{n} p_{i j}(t)\left|x_{j}-y_{j}\right| \quad \text { for } t \in \mathbb{R}, \quad\left(x_{j}\right)_{j=1}^{n} \in \mathbb{R}^{n}, \quad\left(y_{j}\right)_{j=1}^{n} \in \mathbb{R}^{n} \quad(i=1, \ldots, n),  \tag{5}\\
& \sum_{i=1}^{n}\left|\int_{t_{i}}^{t} \exp \left(\int_{s}^{t} g_{i}(\xi) d \xi\right)\right| f_{i}(s, 0 \ldots, 0)|d s| \leq b \quad \text { for } t \in \mathbb{R} \tag{6}
\end{align*}
$$

and

$$
\begin{equation*}
\limsup _{t \rightarrow t_{i}} \int_{0}^{t} g_{i}(s) d s=+\infty \quad(i=1, \ldots, n) \tag{7}
\end{equation*}
$$

be fulfilled, where $t_{i} \in\{-\infty,+\infty\}(i=1, \ldots, n)$. Then the system (1) has one and only one bounded solution.

Let us describe a scheme of proving the above-formulated theorems.
For an arbitrary natural number $m$, we consider the system of differential equations

$$
\begin{equation*}
x_{i}^{\prime}(t)=g_{i}(t) x_{i}(t)+\lambda f_{i}\left(t, x_{1}\left(\tau_{i 1 m}(t)\right), \ldots, x_{n}\left(\tau_{i n m}(t)\right)\right) \quad(i=1, \ldots, n) \tag{8}
\end{equation*}
$$

and the system of differential equations

$$
\begin{equation*}
\left|x_{i}^{\prime}(t)-g_{i}(t) x_{i}(t)\right| \leq \sum_{j=1}^{n} p_{i j}(t)\left|x_{j}\left(\tau_{i j m}(t)\right)\right|+q_{i}(t) \quad(i=1, \ldots, n) \tag{9}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
x_{i}\left(\sigma_{i} m\right)=0 \quad(i=1, \ldots, n) . \tag{10}
\end{equation*}
$$

Here $\lambda \in[0,1], \sigma_{i} \in\{-1,1\}(i=1, \ldots, n)$,

$$
\tau_{i j m}(t)= \begin{cases}\tau_{i j}(t) & \text { for }\left|\tau_{i j}(t)\right| \leq m \\ m & \text { for } \tau_{i j}(t)>m \\ -m & \text { for } \tau_{i j}(t)<-m\end{cases}
$$

and $p_{i j} \in L_{l o c}(\mathbb{R}, \mathbb{R}), q_{i} \in L_{l o c}(\mathbb{R}, \mathbb{R})(i, j=1, \ldots, n)$ are nonnegative functions.
An absolutely continuous vector function $\left(x_{i}\right)_{i=1}^{n}:[-m, m] \rightarrow \mathbb{R}^{n}$ is said to be a solution of the system (8) (of the system (9)) if it almost everywhere on $[-m, m]$ satisfies this system. A solution of the system (8) (of the system (9)), satisfying the boundary conditions (10), is called a solution of the problem (8), (10) (of the problem (9), (10)).

The following lemmas are valid.

Lemma 1. Let there exist a positive constant $\rho$ such that for an arbitrary natural number $m$ and arbitrary $\lambda \in[0,1]$ every solution of the problem (8), (10) admits the estimate

$$
\begin{equation*}
\max \left\{\sum_{i=1}^{n}\left|x_{i}(t)\right|:-m \leq t \leq m\right\} \leq \rho \tag{11}
\end{equation*}
$$

Then the system (1) has at least one bounded solution.
Lemma 2. Let inequalities (2)-(4), where $t_{i} \in\{-\infty,+\infty\}(i=1, \ldots, n), A=\left(a_{i j}\right)_{i, j=1}^{n} \in \mathbb{R}_{+}^{n \times n}$ and $b \in \mathbb{R}_{+}$, be fulfilled. Moreover, let the condition

$$
\sigma_{i}= \begin{cases}1 & \text { if } t_{i}=+\infty \\ -1 & \text { if } t_{i}=-\infty\end{cases}
$$

for any $i \in\{1, \ldots, n\}$ be fulfilled. Then there exists a positive constant $\rho$ such that for an arbitrary natural $m$ every solution of the problem (9), (10) admits the estimate (11).

Theorem 1 follows from Lemmas 1 and 2.
Assume now that the conditions of Theorem 2 are fulfilled. Then by Theorem 1, the system (1) has at least one bounded solution $\left(x_{i}\right)_{i=1}^{n}$. Our aim is to show that an arbitrary bounded solution $\left(\bar{x}_{i}\right)_{i=1}^{n}$ of that system coincides with $\left(x_{i}\right)_{i=1}^{n}$. Assume

$$
u_{i}(t)=\bar{x}_{i}(t)-x_{i}(t) \quad(i=1, \ldots, n)
$$

and

$$
\rho_{i}=\sup \left\{\left|u_{i}(t)\right|: t \in \mathbb{R}\right\} \quad(i=1, \ldots, n)
$$

Then according to the condition (5), the vector function $\left(u_{i}\right)_{i=1}^{n}$ is a bounded solution of the system of differential inequalities

$$
\left|u_{i}^{\prime}(t)-g_{i}(t) u_{i}(t)\right| \leq \sum_{j=1}^{n} p_{i j}(t) \rho_{j} \quad(i=1, \ldots, n)
$$

If we now take the conditions (3) and (7) into account, then it becomes clear that

$$
\left|u_{i}(t)\right| \leq \sum_{j=1}^{n}\left|\int_{t_{i}}^{t} \exp \left(\int_{s}^{t} g_{i}(\xi) d \xi\right) p_{i j}(s) d s\right| \rho_{j} \leq \sum_{j=1}^{n} a_{i j} \rho_{j} \text { for } t \in \mathbb{R} \quad(i=1, \ldots, n)
$$

and

$$
\rho_{i} \leq \sum_{j=1}^{n} a_{i j} \rho_{j} \quad(i=1, \ldots, n)
$$

Hence, in view of (2), it follows that

$$
\rho_{i}=0 \quad(i=1, \ldots, n)
$$

and, consequently,

$$
\bar{x}_{i}(t) \equiv x_{i}(t) \quad(i=1, \ldots, n)
$$

Example. Consider the differential equation

$$
\begin{equation*}
x^{\prime}(t)=g(t)[x(t)+a|x(\tau(t))|+b] \tag{12}
\end{equation*}
$$

where $a \in \mathbb{R}_{+}, b>0, \tau: \mathbb{R} \rightarrow \mathbb{R}$ is a measurable in any infinite interval function and $g \in L_{\text {loc }}(\mathbb{R}, \mathbb{R})$ is a nonnegative function such that

$$
\begin{equation*}
\int_{0}^{+\infty} g(s) d s=+\infty \tag{13}
\end{equation*}
$$

The equation (12) follows from the system (1) in case

$$
\begin{equation*}
n=1, \quad \tau_{1}(t)=\tau(t), \quad g_{1}(t)=g(t), \quad f_{1}\left(t, x_{1}\right)=g_{1}(t)\left(a\left|x_{1}\right|+b\right) \tag{14}
\end{equation*}
$$

On the other hand, the equalities (13) and (14) guarantee the fulfilment of the conditions (3), (5)-(7), where

$$
t_{1}=+\infty, \quad a_{11}=a, \quad p_{11}(t)=a_{11} g_{1}(t)
$$

whence by Theorem 2, it follows that if

$$
\begin{equation*}
a<1 \tag{15}
\end{equation*}
$$

then the equation (12) has a unique bounded solution.
Let us now show that the condition (15) is also necessary for the existence of a bounded solution of the equation (1). Indeed, let the equation (12) have a bounded solution $x$. If we put

$$
\delta=\inf \{|x(t)|: t \in \mathbb{R}\}
$$

then with regard for (13), we find

$$
\begin{aligned}
-x(t) & =\int_{t}^{+\infty} \exp \left(\int_{s}^{t} g(\xi) d \xi\right) g(s)[a|x(\tau(s))|+b] d s \\
& \geq(a \delta+b) \int_{t}^{+\infty} \exp \left(\int_{s}^{t} g(\xi) d \xi\right) g(s) d s=a \delta+b>0 \text { for } t \in \mathbb{R}
\end{aligned}
$$

and

$$
\delta \geq a \delta+b
$$

Consequently, the inequality (15) is fulfilled.
The above-constructed example shows that the condition (2) in Theorems 1 and 2 is unimprovable and it cannot be replaced by the condition

$$
r(A) \leq 1
$$
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