
Memoirs on Differential Equations and Mathematical Physics
Volume 72, 2017, 1–14

R. P. Agarwal, A. Golev, S. Hristova, D. O’Regan and K. Stefanova

ITERATIVE TECHNIQUES WITH INITIAL TIME
DIFFERENCE AND COMPUTER REALIZATION
FOR THE INITIAL VALUE PROBLEM FOR
CAPUTO FRACTIONAL DIFFERENTIAL EQUATIONS



Abstract. Some algorithms are given and applied in an appropriate computer environment to solve
approximately the initial value problem for scalar nonlinear Caputo fractional differential equations
on a finite interval. Various schemes for constructing successive approximations are suggested. They
do not use Mittag–Leffler functions and as a result the practical application of the algorithms is
easier. Several particular initial value problems for Caputo fractional differential equations are given
to illustrate the advantages of the iterative techniques.∗
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ÒÄÆÉÖÌÄ. ÌÏÝÄÌÖËÉÀ ÆÏÂÉÄÒÈÉ ÀËÂÏÒÉÈÌÉ ÓÀÓÒÖË ÉÍÔÄÒÅÀËÆÄ ÊÀÐÖÔÏÓ ÓÊÀËÀÒÖËÉ
ÀÒÀßÒ×ÉÅÉ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ ÓÀßÚÉÓÉ ÀÌÏÝÀÍÉÓ
ÌÉÀáËÏÄÁÉÈÉ ÀÌÏÍÀáÓÍÉÓ ÓÀÐÏÅÍÄËÀÃ ÃÀ ÌÀÈÉ ÊÏÌÐÉÖÔÄÒÖËÉ ÒÄÀËÉÆÀÝÉÀ. ÛÄÌÏÈÀÅÀÆÄÁÖ-
ËÉÀ ÌÉÌÃÄÅÒÏÁÉÈÉ ÌÉÀáËÏÄÁÉÓ ÌÄÈÏÃÉÈ ÀÌÏÍÀáÓÍÉÓ ÀÂÄÁÉÓ ÓáÅÀÃÀÓáÅÀ ÓØÄÌÀ, ÒÏÌÄËÉÝ ÀÒ
ÉÚÄÍÄÁÓ ÌÉÔÀÂ-ËÄ×ËÄÒÉÓ ×ÖÍØÝÉÄÁÓ, ÒÉÓ ÛÄÃÄÂÀÃÀÝ ÀËÂÏÒÉÈÌÄÁÉÓ ÐÒÀØÔÉÊÖËÉ ÂÀÌÏÚÄÍÄÁÀ
ÉÏËÃÄÁÀ. ÉÔÄÒÀÝÉÖËÉ ÌÄÈÏÃÄÁÉÓ ÖÐÉÒÀÔÄÓÏÁÉÓ ÓÀÉËÖÓÔÒÀÝÉÏÃ ÌÏÚÅÀÍÉËÉÀ ÒÀÌÃÄÍÉÌÄ
ÊÏÍÊÒÄÔÖËÉ ÓÀßÚÉÓÉ ÀÌÏÝÀÍÀ ÊÀÐÖÔÏÓ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Introduction
Various processes with anomalous dynamics in science and engineering can be formulated mathemat-
ically using fractional differential operators because of its memory and hereditary properties [6, 13].
There is only a small number of fractional differential equations, including linear equations with
variable coefficients, which can be solved in closed form and this causes some problems in practical
applications.

This paper considers an initial value problem for a nonlinear scalar Caputo fractional differential
equation on a closed interval. Several iterative techniques combined with the method of lower and
upper solutions are applied to find the approximate solution of the given problem. Mild lower and mild
upper solutions are defined. Several algorithms for constructing two convergent monotone functional
sequences are given and we prove that both sequences converge and their limits are minimal and
maximal solutions of the problem. When the right-hand side of the equations are monotone functions
with respect to the time variable, the elements of these sequences do not depend on Mittag–Leffler
functions and they can be obtained in closed form with the help of an appropriate software such as
Wolfram Mathematica.

We note that iterative techniques combined with lower and upper solutions are applied in the
literature to approximately solve various problems in ordinary differential equations [11], second order
periodic boundary value problems [5], differential equations with maxima [1, 7], difference equations
with maxima [3], impulsive integro-differential equations [8], impulsive differential equations with
supremum [9], differential equations of mixed type [10], and Riemann–Liouville fractional differential
equations [4, 16].

2 Preliminary and auxiliary results
The Caputo fractional derivative of order q ∈ (0, 1) is defined by (see, for example, [13])

c
t0D

q
tm(t) =

1

Γ(1− q)

t∫
t0

(t− s)−qm′(s) ds, t ≥ t0. (2.1)

Let t0 be an arbitrary initial time. Usually we think of the independent variable t as time in
differential equations, so we will assume t0 ∈ R+.

Definition 2.1 ([15]). We say m(t) ∈ Cq([t0, T ],Rn) if m(t) is differentiable (i.e., m′(t) exists), the
Caputo derivative C

t0D
qm(t) exists and satisfies (1) for t ∈ [t0, T ].

Consider the initial value problem (IVP) for the nonlinear Caputo-type fractional differential equa-
tion (FrDE)

C
t0D

q
tx(t) = f(t, x(t)) for t ∈ [t0, t0 + T ],

x(t0) = x0,
(2.2)

where q ∈ (0, 1), x0 ∈ R, f : [t0, t0 + T ]× R → R, x : [t0, t0 + T ] → R.
Any solution x = x(t) of the IVP for FrDE (2.2) satisfies x ∈ Cq([t0, t0 + T ],R).
If x(t) is a solution of the IVP for FrDE (2.2), then it satisfies the following Volterra integral

equation

x(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, x(s)) ds for t ∈ [t0, t0 + T ] (2.3)

and, conversely, if x ∈ Cq([t0, t0 + T ],R) is a solution of (2.3), then it is a solution of the IVP for
FrDE (2.2).

Definition 2.2. We say that the function x ∈ C([t0, t0+T ],R) is a mild solution of the IVP for FrDE
(2.2) if it satisfies equation (2.3).
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Remark 2.1. The mild solution x(t) of the IVP for FrDE (2.2) might not have a fractional derivative
C
t0D

q
tx(t).

Let τ0 ∈ R+, τ0 ̸= t0 be a different initial time. Consider the following IVP for FrDE similar to
(2.2) but with a different initial time (ITD):

c
τ0D

q
tx(t) = f(t, x(t)) for t ∈ [τ0, τ0 + T ], x(τ0) = x0. (2.4)

The change of the initial time reflects not only the initial condition but also the fractional derivative
on the solution.

Example 2.1. Let t0 = 0, τ0 = 1, q ∈ (0, 1) and consider two initial value problems with initial time
difference for scalar Caputo fractional differential equations

c
0D

q
tx(t) =

t1−q

Γ(2− q)
for t > 0, x(0) = x0 (2.5)

and
c
1D

q
tx(t) = x

t−q

Γ(2− q)
for t > 1, x(1) = x0. (2.6)

Let f(t, x) = x t−q

Γ(2−q) .
The solution of (2.5) with x0 = 0 is x(t) = t, t ≥ 0. The solution of (2.6) with x0 = 0 is given by

x̃(t) =
1

Γ(q)

t∫
1

(t− s)q−1s ds ̸= t = x(t), t ≥ 1.

Therefore, the shift of the fractional derivative changes the solution.
Note that for y(t) = t− 1 = x(t− 1) we get c

1D
q
t y(t) =

(t−1)1−q

Γ(2−q) , i.e., c
1D

q
t y(t) = f(t− 1, y(t)). This

result is theoretically proved in the following Lemma.

Lemma 2.1 ([2, Lemma 3.1] (Shift solutions in FrDE)). Let the function x ∈ Cq(R+,Rn), a ≥ 0, be
a solution of the initial value problem for FrDE

c
aD

q
tx(t) = f(t, x(t)) for t > a, x(a) = x0. (2.7)

Then the function x̃(t) = x(t+ η) satisfies the initial value problem for the FrDE
c
bD

q
t x̃(t) = f(t+ η, x̃(t)) for t > b, x̃(b) = x0, (2.8)

where b ≥ 0, η = a− b.

Remark 2.2. Let y(t) be a solution of the IVP for FrDE (2.4) for t ≥ τ0. Then according to
Lemma 2.1, c

t0D
q
t y(t+ η) = f(t+ η, y(t+ η)) with η = τ0 − t0.

Let θ0 ∈ R+, θ0 ̸= t0, θ0 ̸= τ0, be a different initial time. Consider the following IVP for FrDE
c
θ0D

q
tx(t) = f(t, x(t)) for t ∈ [θ0, θ0 + T ], x(θ0) = x0. (2.9)

Note that the IVP for FrDE (2.9) is similar to (2.2) and (2.4) but with different initial times and,
proceeding from the above, they may have different solutions in spite of the same initial value.

3 Mild lower and mild upper solutions of FrDE
Following the ideas in [12], we present various types of lower/upper solutions of FrDEs.

Definition 3.1. We say that the function v ∈ C([t0, t0 + T ],R) is a minimal (maximal) solution of
the IVP for FrDE (2.2) if it is a solution of (2.2) and for any solution u ∈ C([t0, t0 + T ],R) of (2.2)
the inequality v(t) ≤ u(t) (v(t) ≥ u(t)) holds on [t0, t0 + T ].
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For any point t0 ≥ 0 and any function ξ ∈ C([t0, t0 + T ]) we define the operator ∆ by

∆(t0, ξ)(t) = ξ(t0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, ξ(s)) ds, t ∈ [t0, t0 + T ]. (3.1)

Remark 3.1. According to Definition 2.2, any mild solution x(t) of the IVP for FrDE (2.2) is a fixed
point of the operator ∆. Any fixed point ξ ∈ C([t0, t0 + T ]) of the operator ∆ is a mild solution the
IVP for FrDE (2.2) if ξ(t0) = x0.

Similar to Definition 2.7 [12], we present the following definition.

Definition 3.2. We say that the function v ∈ C([t0, t0+T ],R) is a mild lower (a mild upper) solution
in [t0, t0 + T ] of the IVP for FrDE (2.2) if

v(t) ≤ (≥) ∆(t0, v)(t) for t ∈ [t0, t0 + T ],

v(t0) ≤ (≥) x0.
(3.2)

Remark 3.2. A mild lower/upper solution of the IVP for FrDE (2.4) and (2.9), respectively, are
defined by Definition 3.2 where the initial time point t0 is replaced by τ0 and θ0, respectively.

Lemma 3.1. Let the function f ∈ C([t0, t0+T ]×R,R) be nondecreasing in its second argument, x(t)
be a mild solution of the IVP for FrDE (2.2) and v(t) be a mild lower solution on [t0, t0 + T ] of (2.2)
such that v(t0) < x0. Then v(t) < x(t) on [t0, t0 + T ].

Proof. Assume that the claim is not true. Therefore, there exists a point t∗ ∈ (t0, t0 + T ) such that

v(t) < x(t), t ∈ [t0, t
∗), v(t∗) = x(t∗) and v(t) ≥ x(t), t ∈ (t∗, t∗ + δ),

where δ is a small enough positive number. Using the monotonic property of the function f , we obtain

x(t∗) = v(t∗) ≤ v(t0) +
1

Γ(q)

t∗∫
t0

(t− s)q−1f(s, v(s)) ds

< x0 +
1

Γ(q)

t∗∫
t0

(t− s)q−1f(s, x(s)) ds = x(t∗), (3.3)

which is a contradiction. Therefore, v(t) < x(t) on [t0, t0 + T ].

Similar to Lemma 3.1, we have the following result.

Lemma 3.2. Let the function f ∈ C([t0, t0+T ]×R,R) be nondecreasing in its second argument, x(t)
be a mild solution of the IVP for FrDE (2.2) and w(t) be a mild upper solution on [t0, t0 +T ] of (2.2)
such that w(t0) > x0. Then w(t) > x(t) on [t0, t0 + T ].

Lemma 3.3. Let θ0 < t0 and the function f ∈ C(([θ0, θ0 + T ]∪ [t0, t0 + T ])×R,R) be nondecreasing
in both its arguments, x(t) be a mild solution of the IVP for FrDE (2.2) and v(t) be a mild lower
solution on [θ0, θ0 + T ] of (2.9) such that v(θ0) < x0. Then v(t − η) < x(t) on [t0, t0 + T ], where
η = t0 − θ0 > 0.

Proof. From Definition 3.2 and Remark 3.2, we have

v(t) ≤ v(θ0) +
1

Γ(q)

t∫
θ0

(t− s)q−1f(s, v(s)) ds, t ∈ [θ0, θ0 + T ], (3.4)
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or

v(t− η) ≤ v(θ0) +
1

Γ(q)

t−η∫
θ0

(t− η − s)q−1f(s, v(s)) ds, t ∈ [t0, t0 + T ]. (3.5)

Applying the substitution ν = s+ η to equation (3.5), we obtain

v(t− η) ≤ v(t0 − η) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, v(ν − η)) dν for t ∈ [t0, t0 + T ].

Define ṽ(t) = v(t− η) ∈ C([t0, t0 + T ],R). Therefore ṽ(t0) = v(t0 − η) = v(θ0) < x0 and

ṽ(t) ≤ ṽ(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, ṽ(ν)) dν ≤ ṽ(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, ṽ(ν)) dν,

i.e., the function ṽ(t) is a mild lower solution on [t0, t0 + T ] of the IVP for FrDE (2.2).
According to Lemma 3.1, the inequality ṽ(t) < x(t) holds on [t0, t0 + T ].

The proof of the following result is similar to that in Lemma 3.3 so we omit it.

Lemma 3.4. Let t0 < θ0 and the function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ])×R,R) be nonincreasing
in its first argument and nondecreasing in its second argument, x(t) be a mild solution of the IVP
for FrDE (2.2) and v(t) be a mild lower solution on [θ0, θ0 + T ] of (2.4) such that v(θ0) > x0. Then
v(t− η) > x(t) on [t0, t0 + T ], where η = t0 − θ0 < 0.

Similar to Lemma 3.3, using Lemma 3.2 instead of Lemma 3.1, we have the following results.

Lemma 3.5. Let t0 < τ0 and the function f ∈ C(([τ0, τ0 + T ] ∪ [t0, t0 + T ])×R,R) be nondecreasing
in both its arguments, x(t) be a mild solution of the IVP for FrDE (2.2) and w(t) be a mild upper
solution on [τ0, τ0 + T ] of (2.4) such that w(τ0) > x0. Then w(t + ξ) > x(t) on [t0, t0 + T ], where
ξ = τ0 − t0 > 0.

Lemma 3.6. Let t0 > τ0 and the function f ∈ C(([τ0, τ0 + T ] ∪ [t0, t0 + T ])×R,R) be nonincreasing
in its first argument and nondecreasing in its second argument, x(t) be a mild solution of the IVP for
FrDE (2.2) and w(t) be a mild upper solution on [τ0, τ0 + T ] of (2.4) such that w(τ0) > x0. Then
w(t+ ξ) > x(t) on [t0, t0 + T ], where ξ = τ0 − t0 < 0.

4 Main results
We study the case when the IVP for FrDE (2.2), defined on [t0, t0 + T ], has a mild lower and a mild
upper solutions defined on different intervals. We will call this case the initial time difference (ITD).
In the case when the right-hand side of the FrDE is a monotonic function we present two algorithms
for constructing successive approximations to the solution of the IVP for FrDE (2.2).
Case 1. The initial time of the mild lower solution is less than the initial time of the mild upper
solution.

Theorem 4.1. Let the following conditions be fulfilled:

(1) Let the points θ0, t0, τ0 : 0 ≤ θ0 ≤ t0 ≤ τ0 be given and the function v ∈ C([θ0, θ0+T ]) be a mild
lower solution of the IVP for FrDE (2.9) on the interval [θ0, θ0+T ] such that v(θ0) < x0 and the
function w ∈ C([τ0, τ0 + T ]) be a mild upper solution of the IVP for FrDE (2.4) on the interval
[τ0, τ0+T ] such that w(τ0) > x0. Let, additionally, v(t− η) ≤ w(t+ ξ) for t ∈ [t0, t0+T ], where
η = t0 − θ0 ≥ 0, ξ = τ0 − t0 > 0.

(2) The function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ] ∪ [τ0, τ0 + T ]) × R,R) and it is nondecreasing in
both its arguments.
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Then there exist two sequences of functions {v(n)(t)}∞0 and {w(n)(t)}∞0 , t ∈ [t0, t0 + T ], such that:

(a) The sequences are defined by v(0)(t) = v(t− η), w(0)(t) = w(t+ ξ) and for n ≥ 1

v(n)(t) = ∆(t0, v
(n−1)) + x0 − v(n−1)(t0)

≡ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(n−1)(s)) ds for t ∈ [t0, t0 + T ] (4.1)

and

w(n)(t) = ∆(t0, w
(n−1)) + x0 − w(n−1)(t0)

≡ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, w(n−1)(s)) ds for t ∈ [t0, t0 + T ]. (4.2)

(b) The functions v(n)(t), n = 0, 1, 2 . . . , are mild lower solutions of the IVP for FrDE (2.2).

(c) The functions w(n)(t), n = 0, 1, 2 . . . , are mild upper solutions of the IVP for FrDE (2.2).

(d) The sequence {v(n)(t)} is increasing on [t0, t0 + T ], i.e., v(k−1)(t) ≤ v(k)(t) for t ∈ [t0, t0 + T ],
k = 1, 2, . . . .

(e) The sequence {w(n)(t)} is decreasing on [t0, t0 + T ], i.e., w(k−1)(t) ≥ w(k)(t) for t ∈ [t0, t0 + T ],
k = 1, 2, . . . .

(f) The inequality
v(k)(t) ≤ w(k)(t) for t ∈ [t0, t0 + T ], k = 1, 2, . . . , (4.3)

holds.

(g) Both sequences converge on [t0, t0 + T ] and

V (t) = lim
k→∞

v(n)(t), W (t) = lim
k→∞

w(n)(t), t ∈ [t0, t0 + T ].

(h) The limit functions V (t) and W (t) are mild solutions of the IVP for FrDE (2.2) on [t0, t0 + T ].

(i) For any mild solution x(t) of IVP for FrDE (2.2) the inequalities V (t) ≤ x(t) ≤ W (t) for
t ∈ [t0, t0 + T ] hold, i.e., the functions V (t), W (t) are mild minimal and maximal solutions.

Proof. According to Lemma 3.3 and Lemma 3.5, if there exists a solution x(t) in [t0, t0 + T ] of the
IVP for FrDE (2.2), then v(t − η) < x(t) < w(t − ξ) for t ∈ [t0, t0 + T ]. We now prove the existence
of the solution and will give an algorithm for obtaining it.

Define v(0)(t) = v(t− η) and w(0)(t) = w(t+ ξ) for t ∈ [t0, t0 +T ]. Then v(0)(t0) = v(θ0) < x0 and
w(0)(t0) = w(τ0) > x0.

Then applying the substitution ν = s+ η, we get

v(0)(t) = v(t− η) ≤ v(θ0) +
1

Γ(q)

t−η∫
θ0

(t− η − s)q−1f(s, v(s)) ds

=v(t0−η)+
1

Γ(q)

t∫
t0

(t−ν)q−1f(ν−η, v(ν−η)) dν=v(0)(t0)+
1

Γ(q)

t∫
t0

(t−ν)q−1f(ν−η, v(0)(ν)) dν

≤ v(0)(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, v(0)(ν)) dν, t ∈ [t0, t0 + T ], (4.4)
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Therefore, the function v(0)(t) is a mild lower solution on [t0, t0 + T ] of the IVP for FrDE (2.2).
Similarly, we prove that the function w(0)(t) is a mild upper solution on [t0, t0 + T ] of the IVP for
FrDE (2.2).

We use induction to prove the properties of sequences of successive approximations.
Let n = 1. From equation (4.1) we get v(1)(t0) = x0 and applying the monotonic properties of the

function f , we obtain

v(1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(0)(s)) ds

≤ v(1)(θ0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(1)(s)) ds, t ∈ [t0, t0 + T ], (4.5)

i.e., the function v(1)(t) is a mild lower solution of the IVP for FrDE (2.9). Also,

v(0)(t) = v(t− η) = v(0)(t0) +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν − η, v(0)(ν)) dν

≤ x0 +
1

Γ(q)

t∫
t0

(t− ν)q−1f(ν, v(0)(ν)) dν = v(1)(t), t ∈ [t0, t0 + T ]. (4.6)

Assume v(k−1)(t) ≤ v(k)(t), k ≥ 1 and v(k)(t) is a mild lower solution of the IVP for FrDE (2.9).
Then

v(k)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k−1)(s)) ds

≤ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k)(s)) ds = v(k+1)(t), t ∈ [t0, t0 + T ], (4.7)

and

v(k+1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k)(s)) ds

≤ v(k+1)(t0) +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(k+1)(s)) ds, t ∈ [t0, t0 + T ], (4.8)

i.e., the claims (b)–(e) are true.
By induction we prove the claim (f).
The sequences {v(n)(t)}∞0 and {w(n)(t)}∞0 being monotonic and bounded are uniformly convergent

on the interval [t0, t0 + T ]. Let for t ∈ [t0, t0 + T ] we denote

V (t) = lim
n→∞

v(n)(t) and W (t) = lim
n→∞

w(n)(t).

According to (b), (c) and (d), the inequalities

v(n)(t) ≤ V (t), t ∈ [t0, t0 + T ], W (t) ≤ w(n)(t), t ∈ [t0, t0 + T ], n = 0, 1, 2, . . . ,

V (t) ≤ W (t), t ∈ [t0, t0 + T ],
(4.9)
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hold.
Taking the limit in (4.1) and (4.2) we obtain the Volterra fractional integral equations

V (t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, V (s)) ds, t ∈ [t0, t0 + T ],

W (t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s,W (s)) ds, t ∈ [t0, t0 + T ].

(4.10)

Therefore, the limit functions V (t) and W (t) are mild solutions of the IVP for FrDE (2.2).
Let x(t) be an arbitrary mild solution of the IVP for FrDE (2.2). According to Lemma 3.3 and

Lemma 3.5, it follows that v(0) = v(t− η) < x(t) < w(t+ ξ) = w(0)(t) on [t0, t0 + T ]. Therefore, there
exists a number N ∈ N∪{0} such that v(N)(t) ≤ x(t) ≤ w(0)(t) for t ∈ [t0, t0+T ]. Then applying the
monotonicity property of the function f and the choice of N , we obtain

v(N+1)(t) = x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, v(N)(s)) ds

≤ x0 +
1

Γ(q)

t∫
t0

(t− s)q−1f(s, x(s)) ds = x(t), t ∈ [t0, t0 + T ]. (4.11)

Therefore, V (t) ≤ x(t), t ∈ [t0, t0 + T ]. The rest of the proof is similar and we omit it.

In the special case when the right side part of the FrDE (2.2) does not depend on x, i.e., f(t, x) ≡
f(t), we have the following result.

Corollary 4.1. Let condition (1) of Theorem 4.1 be satisfied and the function f be nondecreasing.
Then for all n ≥ 1 the equalities v(n)(t) ≡ w(n)(t) ≡ x(t), t ∈ [t0, t0 + T ], hold, where the successive
approximations v(n)(t) and w(n)(t) are defined by (4.1) and (4.2).

Example 4.1. Let θ0 = 0, t0 = 0, τ0 = 2, T = 0.9 and consider the IVP for the scalar Caputo FrDE

c
0D

0.5
t x(t) = x+ 1 for t ∈ [0, 0.9], x(t0) = x0. (4.12)

Its solution is given by

x(t) = x0E0.5(t
0.5) +

t∫
0

(t− s)−0.5E0.5,0.5((t− s)0.5) ds for t ∈ [0, 0.9], (4.13)

where Eq(z) =
∞∑
k=0

zk

Γ(qk+1) and Eα,β(z) =
∞∑
k=0

zk

Γ(αk+β) are the Mittag–Leffler functions with one and

two parameters, respectively. Note that the integral in (4.13) cannot be solved in closed form and the
solution cannot be obtained as an expression of classical functions.

Now we apply the above technique to find approximately the solution as a limit of a sequence of
explicit functions.

Let x0 = 0.
The function v(t) = t7 − 0.01 is a mild lower solution on [0, 0.9] of the IVP for FrDE (4.12), since

the inequality

t7 − 0.01 ≤ 1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + s7 − 0.01) ds for t ∈ [0, 0.9] (4.14)

is satisfied (see Figure 1).
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Figure 1. Example 2. Graph of the mild
lower solution t7 − 0.01 on [0, 0.9].
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Figure 2. Example 2. Graph of the mild
upper solution t2 on [2, 2.9].
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Figure 3. Example 2. Graph of the function
t2 on [0, 0.9].
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Figure 4. Exampe 2. Graph of the mild
lower and mild upper solutions on [0, 0.9].

Consider equation (4.12) with replaced t0 = 0 by τ0 = 2. The function w(t) = t2 is a mild upper
solution on [2, 2.9] of the IVP for FrDE (4.12) with t0 = 2, since the inequality

t2 ≥ 1

Γ(0.5)

t∫
2

(t− s)−0.5(1 + s2) ds for t ∈ [2, 2.9] (4.15)

is satisfied (see Figure 2). Note that the function w(t) = t2 is not a mild upper solution on [0, 0.9]
of the IVP for FrDE (4.12) (see Figure 3). At the same time, the inequalities v(t) = t7 − 0.01 ≤
w(t+ 2) = (t+ 2)2 for t ∈ [0, 0.9] hold (see Figure 4).

Define the zero lower and upper approximations by v(0)(t) = v(t) = t7 − 0.01 and w(0)(t) =
w(t+ 2) = (t+ 2)2 for t ∈ [0, 0.9].

From equation (4.1) we get

v(1)(t) = 0 +
1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + s7 − 0.01) ds =
1

Γ(0.5)

(
0.99

2

3
t1.5 +

4096

109395
t8.5

)
,

v(2)(t) =
1

(Γ(0.5))2

t∫
0

(t− s)−0.5
(
Γ(0.5) + 0.99

2

3
s1.5 +

4096

109395
s8.5

)
ds

=
1

(Γ(0.5))2

(
Γ(0.5)

2

3
t1.5 + 0.129591t3 + 0.00109083t10

)
, t ∈ [0, 0.9],

i.e., the successive approximations are polynomial functions and there is no problem in obtaining them
in a closed form with the corresponding integrals.
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Figure 5. Example 2. Graph of the lower
approximations defined by (4.1).
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Figure 6. Example 2. Graph of the lower
and upper approximations defined by (4.1)
and (4.2).

Similarly, we get

w(1)(t) = 0 +
1

Γ(0.5)

t∫
0

(t− s)−0.5(1 + (s+ 2)2) ds

=
1

Γ(0.5)

(10
3

t1.5 +
16

105
t3.5 +

16

15
t2.5

)
, t ∈ [0, 0.9].

Using the software Wolftam Mathematica 10.0 we obtain the successive approximations with the
graphs given in Figures 5 and 6.

Then the approximate solution of the IVP for FrDE (4.12) is defined as

qx(t) =
v(6)(t) + w(6)(t)

2
= 1.12838t0.5 + t1 + 0.752253t1.5 + 0.5t2

+ 0.300901t2.5 + 0.499167t3 + 0.0833333t4 + 0.00833333t5 + 0.000694444t10.

Case 2. The initial time of the mild lower solution is greater than the initial time of the mild upper
solution.

Theorem 4.2. Let the following conditions be fulfilled:

(1) Let the points θ0, t0, τ0: 0 ≤ τ0 ≤ t0 ≤ θ0 be given and the functions v, w: v ∈ C([θ0, θ0 + T ]),
w ∈ C([τ0, τ0 + T ]) be lower and upper solutions of the IVP for NIFrDE (2.2) on the intervals
[θ0, θ0 + T ] and [τ0, τ0 + T ], respectively. Let, additionally, v(t + η) ≤ w(t) for t ∈ [τ0, τ0 + T ],
where η = θ0 − τ0 ≥ 0.

(2) The function f ∈ C(([θ0, θ0 + T ] ∪ [t0, t0 + T ] ∪ [τ0, τ0 + T ])× R,R) is nonincreasing in its first
argument t and it is nondecreasing in its second argument x.

Then there exist two sequences of functions {v(n)(t)}∞0 and {w(n)(t)}∞0 , defined by recurrence
formulas (4.1) and (4.2), where v(0)(t) = v(t + η), w(0)(t) = w(t − ξ) and the claims (b)–(i) of
Theorem 4.1 are true.

Example 4.2. Consider the IVP for the scalar Caputo FrDE

c
1D

0.3
t x(t) = x3 − t

20
for t ∈ [1, 3], x(1) = 0. (4.16)

Now we apply the above technique to find approximately the solution as a limit of two sequences
of explicit functions.

In this case we can find mild lower and mild upper solutions of the IVP for FrDE (4.16) on the
interval [1, 3].
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Figure 7. Example 3. Graph of the mild
lower solution v(t) = −0.5 on [1, 3].
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Figure 8. Example 3. Graph of the mild
upper solution w(t) = 1− 0.1t on [1, 3].

The function v(t) = −0.5 is a mild lower solution on [1, 3] of the IVP for FrDE (4.16), since the
inequality

−0.5 ≤ 1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(−0.5)3 − s

20

)
ds for t ∈ [1, 3] (4.17)

is satisfied (see Figure 7).
The function w(t) = 1 − 0.1t is a mild upper solution on [1, 3] of the IVP for FrDE (4.16), since

the inequality

1− 0.1t ≥ 1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(1− 0.1s)3 − s

20

)
ds for t ∈ [1, 3] (4.18)

is satisfied (see Figure 8).
Therefore, θ0 = t0 = τ0 = 1, T = 2 and η = ξ = 0.
Define the zero approximation by v(0)(t) = v(t) = −0.5, w(0)(t) = w(t) = 1− 0.1t, t ∈ [1, 3].
From equation (4.1) for t ∈ [1, 3] we get

v(1)(t) = 0 +
1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(−0.5)3 − s

20

)
ds

= 0.334273(−2.+ t)0.3
(
− 0.998772+ t

(
0.703571+ t(−0.113519+ (0.00599603− 0.000141416t)t)

))
,

i.e., the successive approximations are the polynomial functions and there is no problem solving in a
closed form with the corresponding integrals.

Similarly, we get

w(1)(t) = 0 +
1

Γ(0.3)

t∫
1

(t− s)−0.7
(
(1− 0.1s)3 − s

20

)
ds, t ∈ [1, 3].

The graphs of the mild lower and upper solutions, obtained by Wolfram Mathematica, which are
successive approximations, are given in Figure 9.
Remark 4.1. Both algorithms given above in Theorems 4.1 and 4.2 and illustrated in Examples 4.1,
4.2 could be applied in the special case when both mild upper and mild lower solutions have one and
the same initial time, i.e., η = ξ = 0.
Remark 4.2. From the proof of Theorem 4.1 we see that we use the monotonic property of the
function f(t, x) only when x ∈ R : v(t) ≤ x ≤ w(t) for t ∈ [t0, t0 + T ]. Therefore, if a function
f satisfies the monotonic property in condition (2) of Theorem 4.1 and Theorem 4.2 when x ∈ R :
v(t) ≤ x ≤ w(t) for t ∈ [t0, t0 + T ], then we may be able to modify f so that Condition 2 is satisfied
for all x ∈ R.
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Figure 9. Example 3. Graph of the lower
and upper approximations.
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Figure 10. Example 4. Graphs of the mild
lower/upper solutions and the correspong in-
tegrals on [0, 0.6].

Example 4.3. Consider the IVP for the scalar Caputo FrDE

c
0D

0.3
t x(t) =

t

x(t)
+ t0.7 for t ∈ [0, 0.6], x(0) = 1. (4.19)

The function f(t, x) = t
x + t0.7 is not defined when x = 0.

Consider the functions v(t) = t+ 1, w(t) = t0.3 + 1, t ∈ [0, 0.6] and note that

v(t) = t+ 1 ≤ 1 +
1

Γ[0.3]

t∫
0

(t− s)0.3−1
( s

s+ 1
+ s0.7

)
ds, t ∈ [0, 0.6],

w(t) = t0.3 + 1 ≤ 1 +
1

Γ[0.3]

t∫
0

(t− s)0.3−1
( s

s0.3 + 1
+ s0.7

)
ds, t ∈ [0, 0.6],

v(t) ≤ w(t), t ∈ [0, 0.6],

(4.20)

hold (see Figure 10).
Therefore, the functions v(t), w(t) are mild lower and upper solutions of the FrDE (4.19) and

condition (1) of Theorem 4.2 is satisfied with t0 = τ0 = θ0 = 1. We can define a function f1(t, x) ∈
C([0, 0.6]× R,R) by

f1(t, x) =

f(t, x) =
t

x
+ t0.7, t ∈ [0.0.6], x ≥ 1,

f(t, 1) = t+ t0.7, t ∈ [0, 0.6], x < 1,

The function f1(t, x) is nondecreasing in t and nonincreasing in x, i.e., condition (2) of Theorem 4.2
is satisfied and we can construct two sequences of successive approximations to the solution x(t) of the
IVP for FrDE (4.19) with v(t) ≤ x(t) ≤ w(t). We apply formulas (4.1) and (4.2) with t0 = τ0 = θ0 = 1
and replace f(t, x) by f1(t, x).

Remark 4.3. An appropriate iterative scheme for monotonic right side parts for the periodic bound-
ary value problem for the Caputo fractional differential equation is given in [14].
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Abstract. The sufficient conditions for the existence of an asymptotically stable invariant toroidal
manifolds of linear extensions of dynamical system on torus are obtained in the case where the matrix
of the system commutes with its integral. New theorem requires the conditions to hold only in a
nonwandering set of the corresponding dynamical system in order to guarantee the existence and
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ÒÄÆÉÖÌÄ. ÃÀÃÂÄÍÉËÉÀ ÃÉÍÀÌÉÊÖÒÉ ÓÉÓÔÄÌÉÓ ßÒ×ÉÅÉ ÂÀ×ÀÒÈÏÄÁÉÓ ÀÓÉÌÐÔÏÔÖÒÀÃ ÌÃÂÒÀÃÉ
ÉÍÅÀÒÉÀÍÔÖËÉ ÔÏÒÏÉÃÖËÉ ÌÒÀÅÀËÓÀáÄÏÁÄÁÉÓ ÀÒÓÄÁÏÁÉÓ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ ÔÏÒÆÄ ÉÌ
ÛÄÌÈáÅÄÅÀÛÉ, ÒÏÝÀ ÓÉÓÔÄÌÉÓ ÌÀÔÒÉÝÀ ÌÉÓÉ ÉÍÔÄÂÒÀËÉÓ ÊÏÌÖÔÀÔÉÖÒÉÀ. ÉÍÅÀÒÉÀÍÔÖËÉ
ÌÒÀÅÀËÓÀáÄÏÁÉÓ ÀÒÓÄÁÏÁÉÓÀ ÃÀ ÌÃÂÒÀÃÏÁÉÓÈÅÉÓ ÀáÀË ÈÄÏÒÄÌÀÛÉ ÌÏÉÈáÏÅÄÁÀ ÂÀÒÊÅÄÖËÉ
ÐÉÒÏÁÄÁÉÓ ÛÄÓÒÖËÄÁÀ ÛÄÓÀÁÀÌÉÓÉ ÃÉÍÀÌÉÊÖÒÉ ÓÉÓÔÄÌÉÓ ÌáÏËÏÃ ÀÒÀÌÏáÄÔÉÀËÄ ÓÉÌÒÀÅËÉÓ
ÛÄÌÈáÅÄÅÀÛÉ. ÛÄÌÏÈÀÅÀÆÄÁÖËÉ ÌÉÃÂÏÌÀ ÂÀÌÏÚÄÍÄÁÖËÉÀ ßÚÅÄÔÉËÉ ÃÉÍÀÌÉÊÖÒÉ ÓÉÓÔÄÌÄÁÉÓ
ÂÀÒÊÅÄÖËÉ ÊËÀÓÉÓ ÉÍÅÀÒÉÀÍÔÖËÉ ÓÉÌÒÀÅËÄÄÁÉÓ ÂÀÌÏÊÅËÄÅÉÓÈÅÉÓ.
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1 Introduction and preliminaries
One of the important questions within mathematical theory of multi-frequency oscillations is the
problem of the existence and stability of invariant toroidal manifolds of the systems of differential
equations that are defined in the direct product of a torus and Euclidean space. Such manifolds serve
as carriers of multi-frequency oscillations in the system. The basics of this theory are systematically
developed in [8, 13].

In this paper, we establish new sufficient conditions for the existence of an asymptotically stable
invariant torus of a particular class of dynamical systems subjected to Lappo–Danilevskii condi-
tion [1, Chap. II, § 13]. We propose an approach that relaxes conventional constraints and requires
the conditions to hold only in nonwandering set of the corresponding dynamical system in order to
guarantee the existence and stability of invariant manifold. This extends the result in [3], where the
analogous conditions are being imposed on the whole surface of the torus. In the last section, we
extend this approach to a certain class of discontinuous dynamical system [4] defined in the direct
product of a torus and Euclidean space.

We consider the following system of ordinary differential equations defined in the direct product
of a torus Tm and Euclidean space Rn

dφ

dt
= a(φ) ,

dx

dt
= P (φ)x+ f(φ), (1.1)

where φ = (φ1, . . . , φm)T ∈ Tm, x = (x1, . . . , xn)
T ∈ Rn, P (φ), f(φ) ∈ C(Tm); C(Tm) stands for a

space of continuous 2π-periodic with respect to each of the component φv, v = 1, . . . ,m, functions
defined on the m-dimensional torus Tm. The function a(φ) ∈ C(Tm) and satisfies the Lipschitz
condition

∥a(φ′′)− a(φ′)∥ ≤ L∥φ′′ − φ′∥ (1.2)

for any φ′, φ′′ ∈ Tm and some positive constant L > 0.
Condition (1.2) guarantees that the system

dφ

dt
= a(φ) (1.3)

generates a dynamical system on the torus Tm, which we will denote as φt(φ).
Along with system (1.1), we consider a linear system of equations

dx

dt
= P (φt(φ))x+ f(φt(φ)), (1.4)

that depends on φ ∈ Tm as a parameter.

Definition 1.1 ([13]). A manifold M is called an invariant manifold of system (1.1) if M is defined
by x = u(φ), φ ∈ Tm, with the function u(φ) ∈ C(Tm) such that x(t, φ) = u(φt(φ)) is a solution to
(1.4) for any φ ∈ Tm.

The main approach to investigate the properties of invariant toroidal manifolds of system (1.1)
is based on the notion of a Green–Samoilenko function [13]. Consider the homogeneous system of
differential equations

dx

dt
= P (φt(φ))x, (1.5)

that depends on φ ∈ Tm as a parameter and denote by Ωt
τ (φ) the fundamental matrix of (1.5)

satisfying Ωτ
τ (φ) ≡ E.

Let C(φ) be a matrix from the space C(Tm). Denote

G0(τ, φ) =

{
Ω0

τ (φ)C(φτ (φ)), τ ≤ 0,

−Ω0
τ (φ)(E − C(φτ (φ))), τ > 0.
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Definition 1.2 ([13]). The function G0(τ, φ) is called a Green–Samoilenko function of the system

dφ

dt
= a(φ),

dx

dt
= P (φ)x,

if
+∞∫
−∞

∥G0(τ, φ)∥ dτ is bounded uniformly with respect to φ,

sup
φ∈Tm

+∞∫
−∞

∥G0(τ, φ)∥ dτ < ∞.

The existence of the Green–Samoilenko function guarantees the existence of an invariant toroidal
manifold of system (1.1) for any inhomogeneity f(φ) ∈ C(Tm) and can be presented as [13]

x = u(φ) =

+∞∫
−∞

G0(τ, φ)f(φτ (φ)) dτ, φ ∈ Tm.

2 Main results
Consider system (1.1) for the case when the matrix P (φt(φ)) commutes with its integral (the so-called
Lappo–Danilevskii case [1, Chap. II, § 13]): for any t ≥ τ ,

P (φt(φ))

t∫
τ

P (φt1(φ)) dt1 =

t∫
τ

P (φt1(φ)) dt1 · P (φt(φ)). (2.1)

Then the equality
Ωt

τ (φ) = e
∫ t
τ
P (φt1

(φ)) dt1

is actually the fundamental matrix of the homogeneous system (1.5) that depends on φ ∈ Tm as a
parameter. Really, taking into account that

d

dt

t∫
τ

P (φt1(φ)) dt1 = P (φt(φ)),

we have
d

dt
Ωt

τ (φ) = e
∫ t
τ
P (φt1

(φ)) dt1P (φt(φ)) = P (φt(φ))e
∫ t
τ
P (φt1

(φ)) dt1 = P (φt(φ))Ω
t
τ (φ).

Additionally, Ωτ
τ (φ) = E.

Note also [2] that a (2× 2)-matrix of the form

P (φt(φ)) =

[
p(φt(φ)) q(φt(φ))
q(φt(φ)) p(φt(φ))

]
satisfies the Lappo–Danilevskii condition (2.1).

Definition 2.1 ([9]). A point φ ∈ Tm is called a wandering point of the dynamical system (1.3) if
there exist a neighbourhood U(φ) and a time T = T (φ) > 0 such that

U(φ) ∩ φt(U(φ)) = ∅ ∀ t ≥ T.

Let W be a set of all wandering points of the dynamical system (1.3) and let M = Tm \W be a
set of all nonwandering points. Since Tm is a compact set, it is known [9] that M ̸= ∅ is invariant
and compact subset of Tm. Moreover, the following theorem holds.
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Theorem 2.1 ( [9]). For any ε > 0, there exists T (ε) > 0 such that for any φ /∈ M , the corre-
sponding trajectory φt(φ) remains outside the ε-neighbourhood of nonwandering set M for a time, not
exceeding T (ε).

Now we are in position to state the main result of the paper.

Theorem 2.2. Let the Lappo–Danilevskii condition (2.1) hold and uniformly with respect to φ ∈ Tm

there exist

lim
t→∞

1

t

t∫
0

P (φs(φ)) ds := A(φ). (2.2)

If for every φ ∈ M
Reλ(A(φ)) < 0 (2.3)

for all eigenvalues λ(A(φ)) of the matrix A(φ), then system (1.1) has an asymptotically stable invariant
toroidal manifold for any f(φ) ∈ C(Tm).

Proof. From condition (2.1) it follows that for t ≥ s ≥ 0,

P (φt(φ))

t∫
s

P (φt1(φ)) dt1 =

t∫
s

P (φt1(φ)) dt1 · P (φt(φ)). (2.4)

After differentiating equality (2.4) by s, we get P (φt(φ))P (φs(φ)) = P (φs(φ))P (φt(φ)). Hence,

t∫
τ

P (φt1(φ)) dt1 ·
1

s

s∫
τ

P (φt2(φ)) dt2 =
1

s

t∫
τ

s∫
τ

P (φt1(φ))P (φt2(φ)) dt2 dt1

=
1

s

t∫
τ

s∫
τ

P (φt2(φ))P (φt1(φ)) dt2 dt1 =
1

s

s∫
τ

P (φt2(φ)) dt2 ·
t∫

τ

P (φt1(φ)) dt1.

Taking the limit s → ∞ in the last equality, we get
t∫

τ

P (φt1(φ)) dt1 ·A(φ) = A(φ) ·
t∫

τ

P (φt1(φ)) dt1. (2.5)

It means that the limit matrix A(φ) commutes with its integral
t∫
τ

P (φt1(φ)) dt1.

Due to (2.2), we may introduce the matrix B such that

1

t

t∫
0

P (φt1(φ)) dt1 = A(φ) +B(t, φ),

where
sup

φ∈Tm

∥B(t, φ)∥ −→ 0, t → ∞.

The next step of the proof is to prove that the matrices A(φ) and B(t, φ) commute. Indeed, from
(2.5) we get

A(φ) ·B(t, φ) = A(φ) ·
[
1

t

t∫
τ

P (φt1(φ)) dt1 −A(φ)

]

=
1

t

t∫
τ

P (φt1(φ)) dt1 ·A(φ)−A2(φ) = B(t, φ)A(φ).
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Then from the equality
t∫

0

P (φs(φ)) ds = A(φ) · t+B(t, φ) · t

we derive that the fundamental matrix of the homogeneous system (1.5) has a representation

Ωt
0(φ) = e

∫ t
0
P (φt1 (φ)) dt1 = etA(φ)+tB(t,φ) = etA(φ) · etB(t,φ). (2.6)

The aim of the further steps of the proof is to prove that condition (2.3) guarantees the following
estimate

∥Ωt
0(φ)∥ ≤ Ke−ηt ∀ t ≥ 0, (2.7)

for any φ ∈ Tm and for some positive constants K, η > 0 which do not depend on φ ∈ Tm.
Due to the uniformity of the limit in (2.2), we find that

mapφ 7−→ A(φ) is continuous on Tm.

Then, from [5], the eigenvalues of A(φ) depend continuously on φ. Hence, from (2.3), it follows that
there exist γ > 0 and ε ∈ (0, γ) such that

∀φ ∈ Oε(M), Reλ(A(φ)) < −2γ,

where Oε(M) is an ε-neighbourhood of M .
By a picked ε > 0, we choose T1 = T1(ε) such that

sup
φ∈Tm

∥B(t, φ∥ < ε ∀ t ≥ T1. (2.8)

Next we prove that there exists K1 > 0 such that for any φ ∈ Oε(M) and for any t ≥ 0 the
inequality

∥eA(φ)t∥ ≤ K1 · e−γt (2.9)
holds.

Choose some φ0 ∈ Oε(M). Due to the properties of the exponent, there exists C(φ0) > 0 such
that for any t ≥ 0,

∥eA(φ0)t∥ ≤ C(φ0)e
− 3γ

2 t. (2.10)
Due to the continuity of A(φ), there exists δ = δ(φ0) > 0 such that for any φ ∈ Oδ(φ0),

∥A(φ)−A(φ0)∥ <
γ

2C(φ0)
. (2.11)

The matrix X(t) = eA(φ)t is a solution to the Cauchy problem{
Ẋ = A(φ0)X + (A(φ)−A(φ0))X,

X(0) = E.

Using the variation of the constant method, we obtain

X(t) = eA(φ0)t +

t∫
0

e(t−s)A(φ0) · (A(φ)−A(φ0))X(s) ds.

Then from (2.10), (2.11) we get

∥X(t)∥ ≤ C(φ0)e
− 3γ

2 t +

t∫
0

e−
3γ
2 (t−s) · γ

2
· ∥X(s)∥ ds,

∥X(t)∥ · e
3γ
2 t ≤ C(φ0) +

t∫
0

γ

2
· e

3γ
2 s∥X(s)∥ ds.
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Applying the Gronwall inequality to the last inequality, we finally get

∀ t ≥ 0, ∀φ ∈ Oδ(φ0) ∥eA(φ)t∥ ≤ C(φ0)e
−γt.

From a cover {Oδ(φ0)(φ0)}φ0∈Oε(M)
of the compact set Oε(M) let us pick a finite subcover

{Oδ(φi)(φi)}Ni=1. Letting K1 = max
1≤i≤N

C(φi), we get (2.9).

Finally, for φ ∈ Oε(M), due to equality (2.6) and inequalities (2.8), (2.9), we get: for all t ≥ T1,∥∥e∫ t
0
P (φs(φ)) ds

∥∥ = ∥eA(φ)t+B(t,φ)t∥ ≤ K1e
(−γ+ε)t. (2.12)

In the case for φ /∈ Oε(M), we use Theorem 2.1, which says that there exists τ = τ(φ, ε) < T (ε) such
that φτ (φ) ∈ Oε(M). Hence, for t > T (ε) + T1,

∥∥e∫ t
0
P (φs(φ)) ds

∥∥ =
∥∥e∫ τ

0
P (φs(φ)) ds · e

∫ t
τ
P (φs(φ)) ds

∥∥ ≤ ed·T (ε) ·
∥∥e∫ t−τ

0
P (φs(φτ (φ))) ds

∥∥
≤ ed·T (ε)K1e

(−γ+ε)(t−τ) ≤ e(d+γ)·T (ε)K1e
(−γ+ε)t, (2.13)

where d = max
φ∈Tm

∥P (φ)∥.
From estimates (2.12), (2.13) we derive the desired inequality (2.7).

From (2.7) it directly follows that the function G0(τ, φ) =

{
Ω0

τ (φ), τ ≤ 0,

0, τ > 0
satisfies the estimate

∥G0(τ, φ)∥ ≤ Ke−η|τ |, τ ∈ R, and it is a Green–Samoilenko function of the invariant tori problem.
Moreover, estimate (2.7) is sufficient for the existence of an asymptotically stable invariant toroidal
manifold of system (1.1) of the form

x = u(φ) =

0∫
−∞

Ω0
τ (φ)f(φτ (φ)) dτ, φ ∈ Tm.

This completes the proof.

Remark 2.1. From the proof of Theorem 2.2 it follows that the constant η > 0 in (2.7) can be
chosen as

η = −max
φ∈M

max
j=1,...,n

Reλj(A(φ))− ε,

where ε > 0 is arbitrarily small.

Remark 2.2. Since ∀ t ≥ τ , ∀ θ ∈ R Ωt
τ (φθ(φ)) = Ωt+θ

τ+θ(φ), from (2.7) it follows that

∀ t ≥ τ, ∀φ ∈ Tm ∥ Ωt
τ (φ) ∥≤ Ke−η(t−τ).

Example 2.1. Consider the following system:

dφ

dt
= − sin2

(φ
2

)
,

dx1

dt

dx2

dt

 =

(
− cosφ sinφ
sinφ − cosφ

)
x+

(
f1(φ)
f2(φ)

)
,

(2.14)

where φ ∈ T1, x = (x1, x2) ∈ R2, f(φ) = (f1(φ), f2(φ)) ∈ C(T1).

Note that the symmetric matrix P (φ) =

(
− cosφ sinφ
sinφ − cosφ

)
satisfies the Lappo–Danilevskii con-

dition (2.1).
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For the dynamical system dφ
dt = − sin2(φ2 ) on the torus T1, the set M of nonwandering points

consists of a single point φ = 0. The point φ = 0 is a fixed point, and all other trajectories tend to 0
as t → +∞. Hence, uniformly with respect to φ ∈ T1,

lim
t→∞

P (φt(φ)) = lim
t→∞

(
− cos(φt(φ)) sin(φt(φ))
sin(φt(φ)) − cos(φt(φ))

)
=

(
−1 0
0 −1

)
and

A = lim
t→∞

1

t

t∫
τ

P (φt1(φ)) dt1 =

(
−1 0
0 −1

)
.

Since

ReλjA = Reλj

(
−1 0
0 −1

)
= −1 < 0, j = 1, 2,

system (2.14) satisfies the conditions of Theorem 2.2 and has an asymptotically stable invariant
toroidal manifold.

3 Application to discontinuous dynamical systems
Let us apply the proposed approach to a certain class of discontinuous dynamical systems [6,7,12,14]

dφ

dt
= a(φ), φ ∈ Tm,

dx

dt
= P (φ)x+ f(φ), φ ̸∈ Γ,

∆x
∣∣
φ∈Γ

= I(φ)x+ g(φ),

(3.1)

where Γ ⊂ Tm, a(φ) ∈ C(Tm) satisfies (1.2), P (φ), f(φ) ∈ C(Tm), I(φ), g(φ) ∈ C(Γ).
We assume that the set Γ is a smooth submanifold of a torus Tm of dimension m−1 and is defined

by the equation Φ(φ) = 0, where Φ(φ) is a continuous scalar 2π-periodic with respect to each of the
components φv, v = 1, . . . ,m, function.

Denote by ti(φ), i ∈ Z, the solutions of the equation Φ(φt(φ)) = 0, which are the moments of
impulsive perturbations in system (3.1). We assume that for every φ ∈ Tm the corresponding solutions
t = ti(φ) exist, lim

i→±∞
ti(φ) = ±∞, and uniformly with respect to t ∈ R and φ ∈ Tm,

lim
T→±∞

i(t, t+ T )

T
= p < ∞, (3.2)

where i(a, b) is the number of points ti(φ) in the interval (a, b).
Along with system (3.1), we consider a linear system

dx

dt
= P (φt(φ))x+ f(φt(φ)), t ̸= ti(φ),

∆x
∣∣
t=ti(φ)

= I(φti(φ)(φ))x+ g(φti(φ)(φ)),
(3.3)

that depends on φ ∈ Tm as a parameter.
Let CΓ(Tm) be a space of piecewise continuous 2π-periodic with respect to each of the components

φv, v = 1, . . . ,m, functions that are defined on the m-dimensional torus Tm.

Definition 3.1. A set M is called an invariant set of system (3.1) if M is defined by x = u(φ), φ ∈ Tm,
where a piecewise continuous function u(φ) ∈ CΓ(Tm) is such that x(t, φ) = u(φt(φ)) is a solution to
(3.3) for any φ ∈ Tm.
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The problems of the existence and stability of invariant toroidal sets of (3.1) have been studied
in [10,11]. Consider the homogeneous system of equations

dx

dt
= P (φt(φ))x, t ̸= ti(φ),

∆x
∣∣
t=ti(φ)

= I(φti(φ)(φ))x.
(3.4)

Let Xt
τ (φ) be a fundamental matrix of (3.4) with Xτ

τ (φ) ≡ E.
Let C(φ) be some matrix from the space CΓ(Tm). Denote

G0(τ, φ) =

{
X0

τ (φ)C(φτ (φ)), τ ≤ 0,

−X0
τ (φ)(E − C(φτ (φ))), τ > 0.

Definition 3.2. A function G0(τ, φ) is called a Green–Samoilenko function of the impulsive system

dφ

dt
= a(φ), φ ∈ Tm,

dx

dt
= P (φ)x, φ ̸∈ Γ,

∆x
∣∣
φ∈Γ

= I(φ)x,

if
∥Xt

τ (φ)∥ ≤ Ke−η|t−τ |, t, τ ∈ R, (3.5)

for some K ≥ 1, η > 0, not depending on φ ∈ Tm.

Then the invariant toroidal set of system (3.1) can be presented as

x = u(φ) =

+∞∫
−∞

G0(τ, φ)f(φτ (φ)) dτ +
∑

−∞<ti(φ)<∞

G0(ti(φ) + 0, φ)g(φti(φ)(φ)), φ ∈ Tm.

Conditions (3.2), (3.5) guarantee the convergence of the integral and sum. Hence, the existence of the
Green–Samoilenko function G0(τ, φ) is a sufficient condition for the existence of invariant toroidal set
of system (3.1).

Theorem 3.1. Let for system (3.1) conditions (3.2) hold, the matrix P (φ) satisfy conditions (2.1)
and (2.2), the matrices A(φ) and I(φ) commute ∀φ ∈ Tm and, additionally,

γ + p lnα < 0,

where
γ = max

φ∈M
max

j=1,...,n
Reλj(A(φ)), α = sup

φ∈Γ
∥E + I(φ)∥.

Then system (3.1) has an asymptotically stable invariant toroidal set.

Proof. Choose ε > 0 such that γ + p lnα+ 3ε < 0. The fundamental matrix of the impulsive system
(3.4) can be presented in the form [14]

Xt
0(φ) = Ωt

ti(φ)(φ)
∏

0<tj(φ)<ti(φ)

(
E + I(φtj(φ)(φ))

)
Ω

tj(φ)

tj−1(φ)(φ), (3.6)

where t0(φ) = 0, ti(φ) < t ≤ ti+1(φ), Ωt
τ (φ) is the fundamental matrix of unperturbed system for

which the estimate
sup

φ∈Tm

∥Ωt
τ (φ)∥ ≤ K1e

(γ+ε)(t−τ) for t ≥ τ (3.7)



24 Farhod Asrorov, Yuriy Perestyuk, and Petro Feketa

holds with an arbitrarily small ε and some constant K1 = K1(ε) > 0 (see Remark 2.1). Due to (2.6),
we have

Ωt
τ (φ) = e

t∫
τ

P (φt1
(φ)) dt1

= e(t−τ)A(φτ (φ)) · e(t−τ)B(t−τ,φτ (φ)).

From a commutativity of the matrices A(φ) and I(φ) it follows that matrices E+ I(φtj−1
(φ)) and

Ω
tj(φ)

tj−1(φ)(φ) commute. Then from representation (3.6) and estimates (3.7), (2.8) we get the estimate

∥Xt
0(φ)∥ ≤ K2e

(γ+2ε)tαi(0,t) for t ≥ 0,

where K2 = K2(ε) > 0 does not depend on φ.
From the existence of the uniform limit (3.2) it follows that there exists some K3 = K3(ε) ≥ 1,

not depending on φ, such that αi(0,t) ≤ K3e
(ε+p ln α)t. Then for the fundamental matrix we get the

estimate
∥Xt

0(φ)∥ ≤ K · e(3ε+γ+p ln α)t for t ≥ 0,

where K = K(ε) > 0 does not depend on φ. This means that the function G0(τ, φ) =

{
X0

τ (φ), τ ≤ 0,

0, τ > 0

is a Green–Samoilenko function of the invariant tori problem. Hence, system (3.1) has an asymptoti-
cally stable invariant toroidal set defined by

x = u(φ) =

0∫
−∞

X0
τ (φ)f(φτ (φ)) dτ +

∑
−∞<ti(φ)<0

X0
ti(φ)+0(φ)g(φti(φ)(φ)), φ ∈ Tm.

This completes the proof.
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BOUNDARY VALUE PROBLEMS FOR FAMILIES
OF FUNCTIONAL DIFFERENTIAL EQUATIONS



Abstract. We consider boundary value problems for all equations from a family of linear functional
differential equations. The necessary and sufficient conditions for the unique solvability and existence
of non-negative (non-positive) solutions are obtained.∗
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ÒÄÆÉÖÌÄ. ßÒ×ÉÅÉ ×ÖÍØÝÉÏÍÀËÖÒ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ ÂÀÍáÉËÖËÉÀ ÓÀ-
ÓÀÆÙÅÒÏ ÀÌÏÝÀÍÄÁÉ. ÃÀÃÂÄÍÉËÉÀ ÀÌÏÝÀÍÄÁÉÓ ÝÀËÓÀáÀ ÀÌÏáÓÍÀÃÏÁÉÓ ÃÀ ÀÒÀÖÀÒÚÏ×ÉÈÉ
(ÀÒÀÃÀÃÄÁÉÈÉ) ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÉÓ ÀÖÝÉËÄÁÄËÉ ÃÀ ÓÀÊÌÀÒÉÓÉ ÐÉÒÏÁÄÁÉ.
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1 Introduction
In the recent years, the boundary value problems for functional differential equations have been
investigated in many works (for example, [1, 6–12]). We offer new conditions for a unique solvability
of boundary value problems and the existence of solutions with a given sign. It turns out, these
conditions are sharp in some family of equations.

Here we use the following notation: ACn−1[0, 1] is the space of functions x : [0, 1] → R for which
there exist absolutely continuous derivatives of order less than n; C[0, 1] is the space of continuous
functions x : [0; 1] → R with the norm ∥x∥C = max

t∈[0,1]
|x(t)|; L[0, 1] is the space of integrable functions

z : [0; 1] → R with the norm ∥ z∥L =
1∫
0

|z(s)| ds.

We consider general boundary value problems for linear functional differential equations{
x(n)(t) = (Tx)(t) + f(t), t ∈ [0, 1],

ℓix = αi, i = 1, . . . , n,
(1.1)

where T : C[0, 1] → L[0, 1] is a linear bounded operator; f ∈ L[0, 1]; ℓi : ACn−1[0, 1] → R, i =
1, . . . , n, are linear bounded functionals with the representation

ℓix =

n−1∑
j=0

aijx
(j)(0) +

1∫
0

φi(s)x
(n)(s) ds, i = 1, . . . , n,

φi : [0, 1] → R, i = 1, . . . , n, are measurable bounded functions, aij ∈ R, i, j = 1, . . . , n; αi ∈ R,
i = 1, . . . , n. A solution of (1.1) is a function from the space ACn−1[0, 1] which satisfies for almost all
t ∈ [0, 1] the functional differential equation from problem (1.1) and the boundary value conditions
from (1.1).

Such problem (1.1) has the Fredholm property (see, for example, [2]), therefore problem (1.1) is
uniquely solvable if and only if the homogeneous boundary value problem{

x(n)(t) = (Tx)(t), t ∈ [0, 1],

ℓix = 0, i = 1, . . . , n,
(1.2)

has only the trivial solution.
We will use the notation ℓ ≡ {ℓ1, ℓ2, . . . , ℓn}, α ≡ {α1, α2, . . . , αn}.
An operator T : C[0, 1] → L[0, 1] is called positive if for every non-negative function x ∈ C[0, 1]

the inequality (Tx)(t) ≥ 0 holds for a.a. t ∈ [0, 1].
Here we suppose that p+, p− ∈ L[0, 1] are the given non-negative functions.

Definition 1.1. Denote by S(p+, p−) the family of all operators T : C[0, 1] → L[0, 1] such that

T = T+ − T−,

where T+, T− : C[0, 1] → L[0, 1] are linear positive operators satisfying the conditions

T+1 = p+, T−1 = p−.

Definition 1.2. We say that the pair (p+, p−) belongs to the set An,ℓ if problem (1.1) is uniquely
solvable for every operator T ∈ S(p+, p−).

Definition 1.3. We say that the pair (p+, p−) belongs to the set B+
n,ℓ(α, f) if (p+, p−) ∈ An,ℓ and a

unique solution of problem (1.1) is non-negative for every operator T ∈ S(p+, p−).

Definition 1.4. We say that the pair (p+, p−) belongs to the set B−
n,ℓ(α, f) if (p+, p−) ∈ An,ℓ and a

unique solution of problem (1.1) is non-positive for every operator T ∈ S(p+, p−).
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In this paper, we give an effective description of the sets An,ℓ, B+
n,ℓ(α, f), B−

n,ℓ(α, f) under the
following condition. We suppose that the boundary value problem{

x(n)(t) = f(t), t ∈ [0, 1],

ℓix = αi, i = 1, . . . , n,
(1.3)

is uniquely solvable. Then its solution w has a representation

w(t) ≡
n∑

i=1

αixi(t) + (Gf)(t), t ∈ [0, 1],

where the functions x1, x2, . . . , xn form a fundamental system of solutions to the equation x(n) = 0 ;
G : L[0, 1] → ACn−1[0, 1] is the Green operator defined by the equality

(Gf)(t) =

1∫
0

G(t, s)f(s) ds, t ∈ [0, 1];

G(t, s) is the Green function of problem (1.3). Note, that the Green function G(t, s) has a represen-
tation

G(t, s) = C(t, s) +

n∑
i=1

n∑
j=1

cijxi(t)φj(s), t, s ∈ [0, 1],

where

C(t, s) =


(t− s)n−1

(n− 1)!
, 0 ≤ s ≤ t ≤ 1,

0, 0 ≤ t < s ≤ 1,

cij ∈ R, i, j ∈ {1, 2, . . . , n}.

2 The unique solvability for all equations with operators from
the family S(p+, p−)

Denote

p(t) ≡ p+(t)− p−(t), v(t) ≡ 1− (Gp)(t), t ∈ [0, 1],

gt2,t1,v(s) ≡ G(t2, s)v(t1)−G(t1, s)v(t2), s ∈ [0, 1], 0 ≤ t1 ≤ t2 ≤ 1,

[a]+ ≡ |a|+ a

2
, [a]− ≡ |a| − a

2
for any a ∈ R.

Theorem 2.1. The pair (p+, p−) belongs to the set An,ℓ if and only if one of the following conditions
holds:

(1) v(t) > 0 for all t ∈ [0, 1] and

1∫
0

(
p+(s)[gt2,t1,v(s)]

− + p−(s)[gt2,t1,v(s)]
+
)
ds < v(t2) for all 0 ≤ t1 ≤ t2 ≤ 1;

(2) v(t) < 0 for all t ∈ [0, 1] and

1∫
0

(
p+(s)[gt2,t1,v(s)]

+ + p−(s)[gt2,t1,v(s)]
−) ds < −v(t2) for all 0 ≤ t1 ≤ t2 ≤ 1.
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For proving Theorem 2.1, we need the following lemma (see [3, 4]).

Lemma 2.1. Boundary value problem (1.2) has only the trivial solution for every operators T ∈
S(p+, p−) if and only if the boundary value problem{

x(n)(t) = p1(t)x(t1) + p2(t)x(t2), t ∈ [0, 1],

ℓix = 0, i = 1, . . . , n,
(2.1)

has only the trivial solution for every functions p1, p2 and points t1, t2 such that

p1, p2 ∈ L[0, 1], (2.2)
p1 + p2 = p+ − p−, (2.3)

−p−(t) ≤ pi(t) ≤ p+(t), t ∈ [0, 1], i = 1, 2, (2.4)
0 ≤ t1 ≤ t2 ≤ 1. (2.5)

Proof of Theorem 2.1. Boundary value problem (2.1) is equivalent to the equation

x(t) = (Gp1)(t)x(t1) + (Gp2)(t)x(t2), t ∈ [0, 1].

This equation has only the trivial solution if and only if the algebraic system

x(t1) = (Gp1)(t1)x(t1) + (Gp2)(t1)x(t2), x(t2) = (Gp1)(t2)x(t1) + (Gp2)(t2)x(t2)

with respect to x(t1), x(t2) has only the trivial solution, that is, when

∆(t1, t2, p1, p2) ≡

∣∣∣∣∣1− (Gp1)(t1) −(Gp2)(t1)

−(Gp1)(t2) 1− (Gp2)(t2)

∣∣∣∣∣
=

∣∣∣∣∣1− (Gp1)(t1) v(t1)

−(Gp1)(t2) v(t2)

∣∣∣∣∣ = v(t2) +

1∫
0

p1(s)gt2,t1,v(s) ds ̸= 0, (2.6)

We use Lemma 2.1. From the form of the set of admissible function pi (2.4), it follows that
∆(t1, t2, p1, p2) does not equal to zero for every ti, pi, i = 1, 2, if and only if the conditions of Theo-
rem 2.1 are fulfilled. It guarantees the unique solvability of all problems (2.1) under the conditions
(2.2)–(2.5).

3 Examples
Consider the Cauchy problem {

ẋ(t) = (Tx)(t) + f(t), t ∈ [0, 1],

x(0) = α1.

As an immediate result from Theorem 2.1, we have

Corollary 3.1. The pair (p+, p−) belongs to the set A1,{x(0)} if and only if the inequality

1 +

t1∫
0

p−(s) ds

(
1−

t2∫
t1

p−(s) ds

)
−

t2∫
0

p+(s) ds+

t1∫
0

p+(s) ds

t2∫
t1

p+(s) ds > 0

holds for all 0 ≤ t1 ≤ t2 ≤ 1.

Now we can easily get the following known assertion.
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Corollary 3.2 ([5]).

(p+,0 ) ∈ A1,{x(0)} if and only if
1∫
0

p+(s) ds < 1;

(0 , p−) ∈ A1,{x(0)} if and only if
1∫
0

p−(s) ds < 3.

Set p+(t) ≡ T +t, p−(t) ≡ T −t, t ∈ [0, 1], where T + ≥ 0, T − ≥ 0.

Corollary 3.3. The pair (p+, p−) belongs to the set A1,{x(0)} if and only if

0 ≤ T + < 2, 0 ≤ T − < 1 +
√
5

or

0 ≤ T + < 2, T − > 1 +
√
5,

(T −)2 (6− T −)(T − + 2)− (T +)2 (4− T +)2 + 2T +T −(T +T − − 2T + − 4T −) > 0.

Consider the Cauchy problem for the second order functional differential equation{
ẍ(t) = (Tx)(t) + f(t), t ∈ [0, 1],

x(a) = α1, ẋ(a) = α2,

From Theorem 2.1, we have

Corollary 3.4.

(0 , T −) ∈ A2,{x(0),ẋ(0)} if and only if T − < 16;

(0 , p−) ∈ A2,{x(0),ẋ(0)} if p−(t) ≤ 16 for all t ∈ [0, 1], p− ̸≡ 16.

Consider the Dirichlet boundary value problem{
ẍ(t) = (Tx)(t) + f(t), t ∈ [0, 1],

x(0) = α1, x(1) = α2,

Corollary 3.5.

(T +,0 ) ∈ A2,{x(0),x(1)} if and only if T + < 32;

(p+,0 ) ∈ A2,{x(0),x(1)} if p+(t) ≤ 32 for all t ∈ [0, 1], p+ ̸≡ 32.

4 Non-negative (non-positive) solutions for all equations
with operators from the family S(p+, p−)

Suppose αi ∈ R, i = 1, . . . , n, f ∈ L and

n∑
i=1

|αi|+
1∫

0

|f(s)| ds > 0.

For every 0 ≤ t1 ≤ t2 ≤ 1, define

gt2,t1,w(s) ≡ G(t2, s)w(t1)−G(t1, s)w(t2), s ∈ [0, 1],
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R1(t1, t2) ≡ w(t1) +

1∫
0

(
p+(s)[gt2,t1,w(s)]

− + p−(s)[gt2,t1,w(s)]
+
)
ds,

R2(t1, t2) ≡ w(t2) +

1∫
0

(
p+(s)[gt2,t1,w(s)]

+ + p−(s)[gt2,t1,w(s)]
−) ds,

R3(t1, t2) ≡ w(t1)−
1∫

0

(
p+(s)[gt2,t1,w(s)]

+ + p−(s)[gt2,t1,w(s)]
−) ds,

R4(t1, t2) ≡ w(t2)−
1∫

0

(
p+(s)[gt2,t1,w(s)]

− + p−(s)[gt2,t1,w(s)]
+
)
ds.

Theorem 4.1. Suppose (p+, p−) ∈ An,ℓ.
The pair (p+, p−) belongs to the set B+

n,ℓ(α, f) if and only if one of the following conditions holds:

(1) v(t) > 0, w(t) ≥ 0 for all t ∈ [0, 1] and R3(t1, t2) ≥ 0, R4(t1, t2) ≥ 0 for all 0 ≤ t1 ≤ t2 ≤ 1;

(2) v(t) < 0, w(t) ≤ 0 for all t ∈ [0, 1] and R1(t1, t2) ≤ 0, R2(t1, t2) ≤ 0 for all 0 ≤ t1 ≤ t2 ≤ 1.

The pair (p+, p−) belongs to the set B−
n,ℓ(α, f) if and only if one of the following conditions holds:

(1) v(t) < 0, w(t) ≥ 0 for all t ∈ [0, 1] and R3(t1, t2) ≥ 0, R4(t1, t2) ≥ 0 for all 0 ≤ t1 ≤ t2 ≤ 1;

(2) v(t) > 0, w(t) ≤ 0 for all t ∈ [0, 1] and R1(t1, t2) ≤ 0, R2(t1, t2) ≤ 0 for all 0 ≤ t1 ≤ t2 ≤ 1.

Lemma 4.1. Let (p+, p−) ∈ An,ℓ. Then the set of all solutions of problems (1.1) for all operators
T ∈ S(p+, p−) coincides with the set of solutions of the boundary value problem{

x(n)(t) = p1(t)x(t1) + p2(t)x(t2) + f(t), t ∈ [0, 1],

ℓix = αi, i = 1, . . . , n,
(4.1)

for all functions p1, p2 and points t1, t2 satisfying conditions (2.2)–(2.5).

Proof. Let y be a solution of problem (4.1) for some functions p1, p2 and for some points t1, t2
satisfying conditions (2.2)–(2.5). Then y is a solution of problem (1.1), where T = T+ − T− and the
positive operators T+, T− are defined by the equalities

(T+x)(t) = p+(t)ζ(t)x(t1) + p+(t)(1− ζ(t))x(t2), t ∈ [0, 1],

(T−x)(t) = p−(t)(1− ζ(t))x(t1) + p−(t)ζ(t)x(t2), t ∈ [0, 1],

ζ : [0, 1] → [0, 1] is a measurable function such that

p1(t) = p+(t)ζ(t)− p−(t)(1− ζ(t)), t ∈ [0, 1].

Therefore, T ∈ S(p+, p−).
Conversely, let y be a solution of problem (1.1) with T ∈ S(p+, p−). Let

min
t∈[0,1]

y(t) = y(t1), max
t∈[0,1]

y(t) = y(t2).

Then for positive operators T+, T− such that T+1 = p+, T−1 = p− the following inequalities hold:

p+(t)y(t1) ≤ (T+y)(t) ≤ p+(t)y(t2), t ∈ [0, 1],

p−(t)y(t1) ≤ (T−y)(t) ≤ p−(t)y(t2), t ∈ [0, 1].

Therefore, there exist measurable functions ζ, ξ : [0, 1] → [0, 1] such that

(T+y)(t) = p+(t)(1− ζ(t))y(t1) + p+(t)ζ(t)y(t2), t ∈ [0, 1],
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(T−y)(t) = p−(t)(1− ξ(t))y(t1) + p−(t)ξ(t)y(t2), t ∈ [0, 1].

So, the function y satisfies problem (4.1) for the functions

p1(t) = (T+1 )(t)(1− ζ(t))− (T−1 )(t)(1− ξ(t)), t ∈ [0, 1],

p2(t) = (T+1 )(t)ζ(t)− (T−1 )(t)ξ(t), t ∈ [0, 1].

It is clear that equality (2.3) and inequalities (2.4) hold. If t1 > t2, then by renumbering p1, p2, t1,
t2, condition (2.5) will be valid.

Proof of Theorem 4.1. Find when solutions of (1.1) retain their sign for all T ∈ S(p+, p−). Use
Lemma 4.1. The maximal and minimal values x1 ≡ x(t1), x2 ≡ x(t2) of a unique solution of problem
(1.1) satisfy the system {

x1 = w(t1) + (Gp1)(t1)x1 + (Gp2)(t1)x2,

x2 = w(t2) + (Gp1)(t2)x1 + (Gp2)(t2)x2

(4.2)

for some p1, p2 ∈ L[0, 1] such that conditions (2.3), (2.4) are fulfilled.
Note that w ̸≡ 0 .
From (4.2), we obtain

x1 =
∆1(t1, t2, p1, p2)

∆(t1, t2, p1, p2)
, x2 =

∆2(t1, t2, p1, p2)

∆(t1, t2, p1, p2)
,

where the functional ∆(t1, t2, p1, p2) is defined by equality (2.6) and retains its sign (the condi-
tions of Theorem 2.1 are fulfilled, therefore sgn(∆(t1, t2, p1, p2)) = sgn(1 − Gp)); the functionals
∆1(t1, t2, p1, p2) and ∆2(t1, t2, p1, p2) are defined by the equalities

∆1(t1, t2, p1, p2) ≡

∣∣∣∣∣w(t1) −(Gp2)(t1)

w(t2) 1− (Gp2)(t2)

∣∣∣∣∣ = w(t1)−
1∫

0

p2(s)gt2,t1,w(s) ds,

∆2(t1, t2, p1, p2) ≡

∣∣∣∣∣1− (Gp1)(t1) w(t1)

−(Gp1)(t2) w(t2)

∣∣∣∣∣ = w(t2) +

1∫
0

p1(s)gt2,t1,w(s) ds.

(4.3)

Find the maximum and the minimum of ∆1(t1, t2, p1, p2), ∆2(t1, t2, p1, p2) with respect to p1, p2
at the fixed rest arguments. From representations (4.3) we have

R1(t1, t2) = max
−p−≤p2≤p+

∆1(t1, t2, p1, p2), R2(t1, t2) = max
−p−≤p1≤p+

∆2(t1, t2, p1, p2),

R3(t1, t2) = min
−p−≤p2≤p+

∆1(t1, t2, p1, p2), R4(t1, t2) = min
−p−≤p1≤p+

∆2(t1, t2, p1, p2),

that proves the theorem.

5 Example
As an illustrative example, consider the Dirichlet problem{

ẍ(t) = (Tx)(t) + 1, t ∈ [0, 1],

x(0) = 0, x(1) = 0.
(5.1)

From Theorem 4.1 we immediately obtain a sharp condition for the existence of non-positive solutions
of (5.1).

Corollary 5.1. If p+(t) ≤ 11 + 5
√
5 for all t ∈ [0, 1], then (p+,0 ) ∈ B−

2,{x(0),x(1)}((0, 0),1 ). The
constant 11 + 5

√
5 is sharp.
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ON A RESOLVENT APPROACH IN A MIXED PROBLEM
FOR THE WAVE EQUATION ON A GRAPH



Abstract. We study a mixed problem for the wave equation with integrable potential on the simplest
geometric graph consisting of two ring edges that touch at a point. We use a new resolvent approach
in the Fourier method. We do not use refined asymptotic formulas for the eigenvalues and any
information on the eigenfunctions.∗
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ÒÄÆÉÖÌÄ. ÔÀËÙÉÓ ÂÀÍÔÏËÄÁÉÓÀÈÅÉÓ ÉÍÔÄÂÒÄÁÀÃÉ ÐÏÔÄÍÝÉÀËÉÈ ÛÄÓßÀÅËÉËÉÀ ÛÄÒÄÖËÉ
ÀÌÏÝÀÍÀ ÖÌÀÒÔÉÅÄÓ ÂÒÀ×ÆÄ, ÒÏÌÄËÉÝ ÛÄÃÂÄÁÀ ÄÒÈ ßÄÒÔÉËÛÉ ÌáÄÁÉ ÒÂÏËÉÓ ÏÒÉ ÊÉÃÄÓÂÀÍ.
ÂÀÌÏÚÄÍÄÁÖËÉÀ ÀáÀËÉ ÒÄÆÏËÅÄÍÔÖÒÉ ÌÉÃÂÏÌÀ ×ÖÒÉÄÓ ÌÄÈÏÃÛÉ. ÀÌÀÓÈÀÍ ÀÒ ÀÒÉÓ ÂÀÌÏÚÄÍÄ-
ÁÖËÉ ÃÀÆÖÓÔÄÁÖËÉ ÀÓÉÌÐÔÏÔÖÒÉ ×ÏÒÌÖËÄÁÉ ÓÀÊÖÈÒÉÅÉ ÌÍÉÛÅÍÄËÏÁÄÁÉÓÈÅÉÓ ÃÀ ÒÀÉÌÄ
ÉÍ×ÏÒÌÀÝÉÀ ÓÀÊÖÈÒÉÅÉ ×ÖÍØÝÉÄÁÉÓ ÌÉÌÀÒÈ.
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We consider the simplest geometric graph consisting of two ring edges that touch at a point (at
the node of the graph). Parametrizing each edge by the interval [0, 1], we study the following mixed
problem for the wave equation on this graph:

∂2uj(x, t)

∂t2
=
∂2uj(x, t)

∂x2
− qj(x)uj(x, t), x ∈ [0, 1], t ∈ (−∞,+∞) (j = 1, 2), (1)

u1(0, t) = u1(1, t) = u2(0, t) = u2(1, t), (2)
u′1x(0, t)− u′1x(1, t) + u′2x(0, t)− u′2x(1, t) = 0, (3)

u1(x, 0) = φ1(x), u2(x, 0) = φ2(x), u′1t(x, 0) = u′2t(x, 0) = 0. (4)

Conditions (2), (3) are generated by the structure of the graph.
In this problem the application of the Fourier method causes difficulties associated with the fact

that the eigenvalues of the corresponding spectral problem might be multiple. These difficulties can
be coped with by applying the resolvent approach [1]. Note that we do not use refined asymptotic
formulas for the eigenvalues and any information on the eigenfunctions. Besides, we use Krylov’s
idea [2, Chapter VI] concerning the convergence acceleration of Fourier-like series.

The following result was obtained in [3]:

Theorem 1. If qj(x) ∈ C[0, 1] are complex-valued, φj(x) ∈ C2[0, 1] and are complex-valued, φ1(0) =
φ1(1) = φ2(0) = φ2(1), φ′

1(0)− φ′
1(1) + φ′

2(0)− φ′
2(1) = 0, φ′′

1(0) = φ′′
1(1) = φ′′

2(0) = φ′′
2(1), then the

formal solution by Fourier method is a classical solution of problem (1)–(4).

Now, we assume that qj(x) ∈ L[0, 1] are complex-valued. Then a classical solution is defined as
a function u(x, t) such that u(x, t) and its first derivatives with respect to x and t are absolutely
continuous, and satisfies the boundary and initial conditions (2)–(4) and the differential equation (1)
almost everywhere. Here we use the scheme of analysis given in [4–6].

We assume that the vector functions φ(x) and φ′(x) are absolutely continuous and such that satisfy
the following conditions:

φ1(0) = φ1(1) = φ2(0) = φ2(1), φ′
1(0)− φ′

1(1) + φ′
2(0)− φ′

2(1) = 0, Lφ ∈ L2
2[0, 1]. (5)

Everywhere, by L2
2[0, 1] we denote the space of vector functions f(x) = (f1(x), f2(x))

T such that
fk(x) ∈ L2[0, 1] (k = 1, 2), T denotes the transpose.

1 The transformation of a formal solution
The Fourier method is related to the spectral problem Ly = λy for the operator

Ly =
(
−y′′1(x)− q1(x)y1(x),−y′′2 (x)− q2(x)y2(x)

)T
, y = y(x) = (y1(x), y2(x))

T

with the boundary conditions

y1(0) = y1(1) = y2(0) = y2(1), y′1(0)− y′1(1) + y′2(0)− y′2(1) = 0.

By Rλ = (L − λE)−1, R0
λ = (L0 − λE)−1 are denoted the resolvents of the operators L and L0,

where L0 is L with qj(x) ≡ 0 (E is the identity operator, and λ is the spectral parameter). In the
sequel the notation corresponding to L0 is marked with a zero index.

The formal solution u(x, t) = (u1(x, t), u2(x, t))
T of problem (1)–(4) produced by the Fourier

method can be represented as

u(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
(Rλφ)(x) cos ρt dλ,

where r > 0 is fixed and such that all the eigenvalues λn, with n < n0, belong to the disk |λ| < r, and
there are no eigenvalues of L on the contour |λ| = r; γn are the contours of sufficiently small radius
in λ-plane such that all the eigenvalues of operators L and L0 with n ≥ n0 are only inside γn.

Proceeding as in [1], we obtain the following result.
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Theorem 2. The formal solution can be represented as

u(x, t) = u0(x, t) + u1(x, t),

where

u0(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
R0

λg

λ− µ0
cos ρt dλ,

u1(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
1

λ− µ0

[
Rλg −R0

λg
]

cos ρt dλ,

g = (L− µ0E)φ, µ0 is not an eigenvalue of L or L0, |µ0| > r, and µ0 lies outside γn for n ≥ n0.

2 Spectral problem and resolvent
Let λ = ρ2, where Re ρ ≥ 0. Denote by {yj1(x), yj2(x)} (j = 1, 2), the fundamental systems of
solutions of the equations

y′′j (x)− qj(x)yj(x) + ρ2yj(x) = 0, (j = 1, 2)

with initial conditions

yj1(0) = 1, y′j1(0) = 0,

yj2(0) = 0, y′j2(0) = 1.

Then yij(x) are entire functions of ρ and λ. If qj(x) ≡ 0, then

y0j1(x) = cos ρx, (y0j1(x))
′ = −ρ sin ρx,

y0j2(x) =
sin ρx
ρ

, (y0j2(x))
′ = cos ρx.

From [7] it follows that all ρ for which λ = ρ2 are the eigenvalues of the operator L belong to the
semi-infinite strip S = {ρ|Re ρ ≥ 0, | Im ρ| ≤ h}, where h > 0 is sufficiently large.

Just as in [6, Lemma 7] we obtain

Lemma 1. If | Im ρ| ≤ h, then

yj1(x, ρ) = cos ρx+
1

2ρ
sin ρx

x∫
0

qj(τ) dτ

+
1

4ρ

x∫
0

[
qj

(x− τ

2

)
+ qj

(x+ τ

2

)]
sin ρτ dτ +O(ρ−2),

yj2(x, ρ) =
sin ρx
ρ

+
1

2ρ2
cos ρx

x∫
0

qj(τ) dτ

+
1

4ρ2

x∫
0

[
qj

(x− τ

2

)
+ qj

(x+ τ

2

)]
cos ρτ dτ +O(ρ−3),

where the O(. . . ) estimates are uniform with respect to x ∈ [0, 1].

The eigenvalues of operator L are the zeros of the determinant

∆(ρ) =

∣∣∣∣∣∣∣∣
1− y11(1) −y12(1) 0 0

1 0 −1 0
0 0 1− y21(1) −y22(1)

−y′11(1) 1− y′12(1) −y′21(1) 1− y′22(1)

∣∣∣∣∣∣∣∣
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The eigenvalues of L0 (the zeros of ∆0(ρ)) are λ0n = (ρ0n)
2, where ρ0n = nπ (n = 0, 1, 2, . . . ). If n is

even, then eigenvalues are multiple. The eigenvalues λn of the operator L asymptotically approach
λ0n for large n.

Theorem 3. For the resolvent Rλ = (R1λ, R2λ)
T , the formula

Rjλf(x) = (Mjρfj)(x) + Ωjλ(x, f), f = (f1, f2)
T

(j = 1, 2) (6)

holds, where

(Mjρfj)(x) =

x∫
0

Mj(x, ξ, ρ)fj(ξ) dξ, Mj(x, ξ, ρ) =

∣∣∣∣yj1(ξ) yj2(ξ)
yj1(x) yj2(x)

∣∣∣∣ ,
Ωjλ(x, f) = vj1(x)(f1, y11) + vj2(x)(f1, y12) + vj3(x)(f2, y21) + vj4(x)(f2, y22) (j = 1, 2), (7)

v11(x) =

2∑
k=1

y1k(x)

∆(ρ)

[
∆1k(ρ)y12(1) + ∆4k(ρ)y

′
12(1)

]
,

v12(x) =

2∑
k=1

y1k(x)

∆(ρ)

[
−∆1k(ρ)y11(1)−∆4k(ρ)y

′
11(1)

]
,

v13(x) =

2∑
k=1

y1k(x)

∆(ρ)

[
∆3k(ρ)y22(1) + ∆4k(ρ)y

′
22(1)

]
,

v14(x) =

2∑
k=1

y1k(x)

∆(ρ)

[
−∆3k(ρ)y21(1)−∆4k(ρ)y

′
21(1)

]
,

∆k,s(ρ) are algebraic adjuncts of ∆(ρ), and v2j(x) are obtained by replacing ∆k1, ∆k2 by ∆k3, ∆k4,

and y11(x), y12(x) by y21(x), y22(x); (f, g) =
1∫
0

f(x)g(x) dx.

Proof. For y = (y1, y2)
T = Rλf , we have

y′′j (x)− qj(x)yj(x) + ρ2yj(x) = fj(x), j = 1, 2,

whence
yk(x) = ck1yk1(x) + ck2yk2(x) + (Mkρfk)(x), k = 1, 2.

From the boundary conditions for operator L follows (6), where

Ω1λ(x, f) =
y11(x)

∆(ρ)

4∑
k=1

dj∆k,1(ρ) +
y12(x)

∆(ρ)

4∑
k=1

dj∆k,2(ρ),

Ω2λ(x, f) =
y21(x)

∆(ρ)

4∑
k=1

dj∆k,3(ρ) +
y22(x)

∆(ρ)

4∑
k=1

dj∆k,4(ρ),

d1 = (M1ρf1)
∣∣∣
x=1

, d2 = 0, d3 = (M2ρf2)
∣∣∣
x=1

,

d4 =

1∫
0

d

dx
M1(x, ξ, ρ)

∣∣∣
x=1

f1(ξ) dξ +

1∫
0

d

dx
M2(x, ξ, ρ)

∣∣∣
x=1

f2(ξ) dξ.

Calculating the coefficients dk in an explicit form, we get (7).

Define γ̃n = {ρ | |ρ− πn| = δ}, where δ > 0 is sufficiently small, n ≥ n0, and n0 is chosen so that
all λn with n ≥ n0 lie inside γ̃n. Let γn be the image of γ̃n in the λ-plane (λ = ρ2).
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Lemma 2. If ρ ∈ γ̃n, then

v
(j)
k1 (x, ρ) = v0k1

(j)
(x, ρ) +O(ρj−2) (j = 0, 1),

v
(j)
k2 (x, ρ) = v0k2

(j)
(x, ρ) +O(ρj−1) (j = 0, 1),

v′′k1(x, ρ)− q1(x)vk1(x, ρ)− v0k1
′′
(x, ρ) = O(1),

v′′k2(x, ρ)− q2(x)vk2(x, ρ)− v0k2
′′
(x, ρ) = O(ρ)

(k = 1, 2), where the derivatives are taken with respect to x and the O(. . . ) estimates are uniform with
respect to x ∈ [0, 1] (in the last two relations O(. . . ) stands for ∥O(ω)∥∞ ≤ c|ω|).

Proof. Since v′′j (x, ρ)− q(x)vj(x, ρ) = −ρ2vj(x, ρ), this lemma follows from Lemma 2 in [4].

Just as in [6], we can prove the following assertions.

Lemma 3. By p(x) denote the functions
1∫
x

m(ξ)q((ξ−x)/2) dξ or
1∫
x

m(ξ)q((ξ+x)/2) dξ, where m(ξ)

is g1(ξ) or g2(ξ) (g = (g1, g2)
T = (L− µ0E)φ), and q(x) is q1(x) or q2(x). Then

∥p∥L2 ≤ 2∥m∥L2 · ∥q∥L1 ,

where ∥ · ∥Ls
is the norm on Ls[0, 1].

Lemma 4. Let ψ(x) denote the function cosx or sinx. Let m(x) ∈ L2[0, 1] and m(x, µ) = m(x)ψ(µx),
for µ ∈ γ0, and βn(µ) = (m(x, µ), ψ(πnx)). Further, by β̃n(µ) we denote the sum of all |βn(µ)|, where
m(x) is one of the functions gj(x), gj(x)

x∫
0

qs(ξ) dξ, p(x) (p(x) is one of the functions from Lemma 3).

Then
n2∑

n=n1

1

n
β̃n(µ) ≤ c

√√√√ n2∑
n=n1

1

n2
∥g∥2,

where c > 0 is a constant independent of n1, n2, and µ ∈ γ0, and by ∥g∥2 is denoted the norm of
vector function g(x) = (g1(x), g2(x))

T on L2
2[0, 1].

Lemma 5. If g(x) = (g1(x), g2(x))
T ∈ L2

2[0, 1], ρ ∈ γ̃n, and ρ = πn+ µ, then

(gs, yj1) = O(β̃n(µ)) +O(ρ−1β̃n(µ)) +O(ρ−2∥g∥2),

(gs, yj1 − y0j1) = O(ρ−1β̃n(µ)) +O(ρ−2∥g∥2),

(gs, yj2) = O(ρ−1β̃n(µ)) +O(ρ−2β̃n(µ)) +O(ρ−3∥g∥2),

(gs, yj2 − y0j2) = O(ρ−2β̃n(µ)) +O(ρ−3∥g∥2),

where j = 1, 2, s = 1, 2.

From Lemmas 2–5 follows

Lemma 6. If ρ = πn+ µ, µ ∈ γ̃0, Ωλ(x, g) = (Ω1λ(x, g),Ω2λ(x, g))
T , then

dj

dxj
(Ωλ(x, g)) = O(ρj−1β̃n(µ)) +O(ρj−2∥g∥2) (j = 0, 1),

dj

dxj
(
Ωλ(x, g)− Ω0

λ(x, g)
)
= O(ρj−2β̃n(µ)) +O(ρj−3∥g∥2) (j = 0, 1).
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3 Investigation of the function u0(x, t)

Since (Mjρgj)(x), (M0
jρgj)(x) are entire functions, it follows that

u0(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
Ω0

λ(x, g)

λ− µ0
cos ρt dλ.

From [3, Lemmas 3, 4] we have
Lemma 7. It is true that

u0(x, t) =
1

2
(F (x+ t) + F (x− t)),

where
F (x) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
1

λ− µ0
Ω0

λ(x, g) dλ.

Lemma 8. For F (x) = (F1(x), F2(x))
T , the relations

F1(−x) =
1

2

[
F1(1− x) + F2(1− x)− F1(x) + F2(x)

]
,

F2(−x) =
1

2

[
F1(1− x) + F2(1− x) + F1(x)− F2(x)

]
,

F1(1 + x) =
1

2

[
F1(x)− F1(1− x) + F2(x) + F2(1− x)

]
,

F2(1 + x) =
1

2

[
F1(x) + F1(1− x) + F2(x)− F2(1− x)

]
hold, and F (x) = φ̃(x) = R0

µ0
g for x ∈ [0, 1].

Therefore, as in [6], we get
Lemma 9. The vector functions F (x), F ′(x) are absolutely continuous, F ′′(x) ∈ L2

2[−A,A] for all
A > 0, and F (x) = F (x+ 2).
Theorem 4. The function u0(x, t) is a classical solution of the reference problem obtained from
(1)–(4) by setting qj(x) ≡ 0 with initial conditions (4), where φ(x) is replaced by φ̃(x) = R0

µ0
g, and

equation (1) is satisfied almost everywhere.

4 Investigation of the function u1(x, t)

For u1(x, t) we have

u1(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
1

λ− µ0
[Ωλ(x, g)− Ω0

λ(x, g)] cos ρtdλ.

By the methods in [6], we obtain the following assertions.
Lemma 10. The series u1(x, t) and the series obtained by differentiating u1(x, t) term by term
with respect to x once and with respect to t twice is convergent absolutely and uniformly in QT =
[0, 1]× [−T, T ], where T > 0 is any fixed number.
Lemma 11. The function u′1,x(x, t) is absolutely continuous with respect to x, and the relation

u′′1,x2(x, t) = Q(x)u1(x, t) + d(x, t)

holds for almost all x and t in the rectangle QT . Here Q(x) = diag(q1(x), q2(x)),

d(x, t) = − 1

2πi

( ∫
|λ|=r

+
∑
n≥n0

∫
γn

)
λ

λ− µ0
[Ωλ(x, g)− Ω0

λ(x, g)] cos ρtdλ,

and the series d(x, t) is convergent absolutely and uniformly in QT .
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Using Theorem 4 and Lemmas 10 and 11, we obtain

Theorem 5. If qj(x) ∈ L[0, 1], the vector functions φ(x) and φ′(x) are absolutely continuous and
such that they satisfy the conditions (5), then the sum u(x, t) of the formal solution has the following
properties: the function u(x, t) is continuously differentiable with respect to x and t; the function
u′x(x, t) (respectively, u′t(x, t)) is absolutely continuous with respect to x (respectively, with respect to
t); and the function u(x, t) satisfies equation (1) almost everywhere and conditions (2)–(4); i.e., u(x, t)
is a classical solution of problem (1)–(4) with (1) satisfied almost everywhere.

Acknowledgement
The research was supported by Russian Science Foundation grant 16-11-10125, performed in Voronezh
State University

References
[1] M. Sh. Burlutskaya and A. P. Khromov, The resolvent approach for the wave equation. Comput.

Math. Math. Phys. 55 (2015), no. 2, 227–239.
[2] A. N. Krylov, On Some Differential Equations of Mathematical Physics Having Application

to Technical Problems. (Russian) Leningrad: Gosudarstv. Izdat. Tehn.-Teor. Lit., Moscow-
Leningrad, 1950.

[3] M. Sh. Burlutskaya, The Fourier method in a mixed problem for the wave equation on a graph.
(Russian); Dokl. Akad. Nauk 465 (2015), no. 5, 519–522; translation in Dokl. Math. 92 (2015),
no. 3, 735–738.

[4] V. V. Kornev and A. P. Khromov, A resolvent approach in the Fourier method for the wave
equation: the non-selfadjoint case. Comput. Math. Math. Phys. 55 (2015), no. 7, 1138–1149.

[5] A. P. Khromov, Behavior of the formal solution to a mixed problem for the wave equation.
Comput. Math. Math. Phys. 56 (2016), no. 2, 243–255.

[6] A. P. Khromov, On the convergence of the formal Fourier solution of the wave equation with a
summable potential. Comput. Math. Math. Phys. 56 (2016), no. 10, 1778–1792.

[7] M. A. Naimark, Linear Differential Operators. Second edition. Izdat. “Nauka”, Moscow, 1969.
English translation: Frederick Ungar Publishing Co., New York, 1967, 1968.

(Received 02.10.2017)

Author’s address:

Voronezh State University, 1 Universitetskaya pl., Voronezh 394006, Russia.
E-mail: bmsh2001@mail.ru



Memoirs on Differential Equations and Mathematical Physics
Volume 72, 2017, 45–58

Jan Franců

RELIABLE SOLUTIONS OF PROBLEMS
WITH UNCERTAIN HYSTERESIS OPERATORS



Abstract. Problems in technology lead to initial boundary value problems for partial differential
equations. Material properties which appear in constitutive relations are obtained by measurements.
These data are uncertain and thus are known to some extent only. Using their mean values in numerical
modelling cause several serious failures in technology.

The problem of finding a reliable solution by uncertain data is solved by the so-called worst scenario
method introduced by Ivo Babuška and Ivan Hlaváček. The method consists in looking for the worst
scenario that may appear in the case of any admissible data, the badness of situation is estimated by
means of a criterion-functional evaluating critical parts of the body.

In the contribution, the worst scenario method is applied to boundary value problems for nonlinear
equation with a scalar hysteresis operator F or its inverse G of Prandtl–Ishlinskii type. The method
demands special construction of admissible data and estimates the hysteresis operators. The existence
of a reliable solution for the initial boundary value problem for the heat conduction or the diffusion
equation c ut = (Fη[ux])x + f with various types of criterion-functionals is proved.∗

2010 Mathematics Subject Classification. 47J40, 47Hxx, 35K55.

Key words and phrases. Prandtl–Ishlinskii hysteresis operator, reliable solution, uncertain data,
worst scenario method, heat conduction equation, diffusion equation.

ÒÄÆÉÖÌÄ. ÔÄØÍÏËÏÂÉÉÓ ÀÌÏÝÀÍÄÁÓ ÌÉÅÚÀÅÀÒÈ ÊÄÒÞÏßÀÒÌÏÄÁÖËÉÀÍÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏ-
ËÄÁÄÁÉÓÈÅÉÓ ÃÀÓÌÖË ÓÀßÚÉÓ-ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÄÁÀÌÃÄ. ÌÀÔÄÒÉÀËÖÒÉ ÌÀáÀÓÉÀÈÄÁËÄÁÉ,
ÒÏÌËÄÁÉÝ ÌÏÍÀßÉËÄÏÁÓ ÊÏÍÓÔÉÔÖÝÉÖÒ ÈÀÍÀ×ÀÒÃÏÁÄÁÛÉ, ÌÉÙÄÁÖËÉÀ ÂÀÆÏÌÅÉÓ ÓÀÛÖÀËÄ-
ÁÉÈ. ÄÓ ÌÏÍÀÝÄÌÄÁÉ ÌáÏËÏÃ ÂÀÒÊÅÄÖËÉ ÓÉÆÖÓÔÉÈ ÀÒÉÓ ÝÍÏÁÉËÉ. ÌÀÈÉ ÓÀÛÖÀËÏ
ÌÍÉÛÅÍÄËÏÁÄÁÉÓ ÂÀÌÏÚÄÍÄÁÀÌ ÒÉÝáÅÉÈ ÌÏÃÄËÉÒÄÁÀÛÉ ÂÀÌÏÉßÅÉÀ ÒÀÌÃÄÍÉÌÄ ÔÄØÍÏËÏÂÉÖÒÉ
ÌÀÒÝáÉ.

ÂÀÍÖÓÀÆÙÅÒÄË ÌÏÍÀÝÄÌÉÓ ÓÀÛÖÀËÄÁÉÈ ÓÀÉÌÄÃÏ ÀÌÏÍÀáÓÍÉÓ ÌÏÞÄÁÍÉÓ ÀÌÏÝÀÍÀ ÂÀÃÀßÚÅÄ-
ÔÉËÉÀ ÉÅÏ ÁÀÁÖÛÊÀÓ ÃÀ ÉÅÀÍ äËÀÅÀÜÄÊÉÓ ÌÉÄÒ ÛÄÌÏÔÀÍÉËÉ Ä.ß. ÖÀÒÄÓÉ ÓÝÄÍÀÒÉÓ ÌÄÈÏ-
ÃÉÈ. ÌÄÈÏÃÉ ÌÃÂÏÌÀÒÄÏÁÓ ÉÌ ÖÀÒÄÓÉ ÓÝÄÍÀÒÉÓ ÌÏÞÄÁÍÀÛÉ, ÒÏÌÄËÉÝ ÛÄÉÞËÄÁÀ ÂÀÌÏÜÍÃÄÓ
ÍÄÁÉÓÌÉÄÒÉ ÃÀÓÀÛÅÄÁÉ ÌÏÍÀÝÄÌÄÁÉÓ ÛÄÌÈáÅÄÅÀÛÉ. ÓÉÔÖÀÝÉÉÓ ÖÀÒÄÓÏÁÀ ÛÄ×ÀÓÄÁÖËÉÀ ÓáÄÖ-
ËÉÓ ÊÒÉÔÉÊÖËÉ ÍÀßÉËÄÁÉÓ ÊÒÉÔÄÒÉÖÌ-×ÖÍØÝÉÏÍÀËÖÒÉ ÛÄ×ÀÓÄÁÉÓ ÓÀÛÖÀËÄÁÉÈ.

ÖÀÒÄÓÉ ÓÝÄÍÀÒÉÓ ÌÄÈÏÃÉ ÂÀÌÏÚÄÍÄÁÖËÉÀ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÄÁÛÉ ÀÒÀßÒ×ÉÅÉ ÂÀÍÔÏËÄ-
ÁÉÓÈÅÉÓ ÓÊÀËÀÒÖËÉ äÉÓÔÄÒÄÆÉÓÉÓ F ÏÐÄÒÀÔÏÒÉÈ ÀÍ ÌÉÓÉ ÐÒÀÍÃÔË-ÉÛËÉÍÓÊÉÓ ÔÉÐÉÓ G
ÛÄÁÒÖÍÄÁÖËÉÈ. ÌÄÈÏÃÉ ÌÃÂÏÌÀÒÄÏÁÓ ÛÄÓÀÞËÏ ÌÏÍÀÝÄÌÄÁÉÓ ÓÐÄÝÉÀËÖÒ ÊÏÍÓÔÒÖØÝÉÀÛÉ
ÃÀ äÉÓÔÄÒÄÆÉÓÉÓ ÏÐÄÒÀÔÏÒÄÁÉÓ ÛÄ×ÀÓÄÁÀÛÉ. ÃÀÌÔÊÉÝÄÁÖËÉÀ ÓÉÈÁÏÂÀÌÔÀÒÄÁËÏÁÉÓ ÀÍ
ÃÉ×ÖÆÉÉÓ c ut = (Fη[ux])x + f ÂÀÍÔÏËÄÁÉÓÈÅÉÓ ÓÀßÚÉÓÉ ÀÌÏÝÀÍÉÓ ÓÀÉÌÄÃÏ ÀÌÏÍÀáÓÍÉÓ
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1 Introduction
Many problems in technology can be modelled by the initial boundary value problems for partial
differential equations with a hysteresis operator. Among them let us consider a scalar one-dimensional
equation

c ut = qx + f , q = k ux, x ∈ (0, ℓ), t ∈ (0, T ),

which can be physically interpreted as the heat conduction in a one-dimensional body, particularly in
a bar (0, ℓ). The unknown u(x, t) is the temperature, q(x, t) is a negative heat flow, c is specific heat
capacity and k is thermal conductivity. We take a negative heat flow q in order to obtain the linear
Fourier law q = k ux with positive k > 0 instead of the usual Fourier law q = −k ux with (positive)
heat flow q. We replace this Fourier law by the relation q = F [ux] with a hysteresis operator F which
describes behavior of a rate-independent material with memory or phase transition. In this way we
obtain the equation

c ut = qx + f , q = F [ux], x ∈ (0, ℓ), t ∈ (0, T ).

The equation contains material parameters, which are not known exactly, since they are obtained
by measurements. They are uncertain, i.e., they are known to some extent only. In the past, using
mean values of the data in the process of mathematical modelling caused several serious failures in
technology. This problem with uncertain data has been solved by I. Babuška and I. Hlaváček in a
series of papers, see [6, 7]. They proposed the so-called worst scenario method.

The method takes into account all data, i.e., all material parameters from their range of uncertainty.
Using a criterion-functional which measures the badness of the situation, we seek for the worst scenario
that may appear. The method is used in engineering for its simplicity: the model is deterministic (no
need to deal with stochastic models), and optimization tools can be used for computing the maximum:
theory, numeric analysis and the corresponding software.

The problem of longitudinal vibration of a nonhomogeneous elasto-plastic rod including homog-
enization problem was solved in [2]. The one-dimensional diffusion equation with a scalar hysteresis
operator was solved in [3] and a higher space dimensional heat equation with a scalar hysteresis opera-
tor including homogenization problem was studied in [4]. Reliable solutions of the problem of periodic
oscillations of an elasto-plastic beam was studied in [9]. Reliable solutions of a homogenization problem
with monotone operators was studied in [5].

In the contribution, we study the initial boundary value problem for a nonlinear heat conduction
equation (or diffusion equation) with a hysteresis operator of Prandtl–Ishlinskii type. These hysteresis
operators are described and studied in e.g. [1, 8, 10]. The aim of the contribution is to propose sets
for admissible data, criterion-functionals and to prove the existence of the worst scenario solution.

The paper is organized as follows. Section 2 contains the survey of hysteresis operators and their
properties, in Section 3, the existence of a solution of the initial boundary value problem is proved,
and the worst scenario method applied to the problem is considered in Section 4 including the setting
of a set of admissible data and proposals of various criterion-functionals.

2 Hysteresis operators
In this section we deal with the one-dimensional hysteresis operators. These operators acting in a
space of real functions on an interval I = ⟨0, T ⟩ representing time can be simply characterized by the
following properties. The hysteresis operators T are:

• rate independent – the output T [v] is independent of speed of the input v: T [v◦φ](t) = T [v](φ(t))
for any increasing mapping φ from I onto I,

• causal – the output is independent of future input, i.e., if u(s) = v(s) for all s ≤ t, then
T [u](t) = T [v](t),

• locally monotone – a locally non-decreasing input yields a locally non-decreasing output and
also a non-increasing input provides a non-increasing output, i.e.,

T [v]′(t) · v′(t) ≥ 0 for a.e. t ∈ I.
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For more detailed study of hysteresis operators we can recommend [1,8, 10].

2.1 Stop and play operators
Here we deal with hysteresis operators of Prandtl–Ishlinskii type. These operators are defined by
means of operators called as a stop and a play operator with one parameter r > 0. Their definition
is based on the solution of the following variational inequality. Let v ∈ W 1,1(I) be an input function
and s0r ∈ ⟨−r, r⟩ be an initial state. We look for a function s ∈W 1,1(I) satisfying:

|s(t)| ≤ r ∀ t ∈ I, s(0) = s0r,

(s′(t)− v′(t))(s̃− s(t)) ≥ 0 ∀ |s̃| ≤ r, a.e. t ∈ I.
(2.1)

It should be noted that the above inequality yields s′(t) = v′(t) provided s(t) is inside the interval
(−r, r). If s(t) = r and v is increasing, then s′(t) = 0 and, also, if s(t) = −r and v is decreasing, then
likewise s′(t) = 0.

The inequality admits a unique solution s ∈ W 1,1(I) which defines the elementary hysteresis
operators:

Definition 2.1. The solution s(t) of the variational inequality (2.1) defines two complementary
operators: the stop operator Sr and the play operator Pr:

Sr[v](t) := s(t), Pr[v](t) := v(t)− s(t), t ∈ ⟨0, T ⟩. (2.2)

To simplify the notation, we have taken for the input v(t) the so-called virgin initial state
s0r = min{r,max{−r, v(0)}} and omit s0r in the notation of the operators. We also put the input
v into square brackets to indicate that the dependence is not local: the value at time t depends on
values on the whole interval ⟨0, t⟩. Let us note that the stop operator can be equivalently introduced
on each interval of monotonicity ⟨ta, tb⟩ of the input v(t) by the relation

Sr[v](t) = min
{
r,max

{
− r,Sr[v](ta) + v(t)− v(ta)

}}
∀ t ∈ (ta, tb⟩.

Both stop and play operators are rate independent, causal and locally monotone, and in addition,
they satisfy Sr[v]

′(t) · Pr[v]
′ = 0 for a.e. t ∈ I.

Values of the stop and play operators can be visualized by the so-called “piston in cylinder model”.
Let us consider a piston freely moving in a cylinder of length 2r. Position of the piston is the input
v(t), position of the cylinder center is the value of the play operator Pr[v](t), while the position of the
piston with respect to the cylinder center is the value of the stop operator Sr[v](t).

-

6

-

vPr[v]

Sr[v]

0

Piston in the cylinder model for the stop and play operators.

In mechanics, the stop operator Sr can be interpreted as the output stress Sr[v](t) = s(t) of an
elasto-plastic material caused by the input strain (deformation) v(t). Its rheological element consists
of an elastic and a friction element combined in series. On the other hand, the play operator Pr can
be interpreted as the output strain Pr[v](t) = v(t) − s(t) of an elasto-plastic material caused by the
input stress v(t). Its rheological element consists of an elastic and a friction elements combined in
parallel. In both cases the elasticity modulus is 1 and plasticity limit is r.

Plane diagram [v,Sr[v]] of the stop operator has straight line segments with slope 0 or 1 with
concave increasing branches and convex decreasing branches, while the plane diagram [v,Pr[v]] of the
play operator has also straight line segments with slope 0 or 1, whereas the increasing branches are
convex and decreasing branches are concave:
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Diagrams of the stop operator v 7→ Sr[v] and the play operator v 7→ Pr[v] .

Let us consider the properties of the stop and play operators (for proofs see, e.g., [2]).

Proposition 2.2. Let v1, v2 ∈W 1,1(I) and put si(t) = Sr[vi](t), pi(t) = Pr[vi](t), i = 1, 2. Then we
have

(p′1(t)− p′2(t))(s1(t)− s2(t)) ≥ 0, for a.e. t ∈ I, (2.3)
|p1(t)− p2(t)| ≤ max

{
|p1(0)− p2(0)|, ∥v1 − v2∥⟨0,t⟩

}
for t ∈ I, (2.4)

|s1(t)− s2(t)| ≤ ∥v1 − v2∥⟨0,t⟩ for t ∈ I. (2.5)

2.2 Prandtl–Ishlinskii operators
Diagrams of the stop and play operators consist of straight line segments with two slopes. But
diagrams of the real elasto-plastic materials have curved changing slope branches. To obtain such
diagrams we combine the operators with different parameters r of various weights.

The Prandtl–Ishlinskii operator F of stop type is defined as a parallel combination of the stop
operators with increasing parameters ri and various weights ci

F [v] = c1Sr1 [v] + c2Sr2 [v] + · · ·+ cnSrn [v] + c∞v.

The combination can be rewritten with Stieltjes integral

F [v] = η(∞) v −
∞∫
0

Sr[v]dη(r)

by a non-increasing distribution function η(r), where η(r) = c∞ for r ∈ ⟨rn,∞), η(r) = ci + ci+1 +
· · ·+ cn + c∞ for r ∈ ⟨ri−1, ri), i = 1, 2, . . . , n− 1, where r0 = 0.

The Stieltjes integral enables us to cover both the discrete combination of stop operators Sri ,
when η is piecewise constant, and a continuous combination of stop operators Sr if η is a continuous
function.

Definition 2.3. Let α, β ∈ R be positive constants, αβ < 1 and let η : ⟨0,∞) → ⟨0,∞) be a non-
increasing right continuous function satisfying α ≤ η(r) ≤ 1

β for all r. Then the Prandtl–Ishlinskii
operator of stop type is given by

Fη[v](t) := η(∞) v(t)−
∞∫
0

Sr[v](t)dη(r) . (2.6)

In the case of elasto-plastic material, the dependence of the stress q on strain e = ux can be
modelled by this operator as

q(t) = Fη[e](t). (2.7)

The corresponding diagram of dependence of q(t) on e(t) is an oriented continuous curve with concave
increasing and convex decreasing parts.

Similarly, the Prandtl–Ishlinskii operator of play type is defined as a serial combination of the play
operators with increasing ri. Again, we use the Stieltjes integral by a non-decreasing function η which
enables us to describe both discrete and continuous combinations:
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Definition 2.4. Let α, β ∈ R be positive constants, αβ < 1 and let ζ : ⟨0,∞) → ⟨0,∞) be a non-
decreasing right continuous function satisfying β ≤ η(r) ≤ 1

α for all r. Then the Prandtl–Ishlinskii
operator of play type is given by

Gζ [v](t) := ζ(0) v(t) +

∞∫
0

Pr[v](t)dζ(r). (2.8)

In the case of elasto-plastic material, the dependence of the strain e on the stress q can be modelled
by this operator as

e(t) = Gζ [q](t). (2.9)
The corresponding diagram of the dependence of e(t) on q(t) is an oriented continuous curve with
convex increasing and concave decreasing parts.

For the increasing input v(s) = s, s ∈ ⟨0,∞) and the Prandtl–Ishlinskii operator of stop type we
obtain the so-called virgin curve φ(s) = F [v](s) which is a continuous increasing concave unbounded
function on R+. Similarly, for the input v(t) = t, t ∈ ⟨0,∞) and the Prandtl–Ishlinskii operator
of play type we obtain the curve ψ(t) = G[v](t) which is a continuous increasing convex unbounded
function on R+.

Let these functions φ, ψ be a pair of increasing mutually inverse functions, i.e.,

t = φ(s) ⇐⇒ s = ψ(t), s, t ∈ ⟨0,∞). (2.10)

Moreover, the function φ is concave if and only if ψ is convex.
Definition 2.5. Let α, β > 0, αβ < 1 be positive constants. We say that the functions [η, ζ] defined
on R+ form a pair of Prandtl–Ishlinskii distribution functions if they are right continuous, η non-
increasing, ζ non-decreasing, they satisfy

α ≤ η(r) ≤ 1

β
and β ≤ ζ(r) ≤ 1

α
(2.11)

and their primitive functions

φ(s) =

s∫
0

η(r)dr, ψ(t) =

t∫
0

ζ(r)dr

are mutually inverse, i.e., they satisfy (2.10). The set of all such pairs of distribution functions will
be denoted by PI(α, β) and the set of ζ by PI+(α, β).

These pairs of distribution functions define mutually inverse operators:
Proposition 2.6. Let (η, ζ) ∈ PI(α, β). Then the corresponding Prandtl–Ishlinskii operators are
mutually inverse, i.e., for each inputs e, q

q(t) = Fη[e](t) if and only if e(t) = Gζ [q](t). (2.12)

2.3 Properties of the operators
Let α, β > 0, αβ < 1 and (η, ζ) ∈ PI(α, β). Let us consider the properties of the corresponding
Prandtl–Ishlinskii operators. They are locally monotone and Lipschitz continuous (for proofs, see [2,
Propositions 2.7–2.12].
Proposition 2.7. Let α, β > 0, αβ < 1, (η, ζ) ∈ LP (α, β). Then the corresponding operators F and
G map W 1,∞(I) into W 1,∞(I) and also W 1,1(I) into W 1,1(I).

Let further q ∈ W 1,1(I) and put e = Gζ [q] or, equivalently, q = Fη[e]. Then for a.e. t ∈ I, the
derivatives exist and the following estimates hold:

α(e′(t))2 ≤ e′(t) q′(t) ≤ 1

β
(e′(t))2, (2.13)

β(q′(t))2 ≤ e′(t) q′(t) ≤ 1

α
(q′(t))2. (2.14)
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The following estimates ensure the Lipschitz continuity of the operators:

Proposition 2.8. Let (η, ζ) ∈ LP (α, β) and q1, q2, e1, e2 ∈W 1,1(I). Then for t ∈ I, we have∣∣Fη[e1](t)−Fη[e2](t)
∣∣ ≤ ( 2

β
− α

)
· ∥e1 − e2∥⟨0,t⟩, (2.15)∣∣Gζ [q1](t)− Gζ [q2](t)

∣∣ ≤ 1

α
· ∥q1 − q2∥⟨0,t⟩. (2.16)

The following estimate is a consequence of (2.3) (see also [2, 3]):

Proposition 2.9. Let ζ ∈ LP+(α, β) and q1, q2 ∈W 1,1(I). Then for a.e. t ∈ I, we have

(
Gζ [q1](t)− Gζ [q2](t)

)
t
(q1 − q2) ≥

β

2

d
dt [(q1 − q2)

2]. (2.17)

Finally, the following estimate yields the dependence of the operator Gζ on the distribution func-
tions ζ (for proof see, e.g., [2, Proposition 2.10]).

Proposition 2.10. Let ζ1, ζ2 ∈ PI+(α, β) be two distribution functions, Gζ1 , Gζ2 be the corresponding
operators and q1, q2 ∈W 1,1(I) be arbitrary input functions. Then

∥Gζ1 [q1]− Gζ2 [q2]∥[0,t] ≤ ζ1(∞)∥q1 − q2∥[0,t] +

∥q2∥[0,t]∫
0

|ζ1(r)− ζ2(r)|dr. (2.18)

2.4 Space dependent case
In case of nonhomogeneous materials the material properties depend even on the space variable x.
Thus both function η and ζ are not only the functions of r, but in addition, they depend on the space
variable x, i.e., η = η(x, r) and ζ = ζ(x, r).

3 Heat conduction and diffusion equation with
hysteresis operator

We deal with the following equations:

c ut = qx + f, q = Fη[ux] or, equivalently, ux = Gζ [q] (3.1)

on x ∈ Ω ≡ (0, ℓ) and t ∈ I ≡ (0, T ) with a pair of mutually inverse hysteresis operators Gζ or Fη.
The equations are completed with the boundary conditions, e.g.,

u(0, t) = 0, q(ℓ, t) = 0 for t ∈ I (3.2)

and the standard initial condition

u(x, 0) = u0(x) for x ∈ Ω. (3.3)

The problem can be physically interpreted as the heat conduction or the diffusion problem in some
materials with a changing phase in a bar (0, ℓ) and time (0, T ). In the case of heat conduction, the
variable u stands for temperature and q for a negative heat flow, and in the case of diffusion problem,
u denotes concentration and q negative mass flow.

The boundary condition u = 0 prescribes zero temperature or zero concentration on the left end
of the bar, while q = 0 means thermal or mass insulated right end of the bar. The hysteresis operator
describes the relation between the negative heat or mass flow q and the temperature or concentration
gradient e = ux.
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3.1 Solvability of the problem
Hypotheses 3.1. We adopt the following hypotheses for the data of the problem:

• c ∈ L∞(Ω) and cm ≤ c(x) ≤ cM for a.e. x ∈ Ω for some 0 < cm < cM ,

• f ∈W 1,1(I, L2(Ω)),

• η, ζ ∈ L∞(Ω × I) such that (η, ζ)(x, ·) ∈ PI(α, β) for a.e. x ∈ Ω for some constants α, β > 0,
αβ < 1,

• u0 ∈ W 1,2(Ω) and it satisfies the compatibility condition with the boundary conditions, i.e.,
u0(0) = 0 and F [u0x](ℓ) = 0.

Theorem 3.2. Let Hypotheses 3.1 hold. Then the problem has a unique solution, namely, there exist
the functions u, q ∈ C(Ω× I) and e = ux ∈ L2(Ω, C(I)) such that

ut, et, qt, qx,∈ L∞(I, L2(Ω)),

and equalities (3.1)–(3.3) hold almost everywhere.
The solution is unique. Moreover, all unknowns and their derivatives are bounded in the corre-

sponding norms by the constants depending on α, β, cm, cM and the norm of f in W 1,1(I, L2(Ω))
and u0 in W 1,2(Ω).

Let us briefly sketch the proof of the theorem (the details can be found in [3]). The proof will be
done in several steps.

3.2 Semidiscretized problem
First we convert the partial differential equation into a system of ordinary differential equations in t.
We divide the interval Ω = (0, ℓ) into n parts Ωk = (xk−1, xk), k = 1, 2, . . . , n, of length h = ℓ/n,
where xk = kh. In the semidiscretized problem, the space derivative is replaced by the difference, the
unknowns uk, ek, qk are the function of time t ∈ I approximating the value at xk = kh, k = 0, 1, . . . , n.
In this way, we obtain the following system of equations, k = 1, 2, . . . , n− 1 and t ∈ I,

ck u
′
k =

1

h
(qk+1 − qk) + fk, (3.4)

ek =
1

h
(uk − uk−1), (3.5)

ek = Gk[qk] or equivalently qk = Fk[ek], (3.6)
uk(0) = u0k , (3.7)

where ck, u0k, fk(t), ζk(r) are the integral means of the corresponding functions over the space interval
Ωk, e.g., fk(t) = 1

h

∫
Ωk

f(x, t)dx. The operator Gk is determined by the averaged distribution function

ζk(r) and Fk is the operator, inverse to the operator Gk.
We have obtained a system of ordinary differential equations (3.4) with the initial conditions (3.7)

with additional equations (3.5), (3.6). Taking qk = Fk[
1
h (uk−uk−1)] and the properties of the Prandtl–

Ishlinskii operator of stop type, the right-hand side of the ODE (3.4) are Lipschitz continuous in uk,
and thus by the Piccard theorem, the system admits unique solutions uk ∈ W 2,1(I), ek ∈ W 2,1(I)
and qk ∈W 1,∞(I).

3.3 Estimates
We use the following estimates.
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Lemma 3.3. The solutions {uk, ek, qk} to system (3.4)–(3.7) satisfies

h

n−1∑
k=1

[
(u′k)

2 +
(qk+1 − qk

h

)2]
(t) ≤ C ∀ t ∈ I, (3.8)

∫
I

h

n−1∑
k=1

[
(q′k)

2 + (e′k)
2 +

(uk − uk−1

h

)2]
(τ)dτ ≤ C, (3.9)

where the constant C is independent of n, h.

Proof. To derive the estimate, we differentiate equation (3.4), multiply it by u′k and sum it with
equation (3.5) differentiated and multiplied by q′k:

ck u
′′
ku

′
k + e′kq

′
k =

1

h
(q′k+1 u

′
k − q′k u

′
k−1) + f ′k u

′
k.

Further, summing up the equation for k = 1, 2, . . . , n− 1, we obtain for a.e. t ∈ I∑
k

ck u
′′
ku

′
k +

∑
k

e′kq
′
k =

1

h
(q′n u

′
n−1 − q′1 u

′
0) +

∑
k

f ′k u
′
k.

Owing to the boundary conditions, we have q′n = 0 and u′0 = 0. We multiply the equality by h. Since
u′′k u

′
k = 1

2 [(u
′
k)

2]′, integration of the last equality from 0 to a fixed t ≤ T yields

h
∑
k

ck
2
(u′k(t))

2 +

t∫
0

h
∑
k

e′k q
′
k dτ = h

∑
k

ck
2
(u′k(0))

2 +

t∫
0

h
∑
k

f ′k u
′
k dτ. (3.10)

Using equation (3.4), initial condition (3.7) and properties of the operator Gk, the first term with
u′k(0) can be estimated by a constant. Using the inequalities∫

I

|f(t)g(t)|dt ≤ max
I

|f(t)|
∫
I

g(t)dt,
(∫

I

f(t)dt
)2

≤ |I|
∫
I

f2(t)dt

and |ab| ≤ εa2 + 1
4εb

2, we estimate the term with f ′k∣∣∣∣
t∫

0

h
∑
k

f ′ku
′
k dτ

∣∣∣∣ ≤ εh max
t∈⟨0,t⟩

∑
k

(u′k)
2 +

t∫
0

h
∑
k

(f ′k)
2 dτ.

Since fk is the integral mean of f(x) over the interval Ωk, we have h
∑
k

fk =
∫
Ω

f(x)dx. Thus, by (2.8)

e′kq
′
k ≥ 0, for sufficiently small ε > 0, we obtain the estimate of the terms on the left-hand side of

(3.10). Using inequalities (2.14), (2.15) and equations (3.4), (3.5), we obtain the remaining estimates
of Lemma 3.3.

3.4 Approximate solutions and passage to the limit
For a fixed n, using the solutions uk, ek, qk and the data ck, fk, ζk, we construct approximated
solutions

• c(n), f (n), u(n) are “forward” piecewise constant approximate solutions defined by the relation
φ(n) = φk−1 for x ∈ Ωk,

• e(n), q(n), ζ(n) are “backward” piecewise constant approximate solutions defined by the relation
φ(n) = φk for x ∈ Ωk,

• û(n), q̂(n) are continuous piecewise linear on each Ωk approximation satisfying φ̂(n)(xk) = φk.
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The above approximations satisfy the system of equations for all t and a.e. x ∈ Ω:

c(n)u
(n)
t = q̂(n)x + f

(n)
, e

(n)
t = û(n)x , e(n) = G(n)

[q(n)]. (3.11)

Estimates (3.8), (3.9) yield the estimates of the corresponding approximate solutions u(n), e(n), q(n),
û(n) and q̂(n). By the compactness, these sequences contain converging subsequences which converge
to the functions u, e, q satisfying the problem. Thus the solution to the problem exists.

The proof of the uniqueness of a solution can be found in [3]. Since the uniqueness for the worst
scenario method is not necessary, we omit the proof. We have also proved that the unknowns in the
corresponding spaces are bounded by the constants depending on the constants ℓ, T , cm, cM , α, β
and the norms of f and u0 only.

4 Problems with uncertain data and reliable solutions
Mathematical models of particular problems in engineering contain data, mainly material constants or
constitutive relation dependence. These data are obtained by measurements and thus are not known
exactly, they are uncertain, their values are known to some extent only. Since using the mean value
of the data by modelling already caused several failures of a construction in engineering practice, Ivo
Babuška has proposed the so-called worst scenario method.

The method consists in considering the problems with all data admissible by the measurements and
the corresponding solutions. According to the character of the problem, a criterion-functional on data
and solutions is chosen. This functional should evaluate a rate of danger of the situation. The method
thus looks for the data yielding the worst situation, i.e., what the worst can happen within the given
uncertain data, although the probability may be very low. The worst scenario method for obtaining
reliable solutions was further developed by Ivan Hlaváček and others (see, e.g., [7]) and also applied
to many particular problems. The survey paper [6] can be recommended for a brief introduction.

The advantage of the worst scenario method consists in the possibility to use numerical methods,
algorithms and software developed for optimization problems. For its deterministic character the
method is much more simpler and effective than probabilistic approaches.

4.1 Worst Scenario Method
Here we describe the method. Let us denote by Pa the state problem with data a and the corresponding
solution by ua. The data a may contain coefficients of the equation, right-hand side, values in the
boundary conditions, etc. The set of all admissible values of data a will be denoted by Uad. It should
be chosen such that for each a ∈ Uad the problem Pa admits a solution ua.

The criterion-functional Φ = Φ(a, ua) “evaluating” danger of the situation will be defined on the
data a ∈ Uad and the corresponding solutions ua of the problem Pa. Then the worst scenario problem
reads:
Problem. Find the data a∗ ∈ Uad which maximize the functional Φ, i.e.,

Look for a∗ ∈ Uad s.t. Φ(a∗, ua∗) ≥ Φ(a, ua) for all a ∈ Uad. (4.1)

In the case if the solution of the problem Pa exists but is not unique, the problem is modified to:

Find a∗ ∈ Uad and u∗ ∈ Ua∗ s.t. Φ(a∗, u∗) ≥ Φ(a, u) ∀ a ∈ Uad ∀u ∈ Ua,

where Ua is the set of all solutions ua to the problem Pa with data a.
The aim of the contribution is to prove that the problem admits a solution, i.e., the functional Φ

is bounded and attains its maximum. Let us note that this maximum can be attained for more than
one data a∗ and in the case of a nonlinear problem the maximum can be reached for the data a∗ in
the interior of the set Uad of admissible data, i.e., not on the boundary of Uad as in the case of a linear
problem.

Knowing that for each a ∈ Uad the problem Pa admits a solution, the procedure continues with
the following steps:
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• we choose the set Uad which is compact, i.e., each sequence {an} ⊂ Uad contains a subsequence
converging to an element a∗ ∈ Uad,

• we prove that the mapping a 7→ ua is continuous, i.e.,

an → a∗ =⇒ uan → ua∗

• and we verify the continuous dependence of the functional Φ on the data a and the solution
ua, i.e.,

an → a∗, uan → ua∗ =⇒ Φ(an, uan) → Φ(a∗, ua∗).

Then the worst scenario problem admits a reliable solution. Indeed, let the sequence of data {an}∞n=1

maximize the functional Φ on Uad, i.e., Φ(an, uan
) tends to a supremum of Φ on Uad. Since the set Uad

is compact, the sequence {an} contains a subsequence {an′} converging to a∗ ∈ Uad. The continuity of
the mapping a→ ua yields uan′ → ua∗ and the continuity of Φ yields Φ(an′ , uan′ ) tends to Φ(a∗, ua∗).
Thus the supremum is a real number and Φ admits a maximum on Uad.

4.2 Admissible data
The data in our problem are of several types: the material constant c, the pair of distribution functions
(η, ζ) of the hysteresis operator, the right-hand side f , the initial condition u0 and the boundary
conditions for the unknown at x = 0 and x = ℓ; for the sake of simplicity, they were chosen to be zero.
For simplicity, we also take the initial condition u0 and right-hand side to be certain.

We consider a nonhomogeneous medium composed of two or more homogeneous materials occu-
pying the parts Ω1, . . . ,Ωk. For the sake of simplicity, we assume that the parts Ωi are known, only
the constant c on each Ωi is uncertain, i.e., its real values are within the intervals ⟨cim, ciM ⟩. Thus
c(x) will be piecewise constant functions from the admissible set Cad

Cad =
{
c : Ω → R, c(x) = ci ∈ ⟨cim, ciM ⟩ for x ∈ Ωi, i = 1, . . . , k

}
, (4.2)

where the constants 0 < cim ≤ ciM are given. Since the set Cad is “equivalent” to the cartesian
product of compact intervals ⟨cim, ciM ⟩, we have arrived to

Lemma 4.1. The set Cad is compact in the maximum norm.

4.3 Admissible data for hysteresis operators
Mutually inverse Prandtl–Ishlinskii operators F and G are fully determined by their distribution
function η ∈ PI(α, β)− or ζ ∈ PI(α, β)+. Since the use is made of the operator G of play type, we
define the set of admissible functions for ζ as a subset of PI(α, β)+ which are constant outside of the
interval ⟨0, R⟩ with some R > 0. Thus for α, β > 0, αβ < 1 and R > 0 let Z(α, β,R) be the set of all
functions ζ = ζ(r) satisfying:

(a) ζ is right-continuous nondecreasing function ⟨0,∞) → ⟨0,∞),

(b) β ≤ ζ(r) ≤ 1/α ∀ r ∈ ⟨0,∞) (i.e., ζ ∈ PI(α, β)+),

(c) ζ(r) is constant on ⟨R,∞).

The set Z(α, β,R) is compact in the following sense: Each sequence of {ζn}∞n=1 in the set Z(α, β,R)

contains a subsequence {ζn′} and there exists a function ζ∗ in Z(α, β,R) such that
R∫
0

|ζn′(r)−ζ∗(r)|dr

tends to zero as n′ → ∞.
This compactness can be proved by constructing finite ε-nets of piecewise constant functions. Let

us divide the interval ⟨0, R⟩ by the points ri = i R/nr into nr parts. Further, let us divide the interval
of values ⟨β, 1

α ⟩ by zj = β + ( 1
α − β)j/nz into nz equal parts. Then the functions ζ(r) which are

nondecreasing and take the values zj on each part ⟨rj−1, rj) make for sufficiently large nr and nz a
finite ε-net in Z(α, β,R) which proves the compactness of Z(α, β,R).
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Let {qn(t)} be a bounded sequence ∥qn∥⟨0,T ⟩ ≤ R of functions uniformly converging to q∗(t),
i.e., ∥qn(t) − q∗(t)∥⟨0,T ⟩ → 0. By (2.18), the convergence of ζn(r) ensures that of the corresponding
en = Gζn [qn].

Since the medium consists of k homogeneous materials, we take the functions ζ(r, x) constant in
x on each x ∈ Ωi. For αi, βi > 0, αiβi < 1 and Ri > 0, i = 1, 2, . . . , k, we put

Zad =
{
ζ(r, x), s.t. ζ(x, r) ∈ Z(αi, βi, Ri) for x ∈ Ωi, i = 1, 2, . . . , k

}
. (4.3)

Thus we have arrived to
Lemma 4.2. Each sequence of {ζn}∞n=1 in the set Zad of admissible distribution functions contains a
subsequence {ζn′}, and there exists a function ζ∗ in Zad such that for any qn ∈ C(Ω× I) converging
uniformly to a q∗ ∈ C(Ω× I) the sequence of en = Gζn [qn] converges uniformly to e∗ = Gζ∗ [q∗].

Thus the set for admissible data for our problem will be

Uad = Cad ×Zad.

4.4 Continuity of the mapping a 7→ ua.
It remains to prove that the convergence of data an → a∗ implies that of solutions uan

→ ua∗ ,
where ua = (u, e, q). Let us denote by un = (un, en, qn) the solution of problem Pan

with the data
an = (cn, ζn) and by u∗ = (u∗, e∗, q∗) the solution of problem Pa∗ with the data a∗ = (c∗, ζ∗), i.e.,

cnunt = qnx + f, en = unx , en = Gζn [qn],

c∗u∗t = q∗x + f, e∗ = u∗x, e∗ = Gζ∗ [q∗].

Comparing the first pair of equations and splitting the left-hand side, we obtain

cnunt − c∗u∗t ≡ (cn − c∗)unt + c∗(unt − u∗t ) = qnx − q∗x.

Multiplying the equation with (unt − u∗t ), we obtain

(cn − c∗)unt (u
n
t − u∗t ) + c∗(unt − u∗t )

2 = (qnx − q∗x)(u
n
t − u∗t ). (4.4)

The second pair of equalities yields en − e∗ = unx − u∗x. Differentiating it by t and multiplying it by
(qn − q∗), we obtain

(ent − e∗t )(q
n − q∗) = (unxt − u∗xt)(q

n − q∗). (4.5)
Summing up (4.4) and (4.5) and using formula fxg + fgx = (fg)x, we obtain

(cn − c∗)unt (u
n
t − u∗t ) + c∗(unt − u∗t )

2 + (ent − e∗t )(q
n − q∗) = ((unt − u∗t )(q

n − q∗))x.

We integrate the equation over G. Formula
ℓ∫
0

fx dx = f(ℓ) − f(0) and the zero boundary conditions

for x = 0 and x = ℓ give zero in the right-hand side. Finally, integrating the equality over (0, t), we
obtain ∫

Ω×(0,t)

[
(cn − c∗)unt (u

n
t − u∗t ) + c∗(unt − u∗t )

2 + (ent − e∗t )(q
n − q∗)

]
dxdτ = 0. (4.6)

Splitting en − e∗ = Gζn [qn]− Gζn [q∗] + Gζn [q∗]− Gζ∗ [q∗] and using the inequality(
Gζn [qn]− Gζn [q

∗]
)
t
(qn − q∗) ≥ β

2

d
dt [q

n − q∗]2

(see Proposition 2.9), for sufficiently large R, we obtain∫
Ω×(0,t)

c∗(unt − u∗t )
2 dxdτ + β

2

∫
Ω

(qn(t)− q∗(t))2 dx

≤
∫

Ω×(0,t)

[∣∣(cn − c∗)unt (u
n
t − u∗t )

∣∣+ R∫
0

|ζn − ζ∗|dr
]
|qn − q∗| dxdτ. (4.7)
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Since by the compactness of Uad we have cn ⇒ c∗ and ζn − ζ∗ → 0, the right-hand side tends to
zero which proves the convergence of the solutions. In this way even the uniqueness of the solution in
Theorem 3.2 is proved. �

4.5 Criterion-functional
In mechanics, the dangerous situations are extremes of the deformation or stress. In our heat con-
duction problem or the diffusion problem the extremes of the temperature or concentration can be
critical, the extremes of the temperature or concentration gradient can be critical, as well.

From the mathematical point of view, a continuous function on a compact (i.e., closed bounded)
set attains its maximum. If the function is integrable only, say in the Lp space, then its values are
determined except for measure zero sets and thus the value of the function at a point x has no sense.
Instead of it we have to take integral mean of a small part G of Ω

Φ(a, ua) =
1

|G|

∫
G

ua(x)dx,

where G is the small part of Ω, where the failure of the construction may be expected.
Following the existence Theorem 3.2, the solutions u, q are the continuous functions on C(Ω× I).

Thus for any point x0 ∈ Ω and any time t0 the criterion-functional for the data a ∈ Uad and the
corresponding solution ua = (u, q, e) can be defined as the value of u or q for (x0, t0) or its maximum
at the point x0 or time t0, for example,

Φ1(a, ua) = u(x0, t0), Φ2(a, ua) = q(x0, t0),

Φ3(a, ua) = max
x∈G

u(x, t0), Φ4(a, ua) = max
t∈J

q(x0, t),

Φ5(a, ua) = max
(x,t)∈G×J

u(x, t), Φ6(a, ua) = max
(x,t)∈G×J

q(x, t),

where G is a closed subset of Ω and J is a closed subinterval of I.
Following Theorem 3.2, the unknown e = ux ∈ L2(Ω, C(I)). Then the criterion-functional may be

be the integral mean of ux e.g.

Φ7(a, ua) =
1

|G|

∫
G

|ux(x, t0)|dx, Φ8(a, ua) =
1

|G|

∫
G

max
t∈J

|ux(x, t)|dx,

where G is an open subset of Ω and J a closed subinterval of I.
Finally, following Theorem 3.2, the gradients ut, et, qt, qx are in L∞(I, L2(Ω). Thus the criterion-

functional may be the integral mean over a closed G ⊂ Ω and J a subinterval of I, e.g.,

Φ9(a, ua) =
1

|G| · |J |

∫
G×J

|v(x, t)| dtdx,

where v stands for any of ut, et, qt, qx.

4.6 Main result
Since the set of admissible data Uad is compact with respect to the corresponding norms, the mapping
a 7→ ua is continuous and also each functional of type Φ1, . . . ,Φ9 is continuous, we have arrived at
the main result:

Theorem 4.3. Let Hypothesis 3.1 be satisfied, the set of admissible data Uad = Cad × Zad be defined
by (4.2), (4.3).

Then the worst scenario problem for the problem (3.1)–(3.3) with any criterion-functionals of type
Φ1, . . . ,Φ9 or their combination admits the solution.
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5 Concluding remarks
For the sake of simplicity, we have assumed certain zero boundary conditions for u(0, t) = 0, and
q(ℓ, t) = 0, certain initial condition and certain right-hand side f(x, t). The result can be extended
even to uncertain both boundary conditions u(0, t) = u0(t), or uncertain q(0, t) = q0(t) and similar
uncertain data on the right end x = ℓ. Also, the initial condition u0(t) and right-hand side f(x, t)
may be uncertain. One should define the corresponding convenient compact sets for these uncertain
functions, and their difference will appear in the right-hand side of (4.7).
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Abstract. In the paper, we prove the existence of a global attractor for an impulsive dynamical
system, which is generated by a weakly nonlinear parabolic system, when its trajectories have jumps
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÃÀÌÔÊÉÝÄÁÖËÉÀ ÉÌÐÖËÓÖÒÉ ÃÉÍÀÌÉÊÖÒÉ ÓÉÓÔÄÌÉÓ ÂËÏÁÀËÖÒÉ ÀÔÒÀØÔÏ-
ÒÉÓ ÀÒÓÄÁÏÁÀ, ÒÏÌÄËÉÝ ßÀÒÌÏØÌÍÉËÉÀ ÓÖÓÔÀÃ ÀÒÀßÒ×ÉÅÉ ÐÀÒÀÁÏËÖÒÉ ÓÉÓÔÄÌÉÈ, ÒÏÃÄÓÀÝ
ÌÉÓ ÔÒÀÄØÔÏÒÉÄÁÓ ÂÀÀÜÍÉÀÈ ÍÀáÔÏÌÄÁÉ ×ÀÆÖÒÉ ÓÉÅÒÝÉÓ ÂÀÒÊÅÄÖË ÆÄÃÀÐÉÒÈÀÍ ÂÀÃÀÊÅÄÈÉÓ
ÌÏÌÄÍÔÄÁÛÉ.
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1 Introduction
One of the possible ways to describe the qualitative behaviour of evolutionary processes with instant
impulsive perturbations is the theory of impulsive differential equations [14, 20, 21]. Autonomous
equations, which trajectories have impulsive perturbations at moments of intersection with certain
subset of the phase space, form an important subclass of impulsive differential equations and called
impulsive (or discontinuous) dynamical systems (DS). Some aspects of the long-time behavior of
such finite-dimensional systems have been studied in [1, 6, 13, 14, 17, 19–21]. For infinite-dimensional
dissipative systems one of the important qualitative characteristics of their behavior is the concept of
a global attractor [23]. In [8,11,18,22,24], the theory of global attractors has been investigated in the
case, where the moments of impulsive perturbations are fixed.

First results of applying this theory to impulsive DS with a finite number of discontinuities along
the trajectories arose in [4]. In further works [2, 3], using a priori estimates on the behavior of
the trajectories in the neighborhood of impulsive set, the authors managed to transfer the basic
constructions of the classical DS theory to an impulsive case and obtain abstract theorems on the
existence and properties of the global attractor. However, the question of verifying the imposed
conditions on the impulsive DS for special infinite-dimensional nonlinear evolution problems remains
open. In [12], the authors offered another approach, based on the concept of a uniform attractor and
applied it to scalar impulsive parabolic equations with a small nonlinearity. In [7], this approach was
generalized to the multi-valued impulsive DS, generated by the solutions of evolution inclusions.

In this paper, using the methods of [12], we investigate the existence of a global attractor of
impulsive DS generated by the two-dimensional parabolic system with a small nonlinearity, which
solutions have impulsive perturbation at moments of intersection with a certain subset of the phase
space. Moreover, the conditions on the parameters of the problem do not guarantee the uniqueness
of the solution of the Cauchy problem, which requires to use the theory of global attractors of multi-
valued DS [10,15,16].

2 Formulation of the problem
Let Ω ⊂ Rn, n ≥ 1, be a bounded domain. For the unknown functions u(t, x), v(t, x) in (0,+∞)×Ω,
we consider the following problem:

∂u

∂t
= a∆u+ εf1(u, v),

∂v

∂t
= a∆v + 2b∆u+ εf2(u, v),

u
∣∣
∂Ω

= v
∣∣
∂Ω

= 0,

(2.1)

where ε > 0 is a small parameter,
a > 0, |b| < a, (2.2)

continuous linear functions fi : R2 7−→ R, i = 1, 2, satisfy the following condition:

∃C > 0 ∀u, v ∈ R |f1(u, v)|+ |f2(u, v)| ≤ C. (2.3)

The space H = L2(Ω) × L2(Ω) with the norm ∥z∥H =
√

∥u∥2 + ∥v∥2 is the phase space of problem
(2.1). Here and in the sequel, ∥ · ∥ and ( · , · ) are the norm and the scalar product in L2(Ω), respectively,
{λi}∞i=1 ⊂ (0,+∞), {ψi}∞i=1 ⊂ H1

0 (Ω) are solutions of the spectral problem ∆ψ = −λψ, ψ ∈ H1
0 (Ω).

Under conditions (2.2), (2.3), for every ε > 0, z0 ∈ H, there exists at least one solution z =
(
u
v

)
∈

C([0,+∞);H) of problem (2.1), where z(0) = z0 [5].
For the fixed α > 0, β > 0, γ > 0, µ > 0, we consider the following impulsive problem:
When the phase point z(t) meets the impulsive set

M =
{
z =

(
u
v

)
∈ H | |(u, ψ1)| ≤ γ, α(u, ψ1) + β(v, ψ1) = 1

}
, (2.4)
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then the impulsive map I :M 7−→M ′ maps it into a new position Iz ∈M ′, where

M ′ =

{
z =

(
u
v

)
∈ H | |(u, ψ1)| ≤ γ, α(u, ψ1) + β(v, ψ1) = 1 + µ

}
. (2.5)

We choose the set M due to the results from [12], where for a scalar parabolic equation, the
impulsive set M = {u ∈ L2(Ω) | (u, ψ1) = 1}.

The main purpose of this work is to establish the existence and investigate the properties of the
global attractor of impulsive DS, generated by the solution of problem (2.1)–(2.5), for some class of
compact-valued impulsive maps I, which have the following form:

for z =

∞∑
i=1

(
ci
di

)
ψi ∈M

Iz ⊆ I0z =

{(
c′1
d′1

)
ψ1 +

∞∑
i=2

(
ci
di

)
ψi | |c′1| ≤ γ, αc′1 + βd′1 = 1 + µ

}
. (2.6)

In a particular case, the single-valued map I :M 7−→M ′

I

( ∞∑
i=1

(
ci
di

)
ψi

)
=

(
c1

d1 +
µ

β

)
ψ1 +

∞∑
i=2

(
ci
di

)
ψi,

and the compact-valued map I ≡ I0 are the partial cases of formula (2.6).
The main result of the work is to prove the fact that for an arbitrary compact-valued map I, which

satisfies (2.6), and for a sufficiently small ε > 0, in the phase space H the impulsive problem (2.1),
(2.4), (2.6) generates impulsive (multi-valued) DS G̃ε, which has the global attractor Θε and

dist(Θε,Θ) −→ 0, ε→ 0, (2.7)

where

Θ =
∪

t∈[0,τ ], |c1|≤γ

{(
c1

1+µ−αc1
β − 2bc1t

)
e−aλ1tψ1 | (1 + µ− 2bβc1τ)e

−aλ1τ = 1

}
∪
(
0
0

)
.

3 Construction of impulsive MDS
Let P (H) (β(H)) be a set of all non-empty (non-empty bounded) subsets of H.

Definition 3.1 ( [15]). A multi-valued map G : R+ ×H → P (H) is called a multi-valued dynamical
system (MDS), if the following conditions are satisfied:

∀x ∈ H G(0, x) = x and ∀ t, s ≥ 0 G(t+ s, x) ⊆ G(t, G(s, x)).

MDS G is called strict if ∀x ∈ H ∀ t, s ≥ 0 G(t+ s, x) = G(t, G(s, x)).

Remark 3.1. If G is a single-valued map, then we obtain the definition of a semigroup. However,
we do not impose any continuity conditions on it, which is important when we consider impulsive
systems.

Definition 3.2 ([18]). A subset Θ ⊂ H is called a global attractor of MDS G, if

(1) Θ is a compact set;

(2) Θ is a uniformly attracting set, i.e.,

∀B ∈ β(H) dist(G(t, B),Θ) −→ 0, t→ ∞;
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(3) Θ is minimal among all closed uniformly attracting sets.

The next result follows from [18] and provides a criterion of the existence of a global attractor for
dissipative MDS.

Lemma 3.1. Assume that MDS G satisfies the dissipativity condition

∃B0 ∈ β(H) ∀B ∈ β(H) ∃T = T (B) > 0 ∀ t ≥ T G(t, B) ⊂ B0.

Then the following conditions are equivalent:

(1) MDS G has global attractor Θ;

(2) MDS G is asymtotically compact, i.e., ∀ tn ↗ ∞ ∀B ∈ β(H)

∀ ξn ∈ G(tn, B) the sequence {ξn} is precompact in H.

Moreover,
Θ = ω(B0) :=

∩
τ>0

∪
t≥τ

G(t, B0).

Now let us consider a special subclass of MDS called impulsive MDS. Impulsive MDS G̃ consists
of non-empty closed set M ⊂ H (impulsive set), compact-valued map I :M → P (H) (impulsive map)
and some set K of continuous maps φ : [0,+∞) → H, which satisfy the following assumptions:

(K1) ∀x ∈ H ∃φ ∈ K: φ(0) = x;

(K2) ∀φ ∈ K ∀ s ≥ 0 φ( · + s) ∈ K.

We denote Kx = {φ ∈ K | φ(0) = x}.

Remark 3.2. If in assumption (K1), for every x ∈ H, there exists a unique φ ∈ K such that φ(0) = x,
then Kx consists of a single trajectory φ, and the equality V (t, x) = φ(t) defines a classical semigroup
V : R+ ×H 7−→ H.

A phase point of impulsive MDS moves along the trajectories of K, and at the moment of meeting
the set M , it immediately jumps onto a new position from the set IM . For the “well-posedness” of
the impulsive problem we assume the following conditions [4]:

M ∩ IM = ∅, (3.1)
∀x ∈M ∀φ ∈ Kx ∃ τ = τ(φ) > 0 ∀ t ∈ (0, τ) φ(t) ̸∈M. (3.2)

We denote
∀φ ∈ K M+(φ) =

( ∪
t>0

φ(t)
)
∩M.

If M+(x) ̸= ∅, then there exists a moment of time s := s(φ) > 0 such that ∀ t ∈ (0, s) φ(t) ̸∈ M ,
φ(s) ∈M . Therefore, we can define the following function s : K → (0,+∞]:

s(φ) =

{
s if M+(φ) ̸= ∅,
+∞ if M+(φ) = ∅.

Let us construct impulsive trajectory φ̃, which starts from the point x0 ∈ H. Let φ0 ∈ Kx0 .
If M+(φ0) = ∅, then define φ̃ on [0,+∞) as

φ̃(t) = φ0(t) ∀ t ≥ 0.

If M+(φ0) ̸= ∅, then for s0 = s(φ0) > 0, x1 = φ0(s0) ∈M and x+1 ∈ Ix1 define φ̃ on [0, s0] as

φ̃(t) =

{
φ0(t), t ∈ [0, s0),

x+1 , t = s0.
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Let φ1 ∈ Kx+
1

. If M+(φ1) = ∅, then define φ̃ on [0,+∞) as

φ̃(t) = φ1(t− s0) ∀ t ≥ s0.

If M+(φ1) ̸= ∅, then for s1 = s(φ1) > 0, x2 = φ1(s1) ∈M and x+2 ∈ Ix2, we define φ̃ on [s0, s0+s1] as

φ̃(t) =

{
φ1(t− s0), t ∈ [s0, s0 + s1),

x+2 , t = s0 + s1.

Continuing this procedure, we obtain the impulsive trajectory φ̃ with a finite or infinite number of
impulsive points {x+n }n≥1 ⊂ IM , corresponding moments of time {sn}n≥0 ⊂ (0,∞) and the functions
{φn}n≥0 ⊂ K.

Let

t0 = 0, tn+1 :=

n∑
k=0

sk.

If φ̃ has an infinite number of jumps, then it is defined by the formula

∀n ≥ 0 ∀ t ≥ 0 φ̃(t) =

{
φn(t− tn), t ∈ [tn, tn+1),

x+n+1, t = tn+1.
(3.3)

By K̃x we denote the set of all impulsive trajectories, which start from the point x.
Let us assume that

∀x ∈ H every φ̃ ∈ K̃x is defined on [0,+∞). (3.4)

Remark 3.3. Due to the construction, every impulsive trajectory is right continuous. Moreover,
from (3.1) and (3.3) we obtain: ∀x ∈ H ∀ φ̃ ∈ K̃x, ∀ t > 0 φ̃(t) ̸∈M .

Lemma 3.2 ( [7]). Assume that the conditions (K1), (K2), (3.1), (3.2), (3.4) are satisfied. Then the
formula G̃(t, x) = {φ̃(t) | φ̃ ∈ K̃x} defines MDS G̃ : R+ ×H → P (H), which we call impulsive MDS.

4 Existence of global attractor of impulsive MDS,
generated by problem (2.1), (2.4), (2.6)

Problem (2.1) generates a family of continuous maps:

Kε =
{
z : [0,+∞) → H | z is a solution of (2.1)

}
,

which due to the autonomy of the problem (2.1) satisfies the conditions (K1), (K2).

Lemma 4.1. Under conditions (2.2), (2.3) and the inequality

2βγ ≤ 1 (4.1)

for a sufficiently small ε, problem (2.1), (2.4), (2.6) generates impulsive MDS, and every impulsive
trajectory, which starts from the set M ′, has an infinite number of impulsive perturbations.

Remark 4.1. Here and in the sequel, under the expression for a sufficiently small ε we mean that
some property holds for all ε ∈ (0, ε0), where ε0 depends only of the parameters of problem (2.1).

Proof of Lemma 4.1. Let us verify conditions (3.1), (3.2) and (3.4). Condition (3.1) follows from the
definition of the sets M and M ′. Due to conditions (2.2), (2.3) and Poincaré inequality, there exists
δ > 0 such that for every solution z of the problem (2.1) and for almost all t > 0 we get the inequality

1

2

d

dt
∥z(t)∥2H + δ∥z(t)∥2H ≤ ε

√
2C∥z(t)∥H . (4.2)
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Then, for a sufficiently small ε, we obtain

∀ z ∈ Kε ∀ t ≥ 0 ∥z(t)∥2H ≤ ∥z(0)∥2He−δt + 1. (4.3)

Moreover, for every z =
(
u
v

)
∈ Kε and for every i ≥ 1 we get the following equalities:

(u(t), ψi) = (u(0), ψi)e
−aλit + ε

t∫
0

e−aλi(t−s)(f1(u(s), v(s)), ψi) ds, (4.4)

(v(t), ψi) =
(
(v(0), ψi)− 2bλi(u(0), ψi)t

)
e−aλit + ε

t∫
0

e−aλi(t−s)(f2(u(s), v(s)), ψi) ds

− ε2bλi

t∫
0

(t− s)e−aλi(t−s)(f1(u(s), v(s)), ψi) ds. (4.5)

Further, for the sake of simplicity, we denote ψ := ψ1, λ := λ1 and for z ∈ Kε consider the function

gε(t) = α(u(t), ψ) + β(v(t), ψ).

From (4.4), (4.5), for z(0) ∈M , we deduce

gε(t) = e−aλt(1− 2βbλt(u(0), ψ)) + εFε(t),

where the function Fε ∈ C1([0,∞)), Fε(0) = 0, depends on z ∈ Kε, however

∃C1 > 0 ∀ ε ∈ (0, 1) sup
t≥0

(
|Fε(t)|+ |F ′

ε(t)|
)
≤ C1. (4.6)

From (2.2) and (2.3) we get

g′ε(0) = −aλ− 2βbλ(u(0), ψ) + εF ′
ε(0).

Since |(u(0), ψ)| ≤ γ, from (4.1) and (4.6) for a sufficiently small ε there exists τ = τ(z(0), ε) > 0 such
that ∀ t ∈ (0, τ) gε(t) < 1. Thus we get property (3.2).

Let us prove (3.4). Due to estimation (4.3), condition (3.4) is satisfied if z do not intersect the set
M . Thus, let us take arbitrarily z ∈ Kε from z(0) = z0 ∈ M ′ and consider the function gε(t), which
has the form

gε(t) = e−aλt(1 + µ− 2βbλt(u0, ψ)) + εFε(t).

Since gε(0) = 1 + µ, lim sup
t→∞

gε(t) ≤ εC1, for a sufficient small ε > 0, there exists sε > 0 such that

∀ t ∈ (0, sε) gε(t) > 1, gε(sε) = 1. (4.7)

Let us show that for a sufficiently small ε > 0 the inequality

|(u(sε), ψ)| ≤ γ (4.8)

is fulfilled, i.e., z(sε) ∈M . Indeed, for a sufficiently small ε, from (4.7) we have the next inequality(
1 +

µ

2

)
eaλsε ≥ 1 + µ− 2βbλsε(u0, ψ). (4.9)

As |(u0, ψ)| ≤ γ, from (4.9) we obtain
sε ≥ s̃, (4.10)

where s̃ > 0 does not depend on ε, z0 and is the root of the equation(
1 +

µ

2

)
eaλs̃ = 1 + µ− 2β|b|λs̃γ.
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Then from (4.4) we deduce the estimation

|(u(sε), ψ)| ≤ γe−aλs̃ + εC1,

from which for a sufficiently small ε > 0 we obtain (4.8). Thus, every impulsive trajectory, which
starts from the set M ′, has an infinite number of impulsive points and, due to estimation (4.10), we
have (3.4).

Therefore, for a sufficiently small ε, the impulsive multi-valued dynamical system G̃ε : R+ ×H →
P (H),

∀ t ≥ 0 ∀ z0 ∈ H G̃ε(t, z0) =
{
z(t) | z( · ) ∈ K̃ε

z0

}
, (4.11)

is correctly defined, where K̃ε
z0 is the set of all impulsive trajectories of problem (2.1), (2.4), (2.6),

which start from the point z0.
The main result of this paper is the following

Theorem. For a sufficiently small ε > 0, under conditions (2.2), (2.3), (4.1), the impulsive MDS
(4.11) has a global attractor Θε. Moreover, the limit equality (2.7) is fulfilled.

Proof. Let us verify the dissipativity property. If for ∥z0∥ ≤ R the impulsive trajectory z ∈ K̃ε
z0 does

not have impulsive points, then from (4.3) it follows that

∥z(t)∥ ≤
√
2 ∀ t ≥ T =

1

δ
lnR2.

Otherwise, for a sufficiently small ε, using the function gε, for the moment sε = s(z) > 0, we
obtain the inequality

e−aλsε
(
α(u0, ψ) + β(v0, ψ)− 2βbλsε(u0, ψ)

)
≥ 1

2
,

thus, we deduce sε ≤ s(R), where s(R) > 0 is a solution of the equation

1

2
eaλsε =

√
α2 + β2R+ 2β|b|λsεR.

After this, the phase point jumps into the point z+1 = z(sε) ∈ I(z(sε − 0)). Due to the form of the
impulsive map (2.6), we deduce the estimation

∀ z ∈ H ∀ z+ ∈ I(z) ∥z+∥2H ≤ κ2 + ∥z∥2H , (4.12)

where κ2 := γ2 + ( 1+µ+αγ
β )2. In particular,

∥z(sε)∥2H ≤ κ2 +R2 + 1.

Therefore, it suffices to prove the dissipativity condition only for those impulsive trajectories, which
start from the set IM , i.e., for a sufficiently small ε, it suffices to prove that

∃R0 > 0 ∀R > 0 ∃T = T (R) > 0 ∀ z0 ∈ IM, ∥z0∥H ≤ R,

∀ z ∈ K̃ε
z0 ∀ t ≥ T ∥z(t)∥H ≤ R0. (4.13)

But if {siε}∞i=0 are the moments of the impulsive perturbation for z ∈ K̃ε
z0 , then from (4.3), (4.12) and

inequality (4.10) we find that for k ≥ 0,

∥∥∥z( k∑
i=0

siε

)∥∥∥2
H

≤ e−δ(k+1)sR2 +
κ2

1− e−δs
. (4.14)

Thus, from the last inequality and formula (4.3) follows (4.13), where R0 = 2 + κ2

1−e−δs .
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Let us prove that G̃ε is asymptotically compact. Towards this end, we fix an arbitrary solution
z =

(
u
v

)
of problem (2.1). Considering every equation in (2.1) as a linear equation with right-hand

side h1(t) = εf1(u(t), v(t)), h2(t) = 2b∆u(t)+εf2(u(t), v(t)), from the regularity lemma [23] we deduce
that there exists a constant C2 > 0, which depends only on the parameters of problem (2.1) and does
not depend on ε, such that for almost all t > 0,

d

dt
∥u(t)∥2H1

0
+ a∥∆u(t)∥2 ≤ C2, (4.15)

d

dt
∥u(t)∥2 + a∥u(t)∥2H1

0
≤ C2, (4.16)

d

dt
∥v(t)∥2H1

0
+ a∥∆v(t)∥2 ≤ 4b2

a
∥∆u(t)∥2 + C2, (4.17)

d

dt
∥v(t)∥2 + a∥v(t)∥2H1

0
≤ 4b2

a
∥u(t)∥2H1

0
+ C2. (4.18)

From (4.15), (4.16) and the Uniform Gronwall Lemma [23] we obtain

∀ t > 0 ∥u(t)∥2H1
0
≤ C2t+

∥u(0)∥2

at
+

2C2

a
. (4.19)

Then from (4.17)–(4.19) and the Uniform Gronwall Lemma we have

∀ t > 0 ∀ r ∈ (0, t) ∥v(t)∥2H1
0
≤
(4b2
a2

+1
)(∥u(0)∥2 + ∥v(0)∥2

ar
+
2C2

a

)
+
C2r + ∥u(t− r)∥2

H1
0

a
. (4.20)

Assume that r = t
2 and from (4.19), (4.20) we get the following estimation:

∀ t > 0 ∥v(t)∥2H1
0
≤
(4b2
a2

+ 1
)(2(∥u(0)∥2 + ∥v(0)∥2)

at
+

2C2

a

)
+
C2t

2a

(
1 +

1

2a

)
+

2∥u(0)∥2

ta2
+

2C2

a2
. (4.21)

Now, let z(n)0 =
∞∑
i=1

(
c
(n)
i

d
(n)
i

)
· ψi, ∥z(n)0 ∥H ≤ R, be an arbitrary bounded sequence of initial data,

ξn ∈ G̃ε(tn, z
(n)
0 ), tn ↗ +∞. Then ξn = zn(tn), where zn ∈ K̃ε

z
(n)
0

. If zn does not have impulsive
points, then for the function yn(t) = zn(t+ tn − 1), t ≥ 0 we obtain

yn ∈ K̃ε
zn(tn−1), ξn = zn(tn) = yn(1).

From (4.3) we find that ∥zn(tn − 1)∥ ≤
√
2 ∀n ≥ N(R). Therefore, from estimates (4.19), (4.21), the

sequence {yn(1) = ξn} is bounded in H1
0 (Ω)×H1

0 (Ω) and, hence, is precompact in H.
Otherwise, without loss of generality, from the previous arguments we can assume that z(n)0 ∈ IM ,

∥z(n)0 ∥H ≤ R. Let {T (n)
i+1 =

i∑
k=0

s
(n)
k }∞i=0 be the moments of impulsive perturbation for zn( · ) =(

un( · )
vn( · )

)
, {η(n)+i = zn(T

(n)
i )}∞i=1 ⊂ IM be the corresponding impulsive points. Let us prove the

precompactness of the sequence {η(n)+i }. From the dissipativity condition (4.13), the estimation

s ≤ s
(n)
k ≤ ŝ, (4.22)

and the estimates (4.19), (4.21), we get the existence of the constant C(R), independent of ε, such
that

∀ i ≥ 1 ∀n ≥ 1
∥∥un(T (n)

i − 0)
∥∥2
H1

0
+
∥∥vn(T (n)

i − 0)
∥∥2
H1

0
≤ C(R). (4.23)
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Then from (2.6) and (4.23) for all i ≥ 1, n ≥ 1 we deduce the estimation∥∥un(T (n)
i )

∥∥2
H1

0
+
∥∥vn(T (n)

i )
∥∥2
H1

0
≤ C(R) + 2λγ2. (4.24)

Therefore, due to (4.24) and the compactness of the embedding H1
0 (Ω) ⊂ L2(Ω), there follows the

required precompactness of the set {η(n)+i | i ≥ 1, n ≥ 1} in H. Then for the sequence ξn ∈
G̃ε(tn, z

(n)
0 ), for every n ≥ 1, there exists a number i = i(n), i(n) → ∞, n → ∞, such that tn ∈

[T
(n)
i(n), T

(n)
i(n)+1). Thus, from the inclusion

ξn = zn(tn) ∈ G̃ε

(
tn − T

(n)
i(n), η

(n)+
i(n)

)
(4.25)

it follows that ξn = yn(τn), where τn := tn − T
(n)
i(n), yn ∈ Kε is a sequence of solutions of the

(non-perturbed) problem (2.1), where yn(0) = η
(n)+
i(n) . Since from the previous arguments on some

subsequence we have η(n)+i(n) → η in H, and from the inclusion τn ∈ [0, ŝ] on some subsequence we have
τn → τ ∈ [0, ŝ], from the regularity results [9] of the solutions of the problem (2.1) we deduce the
following result:

yn(τn) −→ y(τ) in H, where y ∈ Kε, y(0) = η. (4.26)
Thus, the sequence {ξn} is precompact in H, and from Lemma 3.1 we deduce the existence of the

global attractor
Θε =

∩
s>0

∪
t≥s

G̃ε(t, B0), (4.27)

where the dissipative set B0 is defined from (4.14) and does not depend on ε.
Let us prove convergence (2.7). It suffices to show that for εk → 0, ξ(k) ∈ Θεk , on the subsequence

ξ(k) −→ ξ ∈ Θ in H, k → ∞.

From (4.27), there exist the sequences {tk ↗ ∞}, {z0k} ⊂ B0, zk ∈ K̃εk
z0
k
, such that ∀ k ≥ 1 ∥ξ(k) −

zk(tk)∥ ≤ 1/k. If zk do not have impulsive perturbations, then using (4.2) we obtain the estimation

∀ t ≥ 0 ∥zk(t)∥2H ≤ ∥z0k∥2He−δt +
2ε2kC

2

δ2
,

from which it follows that ξ(k) → 0 in H.
Otherwise, if zk have impulsive perturbations, then under conditions (4.25) for ξk = zk(tk), we

obtain the equality
ξk = yk(τk), yk ∈ Kεk

η+
k

,

whence, using the notation from the previous part of the proving, it follows that

τk := tk − T
(k)
i(k) −→ τ, η+k := η

(k)+
i(k) −→ η, i(k) → ∞, k → ∞.

Since τk ∈ [0, s
(k)
i(k)] and the point sk := s

(k)
i(k) satisfies inequality (4.22) and is a solution of the

equation
e−aλsk(1 + µ− 2βbλsk(u

k
0 , ψ)) + εkFεk(sk) = 1,

where uk0 , vk0 are the components of the vector η+k ∈ IM , for k → ∞ we obtain that on the subsequence
sk → s, where τ ∈ [0, s] and s is a solution of the equation

e−aλs(1 + µ− 2βbλs(u0, ψ)) = 1, (4.28)
|(u0, ψ1)| ≤ γ, α(u0, ψ1) + β(v0, ψ1) = 1 + µ. (4.29)

From (4.4), (4.5) we deduce that ∀ i ≥ 1

(uk(τk), ψi) = (uk0 , ψi)e
−aλiτk + εk

τk∫
0

e−aλi(τk−s)(f1(uk(s), vk(s)), ψi) ds,
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(vk(τk), ψi) =
(
(vk0 , ψi)− 2bλi(u

k
0 , ψi)τk

)
e−aλiτk + εk

τk∫
0

e−aλi(τk−s)(f2(uk(s), vk(s)), ψi) ds

− εk2bλi

τk∫
0

(τk − s)e−aλi(τk−s)(f1(uk(s), vk(s)), ψi) ds.

Analogously to (4.26), we can assume that

ξk =

(
uk(τk)
vk(τk)

)
−→ ξ = y(τ) =

(
u(τ)
v(τ)

)
in H, where y ∈ Kε, y(0) = η.

Then, as k → ∞, we obtain

(u(τ), ψ1) = (u0, ψ1)e
−aλiτ , (4.30)

(v(τ), ψ1) =
(
(v0, ψ1)− 2bλ1(u0, ψ1)τ

)
e−aλ1τ , (4.31)

where τ ∈ [0, s], s is a unique root of equation (4.28) under fixed u0, v0 from (4.29).
Taking into account a “non-impulsive” character of the coordinates j ≥ 2 along each impulsive

trajectory, from (2.2) we get

∀ j ≥ 2 |(uk0 , ψj)|+ |(vk0 , ψj)| −→ 0, k → ∞. (4.32)

Then from (4.30)–(4.32) we obtain that ξ ∈ Θ and (2.7) takes place.

Remark 4.2. As is shown in [12], for the impulsive DS the global attractor Θ is, generally speaking,
not invariant set of the semiflow G̃. However, the set Θ \ M [4] may have such a property. The
invariance property can be obtained from the explicit formula of Θ, when ε = 0. It turns out that if,
additionally, the map I is upper-semicontinuous, this fact is valid for a sufficiently small ε > 0, i.e.,
the equality

∀ t ≥ 0 G̃ε(t,Θε \M) = Θε \M

is satisfied. It will be done in the forthcoming papers.
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ON ASYMPTOTIC BEHAVIOUR OF SOLUTIONS
OF A LINEAR FRACTIONAL DIFFERENTIAL EQUATION
WITH A VARIABLE COEFFICIENT



Abstract. The paper deals with qualitative analysis of solutions of a test linear differential equation
involving variable coefficient and derivative of non-integer order. We formulate upper and lower
estimates for these solutions depending on boundedness of the variable coefficient. In the special case
of asymptotically constant coefficient, we present the sufficient (and nearly necessary) conditions for
the convergence of solutions to zero.∗
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÂÀÍáÉËÖËÉÀ ÝÅËÀÃÊÏÄ×ÉÝÉÄÍÔÉÀÍÉ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ ÌÏÃÄËÖÒÉ
ßÒ×ÉÅÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÉÓ ÀÌÏÍÀáÓÍÄÁÉÓ áÀÒÉÓáÏÁÒÉÅÉ ÀÍÀËÉÆÉ. ÀÌ ÀÌÏÍÀáÓÍÄ-
ÁÉÓÈÅÉÓ ÜÀÌÏÚÀËÉÁÄÁÖËÉÀ ÝÅËÀÃÉ ÊÏÄ×ÉÝÉÄÍÔÉÓ ÛÄÌÏÓÀÆÙÅÒÖËÏÁÀÆÄ ÃÀÌÏÊÉÃÄÁÖËÉ ÆÄÃÀ
ÃÀ ØÅÄÃÀ ÛÄ×ÀÓÄÁÄÁÉ. ÊÄÒÞÏ ÛÄÌÈáÅÄÅÀÛÉ, ÒÏÝÀ ÊÏÄ×ÉÝÉÄÍÔÉ ÀÓÉÌÐÔÏÔÖÒÀÃ ÌÖÃÌÉÅÉÀ,
ßÀÒÌÏÃÂÄÍÉËÉÀ ÀÌÏÍÀáÓÍÉÓ ÍÖËÉÓÊÄÍ ÊÒÄÁÀÃÏÁÉÓ ÓÀÊÌÀÒÉÓÉ (ÃÀ ÈÉÈØÌÉÓ ÀÖÝÉËÄÁÄËÉ)
ÐÉÒÏÁÄÁÉ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Introduction
During several last decades, derivatives and integrals of non-integer orders, the so-called fractional
derivatives and integrals, serve as an effective tool for modelling of many interesting technical and
physical problems originating, e.g., in control theory, rheology, anomalous diffusion, chemistry (see,
e.g., [4,7]). The extensive applications of this theory bring the need to understand well basic behaviour
of the solutions of differential equations containing fractional derivatives.

Starting point for introductory investigation of the qualitative properties of fractional differential
equations is the test equation of the form

Dα
0 y(t) = λy(t), α ∈ (0, 1), λ ∈ R, (1.1)

Dα−1
0 y(0) = y0, y0 ∈ R. (1.2)

The asymptotic behaviour of (1.1), (1.2) was extensively studied by many authors (see, e.g., [6–8])
and their results can be summarized as

Theorem 1.1. Let α ∈ (0, 1), λ ∈ R. Then the following statements hold:

(i) All solutions of (1.1) eventually tend to zero if and only if λ ≤ 0.

(ii) All non-trivial solutions of (1.1) are eventually unbounded if and only if λ > 0.

Analogous results were obtained for the modifications of (1.1) including vector cases [6,8], delay [1]
or discretized operators [2].

Although the statement of Theorem 1.1 seems to be quite similar to the results known from the
classical analysis of the equation y′(t) = λy(t), fractional differential equations show several distinguish
properties. Most apparent difference occurs for λ = 0, where in the integer-order case the solutions
are known to be bounded but they do not tend to zero. Theorem 1.1 does not discuss the decay rate
of solutions. If λ < 0, unlike for the integer-order differential equations, the solutions of (1.1) do not
tend to zero exponentially, but algebraically (this decay depends on the derivative order α).

The goal of this paper is to generalize Theorem 1.1 for the linear fractional differential equation
with variable coefficient, i.e.,

Dα
0 y(t) = f(t)y(t), α ∈ (0, 1), λ ∈ R, (1.3)

where f is a continuous bounded real function and (1.2) is supplied as the initial condition.
Fractional differential equations with variable coefficients are usually studied in the literature from

the viewpoint of constructing the solutions with no particular stress put on qualitative properties of
such solutions (see, e.g., [10]). In [8,9], the authors considered (1.3) in the vector form and attempted
to employ Grönwall’s inequality to perform qualitative analysis, however the resulting assertions and
proof techniques contain some unfeasible conditions and incorrect assumptions.

This paper is organized as follows. Section 2 presents basic definitions and preliminary results.
Main results are contained in Section 3 including the corresponding proofs. Section 4 concludes the
paper by some comments and remarks.

2 Preliminaries
Throughout this paper, we employ the Riemann–Liouville derivative of order α. It is introduced as
follows: First, let y be a real scalar function defined on (0,∞). For γ ∈ (0,∞), the fractional integral
of y is defined as

D−γ
0 y(t) =

t∫
0

(t− ξ)γ−1

Γ(γ)
y(ξ)dξ, t ∈ (0,∞),

and, for α ∈ (0,∞), the Riemann–Liouville fractional derivative of y is defined as

Dα
0 y(t) =

d⌈α⌉

dt⌈α⌉
(
D−(⌈α⌉−α)

0 y(t)
)
, t ∈ (0,∞),
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where ⌈ · ⌉ denotes the ceiling function (also called upper integer part). We put D0
0y(t) = y(t) (for

more on fractional calculus see, e.g., [5, 7]).
It is well-known that the solution of (1.1), (1.2) is given by

y(t) = y0t
α−1Eα,α(λt

α),

where Eα,α denotes the two-parameter Mittag–Leffler function introduced generally via the series

Eη,β(z) =

∞∑
j=0

zj

Γ(ηj + β)
, z ∈ C, η, β ∈ (0,∞). (2.1)

The Mittag–Leffler function is known to play a role of generalized exponential function within frac-
tional calculus. Hence, asymptotic behaviour of (2.1) is essential with respect to the qualitative
analysis of fractional differential equations. For some of these properties relevant for this paper see,
e.g., [3, 7, 11].

Lemma 2.1. Let η, β ∈ (0,∞). Then Eη,β(z) is positive and increasing for z ∈ R.

Lemma 2.2. Let η, β ∈ (0,∞), λ ∈ R.

(i) If λ > 0, then

tβ−1Eη,β(λt
η) =

λ(1−β)/η

η
exp(λ1/ηt) +O(tβ−2η−1) as t → ∞.

(ii) If λ = 0, then

tβ−1Eη,β(λt
η) =

tη−1

Γ(η)
.

(iii) If λ < 0, then

tβ−1Eη,β(λt
η) =


−tβ−η−1

λΓ(β − η)
+O(tβ−3η−1), β ̸= η,

−t−η−1

λ2Γ(−η)
+O(t−2η−1), β = η

as t → ∞.

We note that the O-symbol for any functions g, h is introduced as g(t) = O(h(t)) as t → ∞ if and
only if there exist reals t0, M such that |g(t)| ≤ M |h(t)| for all t ≥ t0.

3 Main results
In this section we study asymptotic properties of solutions of (1.3) based on the boundedness of the
variable coefficient f . We supply (1.3) with the initial condition (1.2) where, without loss of generality,
we assume y0 ∈ (0,∞) throughout this section.

Lemma 3.1. Let α ∈ (0, 1), U,L ∈ R and let f be a continuous real function such that

L ≤ f(t) ≤ U for all t ∈ (0,∞).

Then every solution y of (1.3), (1.2) satisfies

y0t
α−1Eα,α(Lt

α) ≤ y(t) ≤ y0t
α−1Eα,α(Utα) for all t ∈ (0,∞).
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Proof. First we show that y(t) ≥ y0t
α−1Eα,α(Lt

α) for all t > 0. We introduce an auxiliary function
ε− via the relation ε−(t) = f(t)− L, i.e. L = f(t)− ε−(t). Clearly, ε− is non-negative and bounded
by U − L. This enables us to rewrite (1.3) as

Dα
0 y(t) = Ly(t) + ε−(t)y(t).

We denote by yLh the solution of Dα
0 y(t) = Ly(t), Dα

0 y(0) = 1. Hence, based on the variation of
constants formula, the solution y of (1.3), (1.2) satisfies

y(t) = y0y
L
h (t) +

t∫
0

yLh (t− ξ)ε+(ξ)y(ξ)dξ. (3.1)

Due to Lemma 2.1 we have 0 < yLh (t) for all t ∈ (0,∞). Assume that there exists t̂ such that
y(t̂) < y0y

L
h (t̂). Relation (3.1) implies that there exists t0 ∈ (0, t̂) such that

y(t) > y0y
L
h (t) for all t ∈ (0, t0).

Since y is a continuous function, t0 can be chosen so that y(t0) = y0y
L
h (t0). Therefore, by (3.1), we get

t0∫
0

yLh (t0 − ξ)ε−(ξ)y(ξ)dξ = 0. (3.2)

Since yLh and ε− are non-negative functions, (3.2) implies that there exists a subset of non-zero measure
of (0, t0) where y is negative, which leads to a contradiction. Hence, y(t) > y0y

L
h (t) = y0t

α−1Eα,α(Lt
α)

for all t > 0.
The second part of the inequality, i.e., y(t) ≤ y0t

α−1Eα,α(Utα) for all t > 0, is proved analogously
by using the auxiliary non-negative function ε+ defined via the relation ε+(t) = U − f(t). That
concludes the proof.

This enables us to formulate

Theorem 3.2. Let α ∈ (0, 1), U,L ∈ R, t0 ∈ (0,∞) and let f be a bounded continuous function.
Further, let L < f(t) < U for all t ∈ (t0,∞).

(i) If U < 0, then all solutions of (1.3) tend to zero. Moreover, every non-trivial solution y of
(1.3), (1.2) satisfies K̂Lt−α−1 ≤ y(t) ≤ K̂U t−α−1 as t → ∞ for suitable positive real constants
K̂L, K̂U .

(ii) If U = 0, then all solutions of (1.3) tend to zero. Moreover, every non-trivial solution y of
(1.3), (1.2) satisfies K̂Lt−α−1 ≤ y(t) ≤ K̂U tα−1 as t → ∞ for suitable positive real constants
K̂L, K̂U .

(iii) If L > 0, then all non-trivial solutions of (1.3) are unbounded.

Proof. (i) Since f is bounded, Lemma 3.1 implies that the solution y of (1.3) is positive.
First let us prove that y(t) ≤ K̂U t−α−1 as t → ∞ for suitable real K̂U . We denote ε+(t) = U−f(t)

and, using similar approach as in the proof of Lemma 3.1, rewrite the solution of (1.3) as

y(t) = y0y
U
h (t)−

t0∫
0

yUh (t− ξ)ε+(ξ)y(ξ)dξ −
t∫

t0

yUh (t− ξ)ε+(ξ)y(ξ)dξ. (3.3)

Now, we investigate each term of (3.3) separately. The asymptotic behaviour of the first term is
known, indeed, due to U < 0 and Lemma 2.2, we have

y0y
U
h (t) = y0t

α−1Eα,α(Utα) =
−y0t

−α−1

U2Γ(−α)
+O(t−2α−1) as t → ∞. (3.4)
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The middle term of (3.3) contains positive functions yUh , y and the function ε+ which is allowed to
change its sign on (0, t0), but is bounded, i.e., there exists m such that |ε+(t)| < m for all t ∈ (0, t0).
Thus, we get

∣∣∣∣−
t0∫
0

yUh (t− ξ)ε+(ξ)y(ξ)dξ
∣∣∣∣ ≤

t0∫
0

yUh (t− ξ)|ε+(ξ)|y(ξ)dξ

≤ m
(−y0t

−α−1

U2Γ(−α)
+O(t−2α−1)

) t0∫
0

y(ξ)dξ ≤ Kt−α−1 as t → ∞, (3.5)

where we have used the fact that the solution y of (1.3) is integrable (see, e.g., [5, 7]).
The third term of (3.3) contains only positive functions yUh , y and ε+ (more precisely, ε+ is non-

negative for t ∈ (0,∞)). Considering this along with (3.4), (3.5), we can estimate (3.3) as

y(t) ≤ K̂U t−α−1 as t → ∞,

where K̂U is a suitable positive real constant.
The second part of the inequality, i.e., y(t) ≥ K̂Lt−α−1, can be proved analogously.
The assertions (ii), (iii) can be proved by using similar steps as for (i).

Theorem 3.2 directly implies the following results for f being asymptotically constant.

Corollary 3.3. Let α ∈ (0, 1), P ∈ R and let f be a bounded continuous function such that

lim
t→∞

f(t) = P.

Then the following statements hold:

(i) All solutions of (1.3) eventually tend to zero if P < 0.

(ii) All non-trivial solutions of (1.3) are eventually unbounded if P > 0.

We can see that Corollary 3.3 is nearly in the effective form. The only case holding us from
formulating not only sufficient but also necessary conditions, is P = 0. Theorem 1.1 indicates that
λ = 0 plays a role of stability boundary for (1.1), (1.2). Corollary 3.3 therefore further highlights the
special importance of the zero right-hand side of fractional differential equations.

Lemma 3.1 implies that if f is allowed to change its sign, the solutions of (1.3) can tend to zero
and be unbounded. In particular, we can see that if f is non-positive and tends to zero, the solutions
of (1.3) tend to zero (see Theorem 3.2(ii)). None of Theorems 1.1, 3.2 discusses situations when f
tends to zero and is positive or oscillates. To illustrate the range of possible behaviours of solutions
(1.3) in such cases, we consider the following examples:

(A) Let f be a bounded continuous function satisfying

lim
t→∞

f(t) = 0 and f(t) > Kt−γ ,

where γ ∈ (0,∞), α ∈ (0, 1) and K is a positive real. Then the solution y of (1.3), (1.2) can be
estimated as

y(t) = y0
tα−1

Γ(α)
+

t∫
0

(t− ξ)α−1

Γ(α)
f(ξ)y(ξ)dξ

≥ y0
tα−1

Γ(α)
+

t∫
0

(t− ξ)α−1

Γ(α)

Kξα−γ−1

Γ(α)
dξ = y0

tα−1

Γ(α)
+

KΓ(α− γ)

Γ(α)

t2α−γ−1

Γ(2α− γ)
.

Obviously, if γ ∈ (0, 2α− 1) and α ∈ (1/2, 1), then y is eventually unbounded.
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(B) Let f be a bounded continuous function such that

f(t) ≥ 0 for t ∈ (0,∞) and f(t) = 0 for t ∈ (t0,∞),

where t0 ∈ (0,∞), α ∈ (0, 1). As in the proof of Theorem 3.2, the solution y of (1.3) can be
estimated as

y(t) = y0
tα−1

Γ(α)
+

t0∫
0

(t− ξ)α−1

Γ(α)
f(ξ)y(ξ)dξ

≤ y0
tα−1

Γ(α)
+

K1(t− t0)
α−1

Γ(α)

t0∫
0

y(ξ)dξ ≤ y0
tα−1

Γ(α)
+

K2(t− t0)
α−1

Γ(α)
,

where K1, K2 are suitable positive reals. Obviously, y tends to zero.

Remark. The assumption of y0 ∈ (0,∞) made throughout this section is not essential. Clearly, if
y0 ∈ (−∞, 0), then the resulting inequalities only change their orientation.

4 Conclusions
We have studied asymptotic properties of solutions of the linear fractional differential equation with
variable coefficient (1.3)).

Lemma 3.1 implies that if f is bounded, then the corresponding solution of (1.3) is bounded
by the solutions of (1.1) for particular choices of λ depending on the bounds of f . Consequently,
Theorem 1.1 shows that the solutions of (1.3) pose algebraic decay or exponential growth if f is
bounded and non-positive or positive, respectively.

The assumptions on the sign of f needed in Theorem 1.1 were weakened in Theorem 3.2 where
the fixed sign of f is required only for sufficiently large t. Finally, Corollary 3.3 outlines the specific
case of asymptotically constant coefficient f . In particular, if f tends to a non-zero constant, the
full discussion of asymptotic behaviour is presented. If f tends to zero, solutions can be eventually
unbounded or tending to zero depending on decay rate of f as illustrated by the examples.

Possible future research directions are a deeper analysis of the case when f asymptotically ap-
proaches zero, and various generalizations of (1.3) to multi-term equations or vector forms.
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THE SHARPNESS OF SOME EXISTENCE STATEMENTS
FOR DIFFERENTIAL SYSTEMS WITH NONLOCAL
BOUNDARY CONDITIONS



Abstract. Recently, some extensions of results of M. A. Krasnosel’skii and Gustafson–Schmitt for
systems of the type x′ = f(t, x) with periodic boundary conditions x(0) = x(1) have been obtained for

nonlocal boundary conditions of the type x(1) =
1∫
0

dh(s)x(s) or x(0) =
1∫
0

dh(s)x(s), where h is a real

non-decreasing function satisfying some conditions, and containing the periodic boundary conditions as
special cases. The situations with periodic and nonlocal boundary conditions are compared through
the use of counterexamples, exhibiting the special character of the periodic case. Similar counter-
examples also show, in the case of second order systems with some nonlocal boundary conditions,
that the sense of some inequalities in the assumptions cannot be reversed.∗

2010 Mathematics Subject Classification. 34B10, 34B15, 47H11.

Key words and phrases. Nonlocal boundary value problem, boundary value problem at resonance,
periodic solutions, Leray–Schauder degree, convex sets.

ÒÄÆÉÖÌÄ. ÐÄÒÉÏÃÖËÉ ÀÌÏÝÀÍÉÓ x′ = f(t, x), x(0) = x(1) ÀÌÏáÓÍÀÃÏÁÉÓ ÊÀÒÂÀÃ ÝÍÏÁÉËÉ

ÊÒÀÓÍÏÓÄËÓÊÉÓ ÃÀ ÂÖÓÔÀÅÓÏÍ-ÛÌÉÔÉÓ ÛÄÃÄÂÄÁÉ ÂÀÍÆÏÂÀÃÄÁÖËÉ ÉØÍÀ x(1) =
1∫
0

dh(s)x(s) ÃÀ

x(0) =
1∫
0

dh(s)x(s) ÓÀáÉÓ ÀÒÀËÏÊÀËÖÒÉ ÓÀÓÀÆÙÅÒÏ ÐÉÒÏÁÄÁÉÓ ÛÄÌÈáÅÄÅÀÛÉ (h ÍÀÌÃÅÉËÉ

ÀÒÀÊËÄÁÀÃÉ ×ÖÍØÝÉÀÀ), ÒÏÌËÄÁÉÝ ÌÏÉÝÀÅÄÍ ÐÄÒÉÏÃÖË ÓÀÓÀÆÙÅÒÏ ÐÉÒÏÁÄÁÓ, ÒÏÂÏÒÝ
ÊÄÒÞÏ ÛÄÌÈáÅÄÅÄÁÓ. ÊÏÍÔÒÌÀÂÀËÉÈÄÁÉÓ ÓÀÛÖÀËÄÁÉÈ ÛÄÃÀÒÄÁÖËÉÀ ÐÄÒÉÏÃÖËÉ ÃÀ ÀÒÀ-
ËÏÊÀËÖÒÉ ÓÀÓÀÆÙÅÒÏ ÐÉÒÏÁÄÁÉÓ ÛÄÌÈáÅÄÅÄÁÉ, ÒÏÌËÄÁÉÝ ÀÅËÄÍÄÍ ÐÄÒÉÏÃÖËÉ ÛÄÌÈáÅÄÅÉÓ
ÓÐÄÝÉÀËÖÒ áÀÓÉÀÈÓ. ÀÍÀËÏÂÉÖÒÉ ÊÏÍÔÒÌÀÂÀËÉÈÄÁÉ ÀÂÒÄÈÅÄ ÂÅÉÜÅÄÍÄÁÄÍ, ÒÏÌ ÌÄÏÒÄ
ÒÉÂÉÓ ÓÉÓÔÄÌÄÁÉÓ ÛÄÌÈáÅÄÅÀÛÉ ÂÀÒÊÅÄÖËÉ ÀÒÀËÏÊÀËÖÒÉ ÓÀÓÀÆÙÅÒÏ ÐÉÒÏÁÄÁÉÈ ÆÏÂÉÄÒÈÉ
ÖÔÏËÏÁÉÓ ÍÉÛÍÉÓ ÛÄÁÒÖÍÄÁÀ ÀÒ ÛÄÉÞËÄÁÀ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Introduction
Let ⟨ · | · ⟩ denote the usual inner product in Rn, | · | the corresponding Euclidian norm, and BR ⊂ Rn

the open ball of center 0 and radius R. Throughout the paper, let f : [0, 1]×Rn → Rn be continuous.
Let us first consider the periodic boundary value problem

x′ = f(t, x), x(0) = x(1). (1.1)

A classical existence theorem for problem (1.1), more than fifty years old, is the following one.
Existence theorem. If there exists R > 0 such that either

⟨u | f(t, u)⟩ ≥ 0 ∀ (t, u) ∈ [0, 1]× ∂BR,

or
⟨u | f(t, u)⟩ ≤ 0 ∀ (t, u) ∈ [0, 1]× ∂BR,

then problem (1.1) has at least one solution such that x([0, 1]) ⊂ BR.

The two results are indeed equivalent, the second one being deduced from the first one through
the change of variable τ = 1− t. They are a nonlinear counterpart to the elementary result that, for
each e ∈ C([0, 1],Rn) and each λ ∈ R \ {0}, the problem

x′ = λx+ e(t), x(0) = x(1)

has a solution, a consequence of the fact that 0 is the unique real eigenvalue of the operator d
dt with

periodic boundary conditions.
Although the existence theorem above is a special case of a result given by M. A. Krasnosel’skii in

1966 ([6, Theorem 3.2]), and was surely known to him, its explicit statement is not contained in [6],
and we did not find an earlier reference. One can just mention that in 1965, F. E. Browder [1] proved
the existence of a solution of (1.1) with Rn replaced by an arbitrary real Hilbert space with inner
product ⟨ · | · ⟩ when f : [0, 1] ×H → H is continuous, −f(t, · ) is monotone for each t ∈ [0, 1] and
there exists R > 0 such that ⟨u | f(t, u)⟩ < 0 for (t, u) ∈ [0, 1]× ∂BR.
Krasnosel’skii’s theorem. If there exists a bounded open convex set C ⊂ Rn, and functions Φi ∈
C1(Rn,R) (i = 1, . . . , r) such that C = {u ∈ Rn : Φi(u) ≤ 0 (i = 1, . . . , r)}, ∇Φi(u) ̸= 0 when
Φi(u) = 0 for some u ∈ ∂C, and either⟨

∇Φi(u) | f(t, u)
⟩
≥ 0 ∀ (t, u) ∈ [0, 1]× ∂C and ∀ i ∈ α(u),

or ⟨
∇Φi(u) | f(t, u)

⟩
≤ 0 ∀ (t, u) ∈ [0, 1]× ∂C and ∀ i ∈ α(u),

where α(u) := {i ∈ {1, . . . , r} : Φi(u) = 0}, then problem (1.1) has at least one solution such that
x([0, 1]) ⊂ C.

The existence theorem above corresponds to the choice of C = BR, r = 1 and Φ1(u) =
1
2 (|u|

2−R2).
A more direct proof of Krasnosel’skii’s theorem based upon coincidence degree arguments has been
given in 1974 in [7, Corollary 3.2].

Now, if C ⊂ Rn is an open convex neighborhood of 0 ∈ Rn, then, for each u ∈ ∂C, there exists
some ν(u) ∈ Rn \ {0} such that ⟨ν(u) | u⟩ > 0 and C ⊂ {v ∈ Rn : ⟨ν(u) | v − u⟩ < 0}. ν(u) is called
an outer normal to ∂C at u, and ν : ∂C → Rn \ {0} an outer normal field on ∂C. Notice that ν needs
not to be continuous. The second condition means that ν(u) is orthogonal to a supporting hyperplane
of C at u [2,5]. In 1974, using arguments similar to those of [7], Gustafson and Schmitt [4] introduced
the following elegant existence condition.
Gustafson–Schmitt’s theorem. If there exists a bounded convex open neighborhood C of 0 in Rn, and
an outer normal field ν on ∂C such that either⟨

ν(u) | f(t, u)
⟩
> 0 ∀ (t, u) ∈ [0, 1]× ∂C, (1.2)
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or ⟨
ν(u) | f(t, u)

⟩
< 0 ∀ (t, u) ∈ [0, 1]× ∂C, (1.3)

then problem (1.1) has at least one solution such that x([0, 1]) ∈ C.

Notice that the monograph [6] is not quoted in [4], and that the special case where C = BR is
explicitly stated there. The relation between [6] and [4] was explicited in [7, 8], where it was also
shown that inequalities need not to be strict in Gustafson–Schmitt’s assumptions (1.2), (1.3) if one
replaces C by C in the conclusion. See also [3] for further generalizations. Krasnosel’skii’s theorem
follows from extended Gustafson–Schmitt’s condition because if, without loss of generality, we assume
that 0 ∈ C in Krasnosel’skii’s statement, then, for u ∈ ∂C and i ∈ α(u), ∇Φi(u) is an outer normal
to ∂C at u.

In [10], the following generalizations of problem (1.1)

x′ = f(t, x), x(1) =

1∫
0

dh(s)x(s), (1.4)

and

x′ = f(t, x), x(0) =

1∫
0

dh(s)x(s) (1.5)

(sometimes called nonlocal terminal value problem, and nonlocal initial value problem, respectively),
have been considered, where

h : [0, 1] → R is non-decreasing and
1∫

0

dh(s) = 1.

Both boundary conditions in (1.4) and (1.5) can be seen as generalizations of the periodic boundary
conditions x(0) = x(1), where either x(0) or x(1) is replaced by some average of x over the interval
[0, 1].

The following theorems are special cases of the results proved in [10] by reduction to a fixed point
problem and the use of some version of Leray–Schauder continuation theorem.

Theorem 1.1. If h(0) < h(α) for some α ∈ (0, 1) and if there exists an open, bounded, convex
neighborhood C of 0 in Rn and an outer normal field ν on ∂C such that⟨

ν(u) | f(t, u)
⟩
≥ 0 ∀ (t, u) ∈ [0, 1]× ∂C, (1.6)

then problem (1.4) has at least one solution x such that x([0, 1]) ∈ C.

Theorem 1.2. If h(α) < h(1) for some α ∈ (0, 1) and if there exists an open, bounded, convex
neighborhood C of 0 in Rn and an outer normal field ν on ∂C such that⟨

ν(u) | f(t, u)
⟩
≤ 0 ∀ (t, u) ∈ [0, 1]× ∂C, (1.7)

then problem (1.5) has at least one solution x such that x([0, 1]) ⊂ C.

The following consequences of Theorems 1.1 and 1.2, corresponding to C = BR, are also given
in [10].

Corollary 1.1. If h(0) < h(α) for some α ∈ (0, 1) and if there exists R > 0 such that

⟨u | f(t, u)⟩ ≥ 0 ∀ (t, u) ∈ [0, 1]× ∂BR, (1.8)

Then problem (1.4) has at least one solution x such that x([0, 1]) ∈ BR.
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Corollary 1.2. If h(α) < h(1) for some α ∈ (0, 1) and if there exists R > 0 such that

⟨u | f(t, u)⟩ ≤ 0 ∀ (t, u) ∈ [0, 1]× ∂BR, (1.9)

then problem (1.5) has at least one solution x such that x([0, 1]) ∈ BR.

Comparing those statements with our first existence theorem for the periodic problem, we see that
the sense of the inequality in conditions (1.6) or (1.8) and (1.7) or (1.9) depends upon the boundary
condition. On the other hand, as it is easily verified by direct computation, the system

x′ = λx+ e(t),

with each of the three-point boundary conditions

x(1) =
1

2

[
x
(1
2

)
+ x(0)

]
, x′(0) =

1

2

[
x
(1
2

)
+ x(1)

]
,

has a solution for each e ∈ C([0, 1],Rn) and each λ ∈ R \ {0}. This is again a consequence of the
fact that the only real eigenvalue of d

dt with each boundary condition is 0. Hence a natural question
is to know if the conclusion of the above corollaries still holds when the sense of the corresponding
inequality upon f is reversed.

The aim of this paper is to show by some counterexamples that the answer is negative in general,
which of course implies that the same negative answer holds for Theorems 1.1 and 1.2. In this sense,
the existence conditions given in [10] are sharp.

The construction of our counterexamples in Section 4 depends upon the study of the associated
complex eigenvalue problem in Section 2 and of the corresponding Fredholm alternative in Section 3
for some special three-point boundary conditions.

In Section 4, we exhibit a (complex) eigenvalue λ and show the existence of a function e ∈
C([0, 1],C) such that the equation

z′ = λz + e(t),

with the corresponding multipoint boundary conditions, has no solution z : [0, 1] → C and such that,
for the equivalent 2-dimensional system obtained by letting

x1 = ℜz, x2 = ℑz, f1(t, x) = ℜ(λz + e(t)), f2(t, x) = ℑ(λz + e(t)),

⟨u | f(t, u)⟩ has the opposite sign to the one in the corresponding corollary, for all t ∈ [0, 1] and all
sufficiently large |u|. We complete this 2-dimensional counterexample by a 3-dimensional one, from
which counterexamples can easily be obtained in all dimensions n ≥ 2.

In Section 4, we also give an example of periodic problem (1.1) having no solution and such that
⟨x, f(t, x)⟩ changes sign when |x| = R and R > 0 is sufficiently large. Hence, the assumptions of the
existence theorem for periodic problems are sharp as well.

Finally, in Section 5, we construct in a similar way a counterexample related to the following
nonlocal boundary value problem for a second order system considered in [9]

x′′ = g(t, x, x′), x(0) = 0, x′(1) =

1∫
0

dh(s)x′(s), (1.10)

where g : [0, 1] × Rn × Rn → Rn is continuous and h : [0, 1] → R is non-decreasing and
1∫
0

dh(s) = 1.

The following existence result is proved in [9].

Theorem 1.3. If h(0) < h(α) for some α ∈ (0, 1) and if there exists an open, bounded, convex
neighborhood C of 0 in Rn and an outer normal field ν on ∂C such that⟨

ν(v) | g(t, u, v)
⟩
≥ 0 ∀ (t, u, v) ∈ [0, 1]× C × ∂C,

then problem (1.10) has at least one solution x such that x([0, 1]) ⊂ C and x′([0, 1]) ⊂ C.
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Its special case where C = BR goes as follows.

Corollary 1.3. If h(0) < h(α) for some α ∈ (0, 1) and if there exists R > 0 such that

⟨v | g(t, u, v)⟩ ≥ 0 ∀ (t, u, v) ∈ [0, 1]×BR × ∂BR, (1.11)

then problem (1.10) has at least one solution x such that x([0, 1]) ⊂ BR and x′([0, 1]) ⊂ BR.

In Section 5, we exhibit a counterexample showing that a statement like Corollary 1.3 does not
hold if the sense of inequality (1.11) is reversed.

Notice that one could consider as well the problem

x′′ = g(t, x, x′), x(0) = 0, x′(0) =

1∫
0

dh(s)x′(s), (1.12)

when h(α) < h(1) for some α ∈ (0, 1) and the assumptions on g, and prove, mimicking the approach
of [9], the following existence result.

Theorem 1.4. If h(α) < h(1) for some α ∈ (0, 1) and if there exists an open, bounded, convex
neighborhood C of 0 in Rn and an outer normal field ν on ∂C such that⟨

ν(v) | g(t, u, v)
⟩
≤ 0 ∀ (t, u, v) ∈ [0, 1]× C × ∂C,

then problem (1.12) has at least one solution x such that x([0, 1]) ⊂ C and x′([0, 1]) ⊂ C.

We leave to the reader the task of stating the corresponding corollary analog to Corollary 1.3 and
of constructing a counterexample to an existence statement with reversed inequalities.

In analogy with the periodic case for first order differential systems, the two-point boundary value
problem

x′′ = g(t, x, x′), x(0) = 0, x′(0) = x′(1) (1.13)

is a special case of both problems (1.10) and (1.12). Hence, the existence of a solution to problem
(1.13) is insured if there exists R > 0 such that either

⟨v | g(t, u, v)⟩ ≥ 0 ∀ (t, u, v) ∈ [0, 1]×BR × ∂BR,

or
⟨v | g(t, u, v)⟩ ≤ 0 ∀ (t, u, v) ∈ [0, 1]×BR × ∂BR.

2 First order eigenvalue problems
We consider the eigenvalue problem

z′(t) = λz(t), z(1) =
1

2

[
z(0) + z

(1
2

)]
, (2.1)

where λ ∈ C, z : [0, 1] → C. Its three-point boundary condition is a special case of the one in
Corollary 1.1 with

h(s) =


0 if s = 0,

1/2 if s ∈ (0, 1/2]

1 if s ∈ (1/2, 1].

Proposition 2.1. The eigenvalues of problem (2.1) are λtc,1,k = 2k(2πi) and λtc,2,k = − log 4+(2k+
1)(2πi) (k ∈ Z). They are located in the left part of the complex plane.
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Proof. The eigenvalue problem (2.1) has a nontrivial solution if and only if λ ∈ C is such that

eλ =
1

2
+

1

2
eλ/2. (2.2)

Set µ := eλ/2, so that equation (2.2) becomes the equation in µ

µ2 − 1

2
µ− 1

2
= 0,

whose solutions are µtc,1 = 1, µtc,2 = − 1
2 . The equation eλ/2 = µtc,1 = 1 is satisfied for λ

2 = 2kπi
(k ∈ Z) which gives the eigenvalues

λtc,1,k = 2k(2πi) (k ∈ Z).

The equation eλ/2 = µtc,2 = − 1
2 is satisfied for λ

2 = − log 2+πi+2kπi = − log 2+ (2k+1)πi (k ∈ Z),
which gives the eigenvalues

λtc,2,k = − log 4 + (2k + 1)(2πi) (k ∈ Z).

Similarly, we consider the eigenvalue problem

z′(t) = λz(t), z(0) =
1

2

[
z
(1
2

)
+ z(1)

]
, (2.3)

where λ ∈ C, z : [0, 1] → C. Its multi-point boundary condition is a special case of the one in
Corollary 1.2 with

h(s) =


0 if s ∈ [0, 1/2),

1/2 if s ∈ [1/2, 1),

1 if s = 1.

Proposition 2.2. The eigenvalues of problem (2.3) are λic,1,k = 2k(2πi) and λic,2,k = log 4 + (2k +
1)(2πi) (k ∈ Z). They are located in the left right part of the complex plane.

Proof. The eigenvalue problem (2.3) has a nontrivial solution if and only if λ ∈ C is such that

1 =
1

2
eλ/2 +

1

2
eλ. (2.4)

Set µ := eλ/2, so that equation (2.4) becomes the equation in µ

1

2
µ2 +

1

2
µ− 1 = 0

whose solutions are µic,1 = 1 and µic,2 = −2. Consequently, we obtain, as above,

λic,1,k = 2k(2πi) (k ∈ Z)

and
λic,2,k = log 4 + (2k + 1)(2πi) (k ∈ Z).

Remark 2.1. The situation can be compared with the spectrum for the periodic boundary conditions

z′ = λz, z(0) = z(1)

which, as easily seen, is made of the eigenvalues λp,k = k(2πi) (k ∈ Z). One can see that, in the case
of (2.1), half of the eigenvalues of the periodic problem move to the line ℜz = − log 4, and, in the
case of (2.3), the same half moves to the line ℜz = log 4. The spectra have lost their symmetry with
respect to the imaginary axis.
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3 Fredholm alternative
The construction of our counterexamples requires the use of the Fredholm alternative for the corre-
sponding forced boundary value problems.
Proposition 3.1. λ is an eigenvalue of (2.1) (resp. (2.3)) if and only if there exists a continuous
function e such that the nonhomogeneous problem (3.1) (resp. (3.2)) has no solution.
Proof. It is shown in [10] (or by direct verification) that the non-homogeneous problems

Lz := z′ − z = e(t), z(0) =
1

2
z
(1
2

)
+

1

2
z(1)

and
Mz := z′ + z = e(t), z(0) =

1

2
z
(1
2

)
+

1

2
z(1)

have a unique solution z = L−1e and z = M−1e for every e ∈ C([0, 1],C), and that the linear mappings
L−1 and M−1 are compact in the space C([0, 1],C). As a consequence, each problem

z′ − λz = e(t), z(1) =
1

2
z(0) +

1

2
z
(1
2

)
(3.1)

and
z′ + λz = e(t), z(0) =

1

2
z
(1
2

)
+

1

2
z(1) (3.2)

can be written equivalently

z = (λ− 1)L−1z + L−1e, z = (λ+ 1)M−1z +M−1e,

so that the Fredholm alternative follows from Riesz theory of linear compact operators.

4 Counterexamples to Corollaries 1.1 and 1.2 with
opposite vector fields sign conditions

We now finalize the construction of our counterexamples.
We first consider the case of a three-point boundary condition of terminal type, and apply Propo-

sition 3.1 to the case of the eigenvalue λtc,2,0 = − log 4 + (4k + 2)πi of (2.1). Let e : [0, 1] → C be a
continuous function such that the problem

z′(t) = (− log 4 + 2πi)z(t) + e(t), z(1) =
1

2
z(0) +

1

2
z
(1
2

)
(4.1)

has no solution. Setting z(t) = x1(t) + ix2(t), e(t) = e1(t) + ie2(t), problem (4.1) is equivalent to the
planar real system 

x′
1(t) = −(log 4)x1(t)− 2πx2(t) + e1(t),

x′
2(t) = 2πx1(t)− (log 4)x2(t) + e2(t),

x1(1) =
1

2
x1(0) +

1

2
x1

(1
2

)
,

x2(1) =
1

2
x2(0) +

1

2
x2

(1
2

)
.

(4.2)

Let
f(t, u) :=

(
− (log 4)u1 − 2πu2 + e1(t), 2πu1 − (log 4)u2 + e2(t)

)
.

For (4.2), we have

⟨u | f(t, u)⟩ = u1

[
− (log 4)u1 − 2πu2 + e1(t)

]
+ u2

[
2πu1 − (log 4)u2 + e2(t)

]
= −(log 4)(u2

1 + u2
2) + u1e1(t) + u2e2(t)

≤ −(log 4)|u|2 + |e(t)| |u| < 0, (4.3)
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when |u| ≥ R for some sufficiently large R.
Conclusion. For problem (1.4) with the conditions of Corollary 1.1 on f and the existence of some
R > 0 such that

⟨u | f(t, u)⟩ ≤ 0 ∀ (t, u) ∈ [0, 1]× ∂BR,

there is no existence theorem similar to Corollary 1.1.

In the case of the three-point conditions of initial type, we similarly apply Proposition 3.1 to the
case of the eigenvalue λic,2,0 = log 4 + 2πi of (2.3). Let e : [0, 1] → C be a continuous function such
that the problem

z′(t) = (log 4 + 2πi)z(t) + e(t), z(1) =
1

2
z(0) +

1

2
z
(1
2

)
(4.4)

has no solution. Setting z(t) = x1(t) + ix2(t), e(t) = e1(t) + ie2(t), problem (4.4) is equivalent to the
planar real system 

x′
1(t) = (log 4)x1(t)− 2πx2(t) + e1(t),

x′
2(t) = 2πx1(t) + (log 4)x2(t) + e2(t),

x1(0) =
1

2
x1

(1
2

)
+

1

2
x1(1),

x2(0) =
1

2
x2

(1
2

)
+

1

2
x2(1).

(4.5)

Let
f(t, u) :=

(
(log 4)u1 − 2πu2 + e1(t), 2πu1 + (log 4)u2 + e2(t)

)
.

For (4.5), we have

⟨u | f(t, u)⟩ = u1[(log 4)u1 − 2πu2 + e1(t)] + u2

[
2πu1 + (log 4)u2 + e2(t)

]
= (log 4)(u2

1 + u2
2) + u1e1(t) + u2e2(t)

≥ (log 4)|u|2 − |e(t)| |u| > 0,

when |u| ≥ R for some sufficiently large R.
Conclusion. For problem (1.5) with the conditions of Corollary 1.2 on f and the existence of some
R > 0 such that

⟨u | f(t, u)⟩ ≥ 0 ∀ (t, u) ∈ [0, 1]× ∂BR,

there is no existence theorem similar to Corollary 1.2.

Remark 4.1. The symmetry-breaking for the spectra of the three-point boundary value problems of
terminal or initial type explains the difference in the existence conditions for the nonlinear problems
with the three-point boundary conditions and with the periodic conditions. The presence of the
complex spectrum in the left or the right half-plane influences like a ghost the existence of solutions
of the real nonlinear systems. Maybe extra conditions upon f could provide existence results with the
sign conditions of the counterexamples.

Remark 4.2. Strictly speaking, our counterexamples do not cover the case of n = 1 or of n odd. For
n = 3, if one adds the equations

x′
3 = −(log 4)x3 +

log 4
4

(x1 + x2), x3(1) =
1

2

[
x3(0) + x3

(1
2

)]
or

x′
3 = (log 4)x3 +

log 4
4

(x1 + x2), x3(0) =
1

2

[
x3

(1
2

)
+ x3(1)

]
to (4.2) or to (4.5), respectively, the corresponding boundary value problems have no solutions and
the nonlinear parts verify the opposite sign conditions to Corollaries 1.1 and 1.2, respectively. Of
course, the counterexamples for n = 2 and n = 3 easily provide counterexamples in any dimension
n ≥ 2. The case n = 1 remains open.
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Remark 4.3. The periodic problem

z′ = 2πiz + e2πit, z(0) = z(1) (4.6)

has no solution. Indeed, if z is a possible solution, then

(e−2πitz)′ = 1,

which gives a contradiction, by integration over [0, 1] and use of the boundary conditions.
Letting z = x1 + ix2, the following problem

x′
1 = −2πx2 + cos(2πt), x′

2 = 2πx1 + sin(2πt), x1(0) = x1(1), x2(0) = x2(1),

equivalent to (4.6), has no solution. On the other hand, letting

f1(t, x1, x2) = −2πx2 + cos(2πt), f2(t, x1, x2) = 2πx1 + sin(2πt),
x = (x1, x2), f(t, x) =

(
f1(t, x1, x2), f2(t, x1, x2)

)
,

we have

⟨x, f(t, x)⟩ = −2πx2x1 + cos(2πt)x1 + 2πx1x2 + sin(2πt)x2

= cos(2πt)x1 + sin(2πt)x2.

For x = R[cos(2πθ), sin(2πθ)] ∈ ∂BR (θ ∈ [0, 1]), we have

⟨x, f(t, x)⟩ = R
[

cos(2πt) cos(2πθ) + sin(2πt) sin(2πθ)
]

= R cos[2π(t− θ)] (t, θ ∈ [0, 1]),

which implies that, for each t ∈ [0, 1], ⟨x, f(t, x)⟩ takes both positive and negative values on ∂BR, and
shows that, for n even, the assumptions of the existence theorems for periodic problems given at the
beginning of the Introduction are sharp.

5 Second order differential systems
As in Section 2, we start with the following “eigenvalue problem”

z′′(t) = λz′(t), z(0) = 0, z′(1) =
1

2
z′(0) +

1

2
z′
(1
2

)
, (5.1)

where λ ∈ C, x : [0, 1] → C. Notice that it is not the classical eigenvalue associated to z′′ in which
λz′ must be replaced by λz.

Proposition 5.1. All the “eigenvalues” λbc,j,k (j = 1, 2; k ∈ Z) of the multipoint boundary value
problem (5.1) have real part equal to 0 or − log 4, and hence are located in the left part of the complex
plane.

Proof. Setting w(t) = z′(t), so that, using z(0) = 0, z(t) =
t∫
0

w(s) ds, problem (5.1) is equivalent to

the eigenvalue problem
w′(t) = λw(t), w(1) =

1

2
w(0) +

1

2
w
(1
2

)
,

i.e., to the eigenvalue problem (2.3). Hence the result follows from Proposition 2.1.

We now deduce, from the first order case, the Fredholm alternative.

Proposition 5.2. λ is an “eigenvalue” of (5.1) if and only if there exists a continuous function e
such that the nonhomogeneous problem (5.2) has no solution.
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Proof. In a similar way as in Proposition 5.1, the non-homogeneous problem

z′′ − λz′ = e(t), z(0) = 0, z′(1) =
1

2
z′(0) +

1

2
z′
(1
2

)
(5.2)

is equivalent, with w = z′, to the non-homogeneous problem

w′ − λw = e(t), w(1) =
1

2

[
w(0) + w

(1
2

)]
,

and then the conclusion follows from Proposition 3.1.

To construct the counterexample, we apply Proposition 5.2 to the case of the “eigenvalue” λbc,2,0 =
− log 4 + 2πi of (5.1). Let e : [0, 1] → C be a continuous function such that the problem

z′′(t) = (− log 4 + 2πi)z′(t) + e(t), z(0) = 0, z′(1) =
1

2
z′(0) +

1

2
z′
(1
2

)
(5.3)

has no solution. Setting z(t) = x1(t) + ix2(t), e(t) = e1(t) + ie2(t), problem (5.3) is equivalent to the
planar real system 

x′′
1(t) = −(log 4)x′

1(t)− 2πx′
2(t) + e1(t),

x′′
2(t) = 2πx′

1(t)− (log 4)x′
2(t) + e2(t),

x1(0) = 0, x′
1(1) =

1

2
x′
1(0) +

1

2
x′
1

(1
2

)
,

x2(0) = 0, x′
2(1) =

1

2
x′
2(0) +

1

2
x′
2

(1
2

)
.

Let
g(t, v) :=

(
− (log 4)v1(t)− 2πv2(t) + e1(t), 2πv1(t)− (log 4)v2(t) + e2(t)

)
.

By (4.3), we obtain ⟨v, g(t, v)⟩ < 0, when |v| ≥ R for some sufficiently large R.
Conclusion. For problem (1.10) with the conditions of Corollary 1.3 on g and the existence of some
R > 0 such that

⟨v, g(t, u, v)⟩ ≤ 0 ∀ (t, u, v) ∈ [0, 1]×BR × ∂BR,

there is no existence theorem similar to Corollary 1.3.

Similar conclusions hold for problem (1.12).
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Abstract. We study a nonlocal boundary value problem for nonlinear functional differential equa-
tions. New effective conditions are found for the solvability and unique solvability of the problem
under consideration. General results are applied to differential equations with deviating arguments.∗
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÛÄÓßÀÅËÉËÉÀ ÀÒÀËÏÊÀËÖÒÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÀ ÀÒÀßÒ×ÉÅÉ ×ÖÍØÝÉÏÍÀ-
ËÖÒ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÄÁÉÓÈÅÉÓ. ÃÀÃÂÄÍÉËÉÀ ÂÀÍáÉËÖËÉ ÀÌÏÝÀÍÉÓ ÀÌÏáÓÍÀÃÏ-
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Introduction
On the interval [a, b], we consider the functional differential equation

u′(t) = F (u)(t), (0.1)

where F : C([a, b];R) → L([a, b];R) is a continuous (in general) nonlinear operator. As usually, by
a solution of this equation we understand an absolutely continuous function u : [a, b] → R satisfy-
ing equality (0.1) almost everywhere on [a, b]. Along with equation (0.1), we consider the nonlocal
boundary condition

h(u) = φ(u), (0.2)
where φ : C([a, b];R) → R is a continuous (in general) nonlinear functional and h : C([a, b];R) → R
is a (nonzero) linear bounded functional.

The following notation is used in the sequel.

- R is the set of all real numbers. R+ = [0,+∞[ .

- C([a, b];R) is the Banach space of continuous functions v : [a, b] → R with the norm ∥v∥C =
max{|v(t)| : t ∈ [a, b]}.

- AC([a, b];R) is the set of absolutely continuous functions v : [a, b] → R.

- L([a, b];R) is the Banach space of Lebesgue integrable functions p : [a, b] → R with the norm

∥p∥L =
b∫
a

|p(s)|ds.

- L([a, b];R+) =
{
p ∈ L([a, b];R) : p(t) ≥ 0 for almost all t ∈ [a, b]

}
.

- Lab is the set of linear operators ℓ : C([a, b];R) → L([a, b];R) for which there exists a function
η ∈ L([a, b];R+) such that

|ℓ(v)(t)| ≤ η(t)∥v∥C for a.e. t ∈ [a, b] and all v ∈ C([a, b];R).

- Pab is the set of so-called positive operators ℓ ∈ Lab transforming the set C([a, b];R+) into the
set L([a, b];R+).

- Fab is the set of linear bounded functionals h : C([a, b];R) → R.

- PFab is the set of so-called positive functionals h ∈ Fab transforming the set C([a, b];R+) into
the set R+.

- Bi
hc = {u ∈ C([a, b];R) : h(u) sgn

(
(2− i)u(a)+(i−1)u(b)

)
≤ c}, where h ∈ Fab, c ∈ R, i = 1, 2.

- K([a, b] × A;B), where A,B ⊆ R, is the set of function f : [a, b] × A → B satisfying the
Carathéodory conditions, i.e., f( · , x) : [a, b] → B is a measurable function for all x ∈ A,
f(t, · ) : A → B is a continuous function for almost every t ∈ [a, b], and for every r > 0, there
exists qr ∈ L([a, b];R+) such that

|f(t, x)| ≤ qr(t) for a.e. t ∈ [a, b] and all x ∈ A, |x| ≤ r.

As usual, throughout the paper we suppose the following assumptions on a nonlinear operator F
and a functional φ:

F : C([a, b];R) → L([a, b];R) is a continuous operator such that the relation
sup

{
|F (v)( · )| : v ∈ C([a, b];R), ∥v∥C ≤ r

}
∈ L([a, b];R+) holds for every r > 0.

(H1)

and
φ : C([a, b];R) → R is a continuous functional such that the condition

sup
{
|φ(v)| : v ∈ C([a, b];R), ∥v∥C ≤ r

}
< +∞ holds for every r > 0.

(H2)
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The solvability of boundary value problems for functional differential equations is being studied
intensively. There are many interesting results in the literature (see, e.g., [1–6, 8] and references
therein). But in the case, where a nonlocal boundary condition is considered, there are still many
open problems.

In this paper, we generalize the results stated in [4] in such a way that the boundary condition
(0.2) is considered as a nonlocal perturbation of the two point condition

u(a) + λu(b) = φ(u). (0.3)

where λ ∈ R+. Consequently, in what follows, we consider the linear functional h in the form

h(v)
def
= v(a) + λv(b)− h0(v) + h1(v) for v ∈ C([a, b];R), (0.4)

where λ ∈ R+ and h0, h1 ∈ PFab. There is no loss of generality to assume h like the above one,
because an arbitrary linear functional h can be represented in this form.

One can see that a particular case of equation (0.1) is, for example, the differential equation with
deviating arguments

u′(t) = p(t)u(τ(t))− g(t)u(σ(t)) + f
(
t, u(t), u(µ(t))

)
, (0.5)

where p, g ∈ L([a, b];R+), τ, σ, µ : [a, b] → [a, b] are measurable functions, and f ∈ K([a, b]× R2;R).
We mention that the conditions for the solvability and unique solvability of boundary value problems
for this equation are presented in Section 2.

On the other hand, the boundary condition (0.2) covers, for example, the Cauchy problem, anti-

periodic problem, condition (0.3) and an integral condition of the form
b∫
a

u(s)ds = c.

The statements formulated below generalize some results stated in [7] concerning the linear case,
as well as, some results presented in [4] concerning problem (0.1), (0.3).

1 Main results
In this section, new effective conditions are found for the solvability and unique solvability of problem
(0.1), (0.2).

Theorem 1.1. Let c ∈ R+, h be defined by (0.4), where λ ∈ ]0, 1] and

h0(1) < λ. (1.1)

Let, moreover,
φ(v) sgn v(b) ≤ c for v ∈ C([a, b];R) (1.2)

and there exist
ℓ0, ℓ1 ∈ Pab (1.3)

such that on the set B2
hc([a, b];R) the inequality(

F (v)(t)− ℓ0(v)(t) + ℓ1(v)(t)
)

sgn v(t) ≥ −q(t, ∥v∥C) for a.e. t ∈ [a, b] (1.4)

holds, where the function q ∈ K([a, b]× R+;R+) satisfies

lim
x→+∞

1

x

b∫
a

q(s, x)ds = 0. (1.5)

If, in addition,
(1 + h1(1))∥ℓ0(1)∥L + λ∥ℓ1(1)∥L < λ− h0(1), (1.6)

then problem (0.1), (0.2) has at least one solution.
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Remark 1.1. Let the operator ψ : L([a, b];R) → L([a, b];R) be defined by the formula

ψ(z)(t)
def
= z(a+ b− t) for a.e. t ∈ [a, b] and all z ∈ L([a, b];R).

Let, moreover, λ ∈ [1,+∞[, ω be the restriction of ψ to the space C([a, b];R), and

F̂ (z)(t)
def
= −ψ(F (ω(z)))(t) for a.e. t ∈ [a, b] and all z ∈ C([a, b];R),

ĥ(z)
def
= z(a) +

1

λ
z(b)− 1

λ
h0(ω(z)) +

1

λ
h1(ω(z)) for z ∈ C([a, b];R),

φ̂(z)
def
=

1

λ
φ(ω(z)) for z ∈ C([a, b];R).

It is not difficult to verify that if u is a solution of problem (0.1), (0.2), then the function v def
= ω(u) is

a solution of the problem
v′(t) = F̂ (v)(t), ĥ(v) = φ̂(v), (1.7)

and vice versa, if v is a solution of problem (1.7), then the function u def
= ω(v) is a solution of problem

(0.1), (0.2).
Using the transformation described in the previous remark, we can immediately derive from The-

orem 1.1 the following statement.
Theorem 1.2. Let c ∈ R+, h be defined by (0.4), where λ ∈ [1,+∞[ and

h0(1) < 1. (1.8)

Let, moreover, the condition

φ(v) sgn v(a) ≤ c for v ∈ C([a, b];R) (1.9)

be fulfilled and there exist ℓ0, ℓ1 ∈ Pab such that on the set B1
hc([a, b];R) the inequality(

F (v)(t)− ℓ0(v)(t) + ℓ1(v)(t)
)

sgn v(t) ≤ q(t, ∥v∥C) for a.e. t ∈ [a, b]

hold, where the function q ∈ K([a, b]× R+;R+) satisfies (1.5). If, in addition,

∥ℓ0(1)∥L + (λ+ h1(1))∥ℓ1(1)∥L < 1− h0(1), (1.10)

then problem (0.1), (0.2) has at least one solution.
The next theorems deal with the unique solvability of problem (0.1), (0.2).

Theorem 1.3. Let h be defined by (0.4), where λ ∈ [0, 1[ and h0(1) satisfies (1.1). Let, moreover,
the condition

(φ(v)− φ(w)) sgn(v(b)− w(b)) ≤ 0 (1.11)
hold for every v, w ∈ C([a, b];R) and there exist ℓ0, ℓ1 ∈ Pab such that on the set B2

hc([a, b];R) with
c = |φ(0)| the inequality(

F (v)(t)− F (w)(t)− ℓ0(v − w)(t) + ℓ1(v − w)(t)
)

sgn(v(t)− w(t)) ≥ 0 (1.12)

is fulfilled for a.e. t ∈ [a, b]. If, in addition, condition (1.6) is satisfied, then problem (0.1), (0.2) is
uniquely solvable.
Theorem 1.4. Let h be defined by (0.4), where λ ≥ 1 and h0(1) satisfies (1.8). Let, moreover, the
condition

(φ(v)− φ(w)) sgn(v(a)− w(a)) ≤ 0 (1.13)
hold for every v, w ∈ C([a, b];R) and there exist ℓ0, ℓ1 ∈ Pab such that, on the set B1

hc([a, b];R) with
c = |φ(0)|, the inequality(

F (v)(t)− F (w)(t)− ℓ0(v − w)(t) + ℓ1(v − w)(t)
)

sgn(v(t)− w(t)) ≤ 0 (1.14)

is fulfilled for a.e. t ∈ [a, b]. If, in addition, condition (1.10) is satisfied, then problem (0.1), (0.2) is
uniquely solvable.
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2 Corollaries for nonlinear delay differential equations
In this section, corollaries of the main theorems are presented. We formulate the conditions guaran-
teeing the solvability and the unique solvability of the problem

u′(t) = p(t)u(τ(t))− g(t)u(σ(t)) + f(t, u(t), u(µ(t)), (0.5)
φ(u) = h(u), (0.2)

where a linear functional h is considered by formula (0.4).

Corollary 2.1. Let c ∈ R+ and h be defined by (0.4), where λ ∈ [0, 1[ and h0(1) satisfies (1.1). Let,
moreover, (1.2) and

f(t, x, y) sgnx ≥ −q(t) for a.e. t ∈ [a, b] and all x, y ∈ R

be satisfied, where q ∈ L([a, b];R+). If, in addition,

(1 + h1(1))

b∫
a

p(s)ds+ λ

b∫
a

g(s)ds < λ− h0(1), (2.1)

then problem (0.5), (0.2) has at least one solution.

Corollary 2.2. Let c ∈ R+ and h be defined by (0.4), where λ ≥ 1 and h0(1) satisfies (1.8). Let,
moreover, (1.9) and

f(t, x, y) sgnx ≤ q(t) for a.e. t ∈ [a, b] and all x, y ∈ R

be satisfied, where q ∈ L([a, b];R+). If, in addition,

b∫
a

p(s)ds+ (λ+ h1(1))

b∫
a

g(s)ds < 1− h0(1), (2.2)

then problem (0.5), (0.2) has at least one solution.

Corollary 2.3. Let h be defined by (0.4), where λ ∈ [0, 1[ and h0(1) satisfies (1.1). Let, moreover,
conditions (2.1) and[

f(t, x1, y1)− f(t, x2, y2)
]

sgn(x1 − x2) ≥ 0 for a.e. t ∈ [a, b] and all x1, x2, y1, y2 ∈ R

hold. If, in addition, condition (1.11) is fulfilled for every v, w ∈ C([a, b];R), then problem (0.5), (0.2)
is uniquely solvable.

Corollary 2.4. Let h be defined by (0.4), where λ ≥ 1 and h0(1) satisfies (1.8). Let, moreover,
conditions (2.2) and[

f(t, x1, y1)− f(t, x2, y2)
]

sgn(x1 − x2) ≤ 0 for a.e. t ∈ [a, b] and all x1, x2, y1, y2 ∈ R

hold. If, in addition, condition (1.13) is fulfilled for every v, w ∈ C([a, b];R), then problem (0.5), (0.2)
is uniquely solvable.

3 Auxiliary propositions
We use the lemma on a priory estimate stated in [6] to prove main results of the paper. It can be
formulated as follows.
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Lemma 3.1 ([6, Corollary 2]). Let there exist a positive number ρ and an operator ℓ ∈ Lab such that
the homogeneous problem

u′(t) = ℓ(u)(t), h(u) = 0 (3.1)
has only the trivial solution, and for every δ ∈ ]0, 1[ an arbitrary function u ∈ AC([a, b];R) satisfyings
the relation

u′(t) = ℓ(u)(t) + δ
[
F (u)(t)− ℓ(u)(t)

]
for a.e. t ∈ [a, b], h(u) = δφ(u) (3.2)

admits the estimate
∥u∥C ≤ ρ. (3.3)

Then problem (0.1), (0.2) has at least one solution.

Definition 3.1. Let h ∈ Fab. We say that an operator ℓ ∈ Lab belongs to the set U(h), if there exists
r > 0 such that for arbitrary q∗ ∈ L([a, b];R+) and c ∈ R+ every function u ∈ AC([a, b];R) satisfying
the inequalities

h(u) sgnu(b) ≤ c, (3.4)
−(u′(t)− ℓ(u)(t)) sgnu(t) ≤ q∗(t) for a.e. t ∈ [a, b] (3.5)

admits the estimate
∥u∥C ≤ r(c+ ∥q∗∥L). (3.6)

Lemma 3.2. Let c ∈ R+ and (1.2) hold. Let, moreover, there exists ℓ ∈ U(h) such that on the set
B2
hc([a, b];R) the inequality

−(F (v)(t)− ℓ(v)(t)) sgn v(t) ≤ q(t, ∥v∥C) for a.e. t ∈ [a, b] (3.7)

is fulfilled, where the function q ∈ K([a, b]× R+;R+) satisfies (1.5). Then problem (0.1), (0.2) has at
least one solution.

Proof. Since ℓ ∈ U(h), it is not difficult to show that the homogeneous problem (3.1) has only the
trivial solution.

Assume that a function u ∈ AC([a, b];R) satisfies (3.2) with some δ ∈ ]0, 1[. By virtue of (1.2),
inequality (3.4) is fulfilled, i.e., u ∈ B2

hc([a, b];R). Moreover, from relations (3.2) and (3.7) we obtain
that (3.5) holds with q∗ ≡ q( · , ∥u∥C). Therefore, in view of (3.4), (3.5) and the assumption ℓ ∈ U(h),
there exist r > 0 such that estimate (3.6) holds.

On the other hand, according to (1.5), there exists ρ > 2rc such that

1

x

b∫
a

q(s, x)ds < 1

2r
for x > ρ.

The last inequality, together with (3.6), yields that estimate (3.3) is satisfied. Since ρ depends neither
on u nor on δ, it follows from Lemma 3.1 that problem (0.1), (0.2) has at least one solution.

4 Proofs of main theorems
Proof of Theorem 1.1. Put ℓ = ℓ0− ℓ1, where ℓ0, ℓ1 ∈ Pab are such that condition (1.6) holds. Firstly,
we show that ℓ belongs to the set U(h).

Let c ∈ R+, q∗ ∈ L([a, b];R+), and u ∈ AC([a, b];R) satisfy (3.4) and (3.5). We prove that estimate
(3.6) holds, where the number r depends only on ∥ℓ0(1)∥L, ∥ℓ1(1)∥L, λ, h0(1), and h1(1).

It is obvious that

u′(t) = ℓ0(u)(t)− ℓ1(u)(t) + q̃(t) for a.e. t ∈ [a, b], (4.1)

where
q̃(t) = u′(t)− ℓ(u)(t) for a.e. t ∈ [a, b].
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Hence, in view of (0.4), (3.4) and (3.5), we get(
u(a) + λu(b)− h0(u) + h1(u)

)
sgnu(b) ≤ c (4.2)

and
−q̃(t) sgnu(t) ≤ q∗(t) for a.e. t ∈ [a, b]. (4.3)

First suppose that the function u does not change its sign. Then from (4.2) it follows that

|u(a)|+ λ|u(b)| − h0(|u|) + h1(|u|) ≤ c if u(b) ̸= 0. (4.4)

Put
M0 = max{|u(t)| : t ∈ [a, b]} (4.5)

and choose tM0 ∈ [a, b] such that
|u(tM0

)| =M0. (4.6)
Clearly, M0 ≥ 0 and, in view of (1.3), (4.3) and (4.6), from relation (4.1) we get

−|u(t)|′ ≤M0ℓ1(1)(t) + q∗(t) for a.e. t ∈ [a, b].

The integration of the last inequality from tM0
to b with respect to (1.3), (4.4), (4.6), λ ∈ ]0, 1] and

h0, h1 ∈ PFab, results in
M0

(
λ− h0(1)− λ∥ℓ1(1)∥L

)
≤ ∥q∗∥L + c. (4.7)

Moreover, it follows from condition (1.6) that λ− h0(1)−λ∥ℓ1(1)∥L > 0 and thus, relations (4.5) and
(4.7) yield

∥u∥C ≤
(
∥q∗∥L + c

)(
λ− h0(1)− λ∥ℓ1(1)∥L

)−1
.

Consequently, estimate (3.6) holds with r = (λ− h0(1)− λ∥ℓ1(1)∥L)−1.
Suppose now that the function u changes its sign. Put

m = −min{u(t) : t ∈ [a, b]}, M = max{u(t) : t ∈ [a, b]} (4.8)

and choose tm, tM ∈ [a, b] such that

−m = u(tm), M = u(tM ). (4.9)

Obviously, m > 0, M > 0, and either
tm > tM (4.10)

or
tm < tM . (4.11)

Suppose that relation (4.10) holds. Then there exists a1 ∈ ]tM , tm[ such that

u(a1) = 0, u(t) > 0 for tM ≤ t < a1. (4.12)

Let
a2 = sup

{
t ∈ [tm, b] : u(s) < 0 for tm ≤ s ≤ t

}
.

Obviously,
u(t) < 0 for tm ≤ t < a2 and if a2 < b then u(a2) = 0. (4.13)

Hence, in view of (4.2) and (4.9), we obtain

λu(a2) ≥ −M(1 + h1(1))−mh0(1)− c. (4.14)

Integrating (4.1) from tM to a1 and from tm to a2, with respect to (1.3), (4.3), (4.8), (4.9), (4.12),
(4.13), and (4.14), one gets

M ≤M

a1∫
tM

ℓ1(1)(s)ds+m

a1∫
tM

ℓ0(1)(s)ds+
a1∫

tM

q∗(s)ds
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and

λm−M
(
1 + h1(1)

)
−mh0(1)− c ≤ λM

a2∫
tm

ℓ0(1)(s)ds+ λm

a2∫
tm

ℓ1(1)(s)ds+ λ

a2∫
tm

q∗(s)ds.

Hence, we have
M(1−A) ≤ mC + ∥q∗∥L,

m(λ− h0(1)− λB) ≤M(1 + h1(1) + λD) + λ∥q∗∥L + c,
(4.15)

where

A =

a1∫
tM

ℓ1(1)(s)ds, B =

a2∫
tm

ℓ1(1)(s)ds, C =

a1∫
tM

ℓ0(1)(s)ds, D =

a2∫
tm

ℓ0(1)(s)ds.

By virtue of (1.6) and λ ∈ ]0, 1], it is clear that λ − h0(1) − λB > 0 and 1 − A > 0. Consequently,
inequalities (4.15) imply

0< M(1−A)(λ−h0(1)−λB)≤C
(
M(1+h1(1)+λD)+λ∥q∗∥L+c

)
+∥q∗∥L(λ−h0(1)−λB),

0 < m(1−A)(λ− h0(1)− λB) ≤ (mC + ∥q∗∥L)
(
1 + h1(1) + λD

)
+ (1−A)(λ∥q∗∥L + c).

(4.16)

Observe that

(1−A)(λ− h0(1)− λB) ≥ λ− λ(A+B)− h0(1) ≥ λ− λ∥ℓ1(1)∥L − h0(1). (4.17)

Moreover, from (1.6) and λ ∈ ]0, 1] we get

C(1 + h1(1) + λD) ≤ (1 + h1(1))(C +D) ≤ (1 + h1(1))∥ℓ0(1)∥L. (4.18)

In view of inequalities (1.6), (4.17), and (4.18), it follows from (4.16) that

M ≤ r0
(
1 + λ+ h1(1) + λ∥ℓ0(1)∥L

)
(c+ ∥q∗∥L),

m ≤ r0
(
1 + λ+ h1(1) + λ∥ℓ0(1)∥L

)
(c+ ∥q∗∥L),

(4.19)

where
r0 =

(
λ− h0(1)− λ∥ℓ1(1)∥L − (1 + h1(1))∥ℓ0(1)∥L

)−1

. (4.20)

Consequently, estimate (3.6) holds, where the number r is given by

r = r0
(
1 + λ+ h1(1) + λ∥ℓ0(1)∥L

)
. (4.21)

Let now (4.11) hold. Then there exists a3 ∈ ]tM , tm[ such that

u(a3) = 0, u(t) < 0 for tm ≤ t < a3. (4.22)

Put
a4 = sup

{
t ∈ [tM , b] : u (s) > 0 for tM ≤ s ≤ t

}
.

It is clear that u(t) > 0 for tM ≤ t < a4 and if a4 < b then u(a4) = 0. Hence, by virtue of (4.2), we
obtain

λu(a4) ≤ m+Mh0(1) +mh1(1) + c. (4.23)

Integrating (4.1) from tm to a3 and from tM to a4 and taking into account (1.3), (4.3), (4.8), (4.9),
(4.22) and (4.23), one gets

m ≤M

a3∫
tm

ℓ0(1)(s)ds+m

a3∫
tm

ℓ1(1)(s)ds+
a3∫

tm

q∗(s)ds
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and

−m−Mh0(1)−mh1(1)− c+ λM ≤ λm

a4∫
tM

ℓ0(1)(s)ds+ λM

a4∫
tM

ℓ1(1)(s)ds+ λ

a4∫
tM

q∗(s)ds.

Hence,
m(1− Ã) ≤MC̃ + ∥q∗∥L,

M
(
λ− h0(1)− λB̃

)
≤ m

(
1 + h1(1) + λD̃

)
+ c+ λ∥q∗∥L,

(4.24)

where

Ã =

a3∫
tm

ℓ1(1)(s)ds, B̃ =

a4∫
tM

ℓ1(1)(s)ds, C̃ =

a3∫
tm

ℓ0(1)(s)ds, D̃ =

a4∫
tM

ℓ0(1)(s)ds.

In view of λ ∈ ]0, 1] and (1.6), we have λ− h0(1)− λB̃ > 0 and 1− Ã > 0. Therefore, inequalities
(4.24) yield

0 < m(1− Ã)
(
λ− h0(1)− λB̃

)
≤ mC̃(1 + h1(1) + λD̃) + (∥q∗∥L + c)

(
1 + λ+ h1(1) + ∥ℓ0(1)∥L

)
,

0 < M(1− Ã)
(
λ− h0(1)− λB̃

)
≤MC̃(1 + h1(1) + λD̃) + (∥q∗∥L + c)

(
1 + λ+ h1(1) + ∥ℓ0(1)∥L

)
.

Now, analogously as in case (4.10), we show that relations (4.19) hold with r0 given by (4.20).
Consequently, estimate (3.6) is fulfilled, where the number r is defined by (4.21).

We have proved that estimate (3.6) holds in all possible cases and therefore, the operator ℓ = ℓ0−ℓ1
belongs to the set U(h). Therefore, it follows from Lemma 3.2 that problem (0.1), (0.2) has at least
one solution.

Proof of Theorem 1.2. According to Remark 1.1, the assertion of the theorem follows immediately
from Theorem 1.1.

Proof of Theorem 1.3. It follows from assumption (1.11) that inequality (1.2) is fulfilled on the set
C([a, b];R), where c = |φ(0)|. On the other hand, from (1.12) we get that inequality (1.4) holds on the
set B2

hc([a, b];R), where q ≡ |F (0)|. Consequently, according to Theorem 1.1, problem (0.1), (0.2) has
at least one solution. Moreover, it follows from the proof of Theorem 1.1 that the operator ℓ = ℓ0− ℓ1
belongs to the set U(h).

It remains to prove that problem (0.1), (0.2) has at most one solution. Let u1, u2 be solutions of
problem (0.1), (0.2). Put

u(t) = u1(t)− u2(t) for t ∈ [a, b].

From relations (1.11) and (1.12), we get u1, u2 ∈ B2
hc([a, b];R) with c ≡ |φ(0)|,

h(u) sgnu(b) ≤ 0,

and
−(u′(t)− ℓ(u)(t)) sgnu(t) ≤ 0 for a.e. t ∈ [a, b].

Consequently, the last inequalities, together with ℓ ∈ U(h), result in u ≡ 0, which yields u1 ≡ u2.

Proof of Theorem 1.4. The assertion can be proved analogously to Theorem 1.3. We only use Theo-
rem 1.2 instead of Theorem 1.1 and relations (1.13), (1.14) instead of (1.11), (1.12).

Proofs of Corollaries 2.1–2.4. The assertions of corollaries follow from Theorems 1.1–1.4.
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Jiří Šremr

SOME REMARKS ON FUNCTIONAL
DIFFERENTIAL EQUATIONS IN ABSTRACT SPACES



Abstract. The aim of this paper is to present some remarks concerning the functional differential
equation

v′(t) = G(v)(t)

in a Banach space X, where G : C([a, b];X) → B([a, b];X) is a continuous operator and C([a, b];X),
resp. B([a, b];X), denotes the Banach space of continuous, resp. Bochner integrable, abstract func-
tions.

It is proved, in particular, that both initial value problems (Darboux and Cauchy) for the hyper-
bolic functional differential equation

∂2u(t, x)

∂t ∂x
= F (u)(t, x)

with a Carathéodory right-hand side on the rectangle [a, b] × [c, d] can be rewritten as initial value
problems for abstract functional differential equation with a suitable operator G and X = C([c, d];R).∗

2010 Mathematics Subject Classification. 34Gxx, 34Kxx, 35Lxx.

Key words and phrases. Functional differential equation in a Banach space, hyperbolic functional
differential equation, initial value problem.

ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÌÏÚÅÀÍÉËÉÀ ÒÀÌÃÄÍÉÌÄ ÛÄÍÉÛÅÍÀ, ÒÏÌÄËÉÝ ÄáÄÁÀ ×ÖÍØÝÉÏÍÀËÖÒ-ÃÉ×Ä-
ÒÄÍÝÉÀËÖÒ ÂÀÍÔÏËÄÁÀÓ

v′(t) = G(v)(t)

ÁÀÍÀáÉÓ X ÓÉÅÒÝÄÛÉ, ÓÀÃÀÝ G : C([a, b];X) → B([a, b];X) ÖßÚÅÄÔÉ ÏÐÄÒÀÔÏÒÉÀ, áÏËÏ
C([a, b];X) ÃÀ B([a, b];X), ÛÄÓÀÁÀÌÉÓÀÃ, ÖßÚÅÄÔ ÃÀ ÁÏáÍÄÒÉÓ ÀÆÒÉÈ ÉÍÔÄÂÒÄÁÀÃ ÀÁÓÔÒÀØÔÖË
×ÖÍØÝÉÀÈÀ ÓÉÅÒÝÄÄÁÉÀ.

ÊÄÒÞÏÃ, ÃÀÃÂÄÍÉËÉÀ, ÒÏÌ ÃÀÒÁÖÓÀ ÃÀ ÊÏÛÉÓ ÀÌÏÝÀÍÄÁÉ äÉÐÄÒÁÏËÖÒÉ ÔÉÐÉÓ ×ÖÍØÝÉÏÍÀ-
ËÖÒ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÉÓÈÅÉÓ

∂2u(t, x)

∂t ∂x
= F (u)(t, x)

ÊÀÒÀÈÄÏÃÏÒÉÓ ÌÀÒãÅÄÍÀ ÌáÀÒÉÈ [a, b]× [c, d] ÌÀÒÈÊÖÈáÄÃÆÄ ÛÄÉÞËÄÁÀ ÂÀÃÀÉßÄÒÏÓ ÒÏÂÏÒÝ
ÓÀßÚÉÓÉ ÀÌÏÝÀÍÀ ÀÁÓÔÒÀØÔÖËÉ ×ÖÍØÉÏÍÀËÖÒ-ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÉÓÈÅÉÓ ÛÄÓÀ×Ä-
ÒÉÓÉ G ÏÐÄÒÀÔÏÒÉÈÀ ÃÀ X = C([c, d];R) ÓÉÅÒÝÉÈ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Statement of problem
On the interval [a, b], we consider the functional differential equation

v′(t) = G(v)(t) (1.1)

in a Banach space ⟨X, ∥ · ∥X⟩, where G : C([a, b];X) → B([a, b];X) is a continuous operator1 satisfying
the local Carathéodory condition (see Definition 2.9).

Definition 1.1. By a solution of equation (1.1) we understand an abstract function v : [a, b] → X
which is strongly absolutely continuous on [a, b] (see Definition 2.1), differentiable a.e. on [a, b] (see
Definition 2.2), and satisfies equality (1.1) almost everywhere on [a, b].

Remark 1.2. In Definition 1.1:

(a) Differentiability a.e. on [a, b] has to be assumed, because it does not follow from the strong
absolute continuity (in general). Indeed, let X = L([0, 1];R) and

v(t)(x) =

{
1 if 0 ≤ x ≤ t ≤ 1,

0 if 0 ≤ t < x ≤ 1.

Then v is strongly absolutely continuous on [0, 1], but not differentiable a.e. on [0, 1] (see [3,
Example 7.3.9]).

(b) Solutions of equation (1.1) are understood as global and strong ones, the notions like local
existence and extendability of solutions have no sense in our concept.

Remark 1.3. In the existing literature, several kinds of abstract differential equations can be found
and for each of them, a solution is defined in a different way. For instance, equation (1.1) differs from
frequently studied abstract differential equations of the type

v′ = A(t)v + f(t, vt),

where A(t) are usually densely closed linear operators with values in X that generate a semigroup
etc. In those cases the so-called mild solutions are considered, i.e., the solutions of the corresponding
integral equation

v(t) = V̂ (t, 0)v(0) +

t∫
0

V̂ (t, s)f(s, vs)ds,

where V̂ (t, s) denotes an evolution operator for A(t).

We mention here two natural and straightforward particular cases of equation (1.1):

(A) X = R – scalar first-order functional differential equations, for example,

• differential equation with an argument deviation

v′(t) = f(t, v(t), v(τ(t))),

where f : [a, b]× R2 → R is a Carathéodory function and τ : [a, b] → [a, b] is a measurable
function,

• integro-differential equation

v′(t) =

b∫
a

K(t, s)v(τ(s))ds,

where K : [a, b]× [a, b] → R and τ : [a, b] → [a, b] are suitable functions,
1For definition of the spaces C([a, b];X) and B([a, b];X), see Section 2.
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• differential equation with a maximum

v′(t) = p(t)max
{
v(s) : τ1(t) ≤ s ≤ τ2(s)

}
+ q(s),

where p, q ∈ L([a, b];R) and τ1, τ2 : [a, b] → [a, b] are measurable functions.

(B) X = Rn – systems of first-order functional differential equations and scalar higher-order func-
tional differential equations.

For both cases R and Rn, there are plenty of results concerning solvability as well as unique solv-
ability of various boundary value problems, theorems on differential inequalities (maximum principles
in other terminology), oscillations, etc. In order to extend our results from those topics (as well as
our methodology) for functional differential equations in abstract spaces, some additional operations
and structures are needed in X (like ordering, positivity, monotonicity, unit element, . . . ). Therefore,
we are interested in other particular cases of (1.1) besides (A) and (B) that can help one to find out
what operations and structures a Banach space X should be endowed with. We will show in Section 4
that the hyperbolic functional differential equation

∂2u(t, x)

∂t ∂x
= F (u)(t, x)

with a Carathéodory right-hand side on the rectangle [a, b]× [c, d] can be regarded as a particular case
of the abstract equation (1.1) with X = C([c, d];R).

2 Notation and definitions
The following notation is used throughout the paper:

(1) ⟨X, ∥ · ∥X⟩ is a Banach space.

(2) C([a, b];X) is the Banach space of continuous abstract functions v : [a, b] → X endowed with the
norm ∥v∥C([a,b];X) = max{∥v(t)∥X : t ∈ [a, b]}.

(3) AC([a, b];X) is the set of strongly absolutely continuous abstract functions v : [a, b] → X (see
Definition 2.1 below).

(4) B([a, b];X) is the Banach space of Bochner integrable abstract functions g : [a, b] → X endowed

with the norm ∥g∥B([a,b];X) =
b∫
a

∥g(t)∥X dt.

(5) L([a, b];R) = B([a, b];R), see Lemma 2.7 below.

(6) D = [a, b]× [c, d].

(7) C(D;R) is the Banach space of continuous functions u : D → R endowed with the norm
∥u∥C(D;R) = max{|u(t, x)| : (t, x) ∈ D}.

(8) The first- and the second-order partial derivatives of the function v : D → R at the point
(t, x) ∈ D are denoted by v′[1](t, x) (or v′t(t, x),

∂v(t,x)
∂t ), v′[2](t, x) (or v′x(t, x),

∂v(t,x)
∂x ), v′′[1,2](t, x)

(or v′′tx(t, x),
∂v(t,x)
∂t ∂x ), and v′′[2,1](t, x) (or v′′xt(t, x),

∂v(t,x)
∂x ∂t ).

(9) AC(D;R) is the set of functions u : D → R absolutely continuous in the sense of Carathéodory
(see Definition 2.4 and Proposition 2.5 below).

(10) L(D;R) is the Banach space of Lebesgue integrable functions p : D → R endowed with the norm
∥p∥L(D;R) =

∫∫
D

|p(t, x)| dtdx.

(11) measE denotes the Lebesgue measure of a (measurable) set E ⊂ R.
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Definition 2.1 ( [3, Definition 7.1.7]). A function v : [a, b] → X is said to be strongly absolutely
continuous, if for each ε > 0 there exists δ > 0 such that

∑
i

∥v(bi)− v(ai)∥X < ε whenever {[ai, bi]} is

a finite system of mutually non-overlapping subintervals of [a, b] that satisfies
∑
i

(bi − ai) < δ.

Definition 2.2 ([3, Definition 7.3.2]). A function v : [a, b] → X is said to be differentiable at the point
t ∈ [a, b], if there is χ ∈ X such that

lim
δ→0

∥∥∥v(t+ δ)− v(t)

δ
− χ

∥∥∥
X
= 0.

We denote χ = v′(t) the derivative of v at t. If v is differentiable at every point t ∈ E ⊆ [a, b] with
measE = b− a, then v is called differentialbe almost everywhere (a.e.) on [a, b].

Definition 2.3 ([1, § 7.3]). Let S(D) denote the system of rectangles [t1, t2]× [x1, x2] contained in D.
A mapping Φ : S(D) → R is said to be absolutely continuous function of rectangles, if it is additive
and for every ε > 0 there exists δ > 0 such that for any finite system {[ai, bi] × [ci, di]} of mutually
non-overlapping rectangles contained in D, the implication∑

i

(bi − ai)(di − ci) < δ =⇒
∑
i

∣∣Φ([ai, bi]× [ci, di])
∣∣ < ε

holds.

Definition 2.4. We say that a function u : D → R is absolutely continuous in the sense of
Carathéodory if the following conditions hold:

(a) the function of rectangles

Φu([t1, t2]× [x1, x2]) := u(t1, x1)− u(t1, x2)− u(t2, x1) + u(t2, x2) for [t1, t2]× [x1, x2] ⊆ D

associated with u is absolutely continuous.

(b) the functions u( · , c) : [a, b] → R and u(a, · ) : [c, d] → R are absolutely continuous.

Proposition 2.5 ([4, Theorem 3.1]). The following assertions are equivalent:

(1) The function u : D → R is absolutely continuous in the sense of Carathéodory.

(2) The function u : D → R admits the integral representation

u(t, x) = e+

t∫
a

f(s)ds+
x∫

c

q(η)dη +
∫∫

[a,t]×[c,x]

p(s, η) dsdη for (t, x) ∈ D, (2.1)

where e ∈ R, f ∈ L([a, b];R), q ∈ L([c, d];R), and p ∈ L(D;R).

(3) The function u : D → R satisfies the following conditions:

(a) u( · , x) ∈ AC([a, b];R) for every x ∈ [c, d], u(a, · ) ∈ AC([c, d];R),
(b) u′[1](t, · ) ∈ AC([c, d];R) for almost all t ∈ [a, b],
(c) u′′[1,2] ∈ L(D;R).

(4) The function u : D → R satisfies the following conditions:

(A) u(t, · ) ∈ AC([c, d];R) for every t ∈ [a, b], u( · , c) ∈ AC([a, b];R),
(B) u′[2]( · , x) ∈ AC([a, b];R) for almost all x ∈ [c, d],
(C) u′′[2,1] ∈ L(D;R).
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Lemma 2.6 ( [4, Proposition 3.5]). Let a function u be defined by formula (2.1), where e ∈ R,
f ∈ L([a, b];R), q ∈ L([c, d];R), and p ∈ L(D;R). Then there exists a measurable set E ⊆ [a, b] such
that measE = b− a and

u′[1](t, x) = f(t) +

x∫
c

p(t, η)dη for t ∈ E, x ∈ [c, d].

Lemma 2.7 ([3, Remark 1.3.14]). A function g : [a, b] → R is Bochner integrable if and only if it is
Lebesgue integrable and the two integrals of g have the same value.

Lemma 2.8 ([3, Theorem 1.4.3]). If g ∈ B([a, b];X), then the function ∥g( · )∥X : [a, b] → R is Lebesgue
integrable.

Definition 2.9. We say that an operator G : C([a, b];X) → B([a, b];X) satisfies the local Carathéodory
condition if for each r > 0 there exists a function qr ∈ L([a, b];R) such that

∥G(w)(t)∥X ≤ qr(t) for a.e. t ∈ [a, b] and all w ∈ C([a, b];X), ∥w∥C([a,b];X) ≤ r.

Definition 2.10. We say that an operator F : C(D;R) → L(D;R) satisfies the local Carathéodory
condition if for each r > 0 there exists a function ζr ∈ L(D;R) such that

|F (z)(t, x)| ≤ ζr(t, x) for a.e. (t, x) ∈ D and all z ∈ C(D;R), ∥z∥C(D;R) ≤ r.

3 Hyperbolic functional differential equation
On the rectangle D = [a, b]× [c, d], we consider the hyperbolic functional differential equation

∂2u(t, x)

∂t ∂x
= F (u)(t, x), (3.1)

where F : C(D;R) → L(D;R) is a continuous operator satisfying the local Carathéodory condition
(see Definition 2.10).

Definition 3.1. By a solution of equation (3.1) we understand a function u : D → R which is
absolutely continuous in the sense of Carathéodory and satisfies equality (3.1) almost everywhere on D.

Two main initial value problems for equation (3.1) are studied in the literature.

Darboux problem
The values of the solution u are prescribed on both characteristics t = a and x = c, i.e., the initial
conditions are

u(t, c) = α(t) for t ∈ [a, b], u(a, x) = β(x) for x ∈ [c, d], (3.2)

where α ∈ AC([a, b];R), β ∈ AC([c, d];R) are such that α(a) = β(c).
The following statement follows from the proof of [5, Theorem 4.1].

Proposition 3.2. The function u is a solution of problem (3.1), (3.2) if and only if it is a solution of
the integral equation

u(t, x) = −α(a) + α(t) + β(x) +

t∫
a

x∫
c

F (u)(s, η) dη ds

in the space C(D;R).
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Cauchy problem
Let H be a curve, which is defined as the graph of a decreasing continuous (not absolutely continuous,
in general) function h : [a, b] → [c, d] such that h(a) = d and h(b) = c. The values of the solution u
and its partial derivative u′[2] are prescribed on H as follows:

u(t, h(t)) = γ(t) for t ∈ [a, b], u′[2](h
−1(x), x) = ψ(x) for a.e. x ∈ [c, d], (3.3)

where γ ∈ C([a, b];R), ψ ∈ L([c, d];R) are such that

the function t 7−→ γ(t) +

d∫
h(t)

ψ(η)dη is absolutely continuous on [a, b] (3.4)

(in other words, the pair (γ, ψ) is h-consistent, see [2, Section 3]).
The following statement follows from [2, Lemmas 3.3 and 3.4].

Proposition 3.3. The function u is a solution of problem (3.1), (3.3) if and only if it is a solution of
the integral equation

u(t, x) = γ(t) +

x∫
h(t)

ψ(η)dη +
t∫

h−1(x)

x∫
h(s)

F (u)(s, η) dη ds

in the space C(D;R).

4 Main results
In this section, we formulate main results of the paper, namely, Theorems 4.1 and 4.4 showing that
both Darboux and Cauchy problems for the hyperbolic equation (3.1) can be rewritten as initial value
problems for the abstract equation (1.1) in the Banach space C([c, d];R). Consequently, the hyperbolic
equation (3.1) can be regarded as a particular case of (1.1) with X = C([c, d];R).

Theorem 4.1. Let α ∈ AC([a, b];R), β ∈ AC([c, d];R) be such that α(a) = β(c) and let F : C(D;R) →
L(D;R) be a continuous operator satisfying the local Carathéodory condition.

If u is a solution of problem (3.1), (3.2), then the function v defined by the formula

v(t)(x) := u(t, x) for t ∈ [a, b], x ∈ [c, d], (4.1)

is a solution of the problem

v′(t) = G(v)(t),

v(a) = β (4.2)

in the Banach space C([c, d];R), where

G(w)(t) := w̃(t) for a.e. t ∈ [a, b] and all w ∈ C([a, b];C([c, d];R)),

w̃(t)(x) := α′(t) +

x∫
c

F (z)(t, η)dη for a.e. t ∈ [a, b] and all x ∈ [c, d],

z(t, x) := w(t)(x) for (t, x) ∈ D.


(4.3)

Conversely, if v is a solution of problem (1.1), (4.2) with G given by (4.3), then the function u
defined by the formula

u(t, x) := v(t)(x) for (t, x) ∈ D (4.4)
is a solution of problem (3.1), (3.2).
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Remark 4.2. It follows from Propositions 5.1, 5.2, and 5.9 below that the formulation of Theorem 4.1
is correct.

Remark 4.3. Theorem 4.1 can be easily extended to a “more general” Darboux problem for equation
(3.1), where the values of the solution u are prescribed on characteristics t = t0 and x = x0, i.e., the
initial conditions are

u(t, x0) = α(t) for t ∈ [a, b], u(t0, x) = β(x) for x ∈ [c, d],

where t0 ∈ [a, b], x0 ∈ [c, d], α ∈ AC([a, b];R), β ∈ AC([c, d];R) are such that α(t0) = β(x0).

Theorem 4.4. Let h ∈ C([a, b];R) be a decreasing function such that h(a) = d and h(b) = c. Let,
moreover, γ ∈ C([a, b];R) and ψ ∈ L([c, d];R) be such that condition (3.4) holds and F : C(D;R) →
L(D;R) be a continuous operator satisfying the local Carathéodory condition.

If u is a solution of problem (3.1), (3.3), then the function v defined by formula (4.1) is a solution
of the problem

v′(t) = G(v)(t),

v(t)(h(t)) = γ(t) for t ∈ [a, b] (4.5)

in the Banach space C([c, d];R), where

G(w)(t) := w̃(t) for a.e. t ∈ [a, b] and all w ∈ C([a, b];C([c, d];R)),

w̃(t)(x) :=
d
dt

(
γ(t) +

d∫
h(t)

ψ(η)dη
)
+

x∫
h(t)

F (z)(t, η)dη for a.e. t ∈ [a, b] and all x ∈ [c, d],

z(t, x) := w(t)(x) for (t, x) ∈ D.


(4.6)

Conversely, if v is a solution of problem (1.1), (4.5) with G given by (4.6), then the function u
defined by formula (4.4) is a solution of problem (3.1), (3.3).

Remark 4.5. It follows from Propositions 5.1, 5.2, and 5.10 below that the formulation of Theorem 4.4
is correct.

5 Proofs of main results
5.1 Auxiliary statements
We first show the properties of the relationship between abstract functions and the functions of two
variables given by formulae (4.1) and (4.4).

Proposition 5.1. Let u ∈ C(D;R) and the function v be defined by formula (4.1). Then v ∈
C([a, b];C([c, d];R)).

Proof. It follows easily from the definitions of continuity.

Proposition 5.2. Let v ∈ C([a, b];C([c, d];R)) and the function u be defined by formula (4.4). Then
u ∈ C(D;R).

Proof. Let (t0, x0) ∈ D be arbitrary and let {(tn, xn)}+∞
n=1 be a sequence of points from the rectangle

D such that (tn, xn) → (t0, x0) as n→ +∞. Then, clearly,

lim
n→+∞

tn = t0, lim
n→+∞

xn = x0.

Let ε > 0 be arbitrary. Since v ∈ C([a, b];C([c, d];R)) and v(t0) ∈ C([c, d];R), there exists n0 ∈ N
such that

∥v(tn)− v(t0)∥C([c,d];R) <
ε

2
, |v(t0)(xn)− v(t0)(x0)| <

ε

2
for n ≥ n0
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which yields
|v(tn)(x)− v(t0)(x)| <

ε

2
for x ∈ [c, d], n ≥ n0.

Consequently, we get

|u(tn, xn)− u(t0, x0)| ≤ |v(tn)(xn)− v(t0)(xn)|+ |v(t0)(xn)− v(t0)(x0)| ≤ ε

for n ≥ n0 and thus, lim
n→+∞

u(tn, xn) = u(t0, x0).

Proposition 5.3. Let u ∈ AC(D;R). Then the function v defined by formula (4.1) is strongly
absolutely continuous, i.e., v ∈ AC([a, b];C([c, d];R)).

Proof. It follows from Proposition 2.5 that the function u admits the integral representation (2.1),
where e ∈ R, f ∈ L([a, b];R), q ∈ L([c, d];R), and p ∈ L(D;R).

Let ε > 0 be arbitrary. Since the function

t 7−→ |f(t)|+
d∫

c

|p(t, η)|dη

is Lebesgue integrable on [a, b], there exists δ > 0 such that

∫
E

(
|f(s)|+

d∫
c

|p(s, η)|dη
)

ds < ε for E ⊆ [a, b], measE < δ. (5.1)

Let {[ak, bk]}nk=1 be an arbitrary system of mutually non-overlapping subintervals of [a, b] such that

n∑
k=1

(bk − ak) < δ.

By virtue of (2.1) and (4.1), it is clear that

v(bk)(x)− v(ak)(x) =

bk∫
ak

(
f(s) +

x∫
c

p(s, η)dη
)

ds for x ∈ [c, d], k = 1, . . . , n,

and thus, we get

n∑
k=1

∥v(bk)− v(ak)∥C([c,d];R) =

n∑
k=1

max
{∣∣∣∣

bk∫
ak

(
f(s) +

x∫
c

p(s, η)dη
)

ds
∣∣∣∣ : x ∈ [c, d]

}

≤
∫
A

(
|f(s)|+

d∫
c

|p(s, η)|dη
)

ds, (5.2)

where A :=
n∪

k=1

[ak, bk]. Since measA =
n∑

k=1

(bk − ak) < δ, it follows from (5.1) and (5.2) that

n∑
k=1

∥v(bk)− v(ak)∥C([c,d];R) < ε.

Lemma 5.4. Let q ∈ L(D;R) be such that

q(t, x) ≥ 0 for a.e. (t, x) ∈ D. (5.3)
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Then there exists a measurable set E ⊆ [a, b] such that measE = b−a and for each t ∈ E the condition

lim
δ→0

1

δ

t+δ∫
t

( x∫
c

q(s, η)dη
)

ds =
x∫

c

q(t, η)dη uniformly on [c, d] (5.4)

holds.

Proof. It follows from Lemma 2.6 that there exists a measurable set E ⊆ ]a, b[ such that measE = b−a
and

d
dt

t∫
a

x∫
c

q(s, η) dη ds =
x∫

c

q(t, η)dη for t ∈ E, x ∈ [c, d],

i.e.,

lim
δ→0

1

δ

t+δ∫
t

( x∫
c

q(s, η)dη
)

ds =
x∫

c

q(t, η)dη for (t, x) ∈ E × [c, d]. (5.5)

Let t0 ∈ E and ε > 0 be arbitrary. Since q(t0, · ) ∈ L([c, d];R), there exists ζ > 0 such that
d1∫

c1

q(t0, η)dη < ε

2
for c1, d1 ∈ [c, d], |d1 − c1| < ζ. (5.6)

It is clear that there is a collection x1, x2, . . . , xn ∈ [c, d] such that c = x1 < x2 < · · · < xn = d and

max{xk+1 − xk : k = 1, . . . , n− 1} < ζ.

Condition (5.5) yields that for each k ∈ {1, . . . , n}, there exists ζk > 0 such that∣∣∣∣1δ
t0+δ∫
t0

( xk∫
c

q(s, η)dη
)

ds−
xk∫
c

q(t0, η)dη
∣∣∣∣ < ε

2
for 0 < |δ| < ζk. (5.7)

Put ζ0 := min{ζk : k = 1, . . . , n} and let x0 ∈ [c, d] be arbitrary. It is clear that there exists
m ∈ {1, . . . , n− 1} such that xm ≤ x0 ≤ xm+1. According to assumption (5.3), the function

x 7−→ 1

δ

t0+δ∫
t0

( x∫
c

q(s, η)dη
)

ds is non-decreasing on [c, d]

and thus, by virtue of (5.6) and (5.7), for any δ ∈ R satisfying 0 < |δ| < ζ0, we get

1

δ

t0+δ∫
t0

( x0∫
c

q(s, η)dη
)

ds−
x0∫
c

q(t0, η)dη

≤ 1

δ

t0+δ∫
t0

( xm+1∫
c

q(s, η)dη
)

ds−
xm+1∫
c

q(t0, η)dη +
xm+1∫
x0

q(t0, η)dη ≤ ε

2
+
ε

2
= ε

and
x0∫
c

q(t0, η)dη − 1

δ

t0+δ∫
t0

( x0∫
c

q(s, η)dη
)

ds

≤
x0∫

xm

q(t0, η)dη +
xm∫
c

q(t0, η)dη − 1

δ

t0+δ∫
t0

( xm∫
c

q(s, η)dη
)

ds ≤ ε

2
+
ε

2
= ε.
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However, it means that∣∣∣∣1δ
t0+δ∫
t0

( x0∫
c

q(s, η)dη
)

ds−
x0∫
c

q(t0, η)dη
∣∣∣∣ < ε for 0 < |δ| < ζ0.

Since x0 is arbitrary and ζ0 does not depend on x0, we have∣∣∣∣1δ
t0+δ∫
t0

( x∫
c

q(s, η)dη
)

ds−
x∫

c

q(t0, η)dη
∣∣∣∣ < ε for 0 < |δ| < ζ0, x ∈ [c, d],

i.e., the desired condition (5.4) holds for every t ∈ E.

Proposition 5.5. Let u ∈ AC(D;R). Then the function v defined by formula (4.1) is differentiable
a.e. on [a, b] and

v′(t) = u′[1](t, · ) for a.e. t ∈ [a, b]. (5.8)

Proof. It follows from Proposition 2.5 that the function u admits the integral representation (2.1),
where e ∈ R, f ∈ L([a, b];R), q ∈ L([c, d];R), and p ∈ L(D;R).

By virtue of Lemma 2.6, there exists a measurable set E1 ⊆ [a, b] such that measE1 = b− a and

u′[1](t, x) = f(t) +

x∫
c

p(t, η)dη for t ∈ E1, x ∈ [c, d], (5.9)

lim
δ→0

1

δ

t+δ∫
t

f(s)ds = d
dt

t∫
a

f(s)ds = f(t) for t ∈ E1. (5.10)

Moreover, it follows from Lemma 5.4 with q := |p|+p
2 and q := |p|−p

2 that there exists a measurable
set E2 ⊆ [a, b] such that measE2 = b− a and for every t ∈ E2, relation (5.4) holds.

Put E = E1 ∩ E2 and let t0 ∈ E be arbitrary. In view of (4.1) and (5.9), from (2.1) we get∣∣∣v(t0 + δ)(x)− v(t0)(x)

δ
− u′[1](t0, x)

∣∣∣
≤

∣∣∣∣1δ
t0+δ∫
t0

f(s)ds+ 1

δ

t0+δ∫
t0

( x∫
c

p(s, η)dη
)

ds− f(t0)−
x∫

c

p(t0, η)dη
∣∣∣∣

≤
∣∣∣∣1δ

t0+δ∫
t0

f(s)ds− f(t0)

∣∣∣∣+ ∣∣∣∣1δ
t0+δ∫
t0

( x∫
c

p(s, η)dη
)

ds−
x∫

c

p(t0, η)dη
∣∣∣∣

for x ∈ [c, d] and δ ̸= 0 small enough which, together with (5.10) and (5.4) with t := t0, guarantees that

lim
δ→0

∥∥∥v(t0 + δ)− v(t0)

δ
− u′[1](t0, · )

∥∥∥
C([c,d];R)

= 0.

However, it means that the abstract function v is differentiable at t0 and, moreover, v′(t0) = u′[1](t0, · ).
To conclude the proof it is sufficient to mention that t0 ∈ E was arbitrary and measE = b− a.

Now we provide several statements concerning Bochner integrable abstract functions and their
primitives.

Lemma 5.6. Let g ∈ B([a, b];X) and F (t) :=
t∫
a

g(s)ds for t ∈ [a, b]. Then F ∈ AC([a, b];X), F is

differentiable a.e. on [a, b], and

F ′(t) = g(t) for a.e. t ∈ [a, b]. (5.11)
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Proof. The assertion of the lemma follows from Theorems 7.4.9, 7.4.11, and 5.3.4 stated in [3].

Lemma 5.7 ([3, Theorem 7.4.13 and 5.3.4]). Let F ∈ AC([a, b];X) be differentiable a.e. on [a, b] and
condition (5.11) hold. Then g ∈ B([a, b];X) and

F (t) = F (a) +

t∫
a

g(s)ds for t ∈ [a, b]. (5.12)

Proposition 5.8. Let f ∈ L([a, b];R) and p ∈ L(D;R). For a.e. t ∈ [a, b], we put

g(t)(x) := f(t) +

x∫
c

p(t, η)dη for x ∈ [c, d]. (5.13)

Then g ∈ B([a, b];C([c, d];R)) and for each t ∈ [a, b], the equality

( t∫
a

g(s)ds
)
(x) =

t∫
a

f(s)ds+
t∫

a

x∫
c

p(s, η) dη ds for x ∈ [c, d] 2 (5.14)

holds.

Proof. Observe that the abstract function g : [a, b] → C([c, d];R) is defined a.e. on [a, b]. Put

u(t, x) :=

t∫
a

f(s)ds+
t∫

a

x∫
c

p(s, η) dη ds for (t, x) ∈ D (5.15)

and define the function v by formula (4.1). It follows from Proposition 2.5 that u ∈ AC(D;R) and, in
view of Lemma 2.6, we have

u′[1](t, x) = f(t) +

x∫
c

p(t, η)dη for a.e. t ∈ [a, b] and all x ∈ [c, d]. (5.16)

On the other hand, Proposition 5.5 yields that the abstract function v : [a, b] → C([c, d];R) is differen-
tiable a.e. on [a, b] and condition (5.8) holds which, together with (5.13) and (5.16), guarantees that

v′(t) = g(t) for a.e. t ∈ [a, b]. (5.17)

Moreover, according to Proposition 5.3, v ∈ AC([a, b];C([c, d];R)) and thus, it follows from (5.17) and
Lemma 5.7 that g ∈ B([a, b];C([c, d];R)) and

v(t) = v(a) +

t∫
a

g(s)ds for t ∈ [a, b].

However, in view of (4.1) and (5.15), it means that for each t ∈ [a, b], equality (5.14) holds.

At the end of this section, we provide two statements guaranteeing that formulations of Theo-
rems 4.1 and 4.4 are correct.

Proposition 5.9. Let α ∈ AC([a, b];R) and F : C(D;R) → L(D;R) be a continuous operator
satisfying the local Carathéodory condition (see Definition 2.10). Then the operator G defined by
formula (4.3) maps the set C([a, b];C([c, d];R)) into the set B([a, b];C([c, d];R)), it is continuous and
satisfies the local Carathéodory condition (see Definition 2.9).

2Observe that the integral on the left-hand side of the equality is Bochner one, whereas both integrals on its righ-hand
side are Lebesgue ones.
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Proof. Let w ∈ C([a, b];C([c, d];R)) be arbitrary and put z(t, x) := w(t)(x) for (t, x) ∈ D. Observe
that, in view of Proposition 5.2, we have z ∈ C(D;R). It follows from Proposition 5.8 with f := α′

and p := F (z) that G(w) ∈ B([a, b];C([c, d];R)) and thus, the operator G maps C([a, b];C([c, d];R))
into B([a, b];C([c, d];R)).

Now let vn, v ∈ C([a, b];C([c, d];R)), n ∈ N, be such that lim
n→+∞

∥vn − v∥C([a,b];C([c,d];R)) = 0. Put

un(t, x) := vn(t)(x), u(t, x) := v(t)(x) for (t, x) ∈ D, n ∈ N. (5.18)

Then, by virtue of Proposition 5.2, we have un, u ∈ C(D;R) for n ∈ N and, moreover, it is not difficult
to verify that

lim
n→+∞

∥un − u∥C(D;R) = 0.

Since the operator F is supposed to be continuous, the latter relation yields

lim
n→+∞

∫∫
D

|F (un)(s, η)− F (u)(s, η)| dsdη = 0. (5.19)

According to (4.3) and (5.18), it is clear that

∥G(vn)(t)−G(v)(t)∥C([c,d];R) = max
{∣∣∣∣

x∫
c

F (un)(t, η)dη −
x∫

c

F (un)(t, η)dη
∣∣∣∣ : x ∈ [c, d]

}

≤
d∫

c

|F (un)(t, η)− F (un)(t, η)|dη for a.e. t ∈ [a, b], n ∈ N,

whence we get

∥G(vn)−G(v)∥B([a,b];C([c,d];R))

=

b∫
a

∥G(vn)(t)−G(v)(t)∥C([c,d];R) dt ≤
∫∫
D

|F (un)(s, η)− F (u)(s, η)| dsdη for n ∈ N.

However, the latter inequality and (5.19) guarantee that lim
n→+∞

∥G(vn) − G(v)∥B([a,b];C([c,d];R)) = 0,

i.e., the operator G is continuous.
Finally, let r > 0 be arbitrary and ζr ∈ L(D;R) be the function appearing in the Carathéodory

condition for the operator F (see Definition 2.10). Let, moreover, w ∈ C([a, b];C([c, d];R)) be an
arbitrary function such that ∥w∥C([a,b];C([c,d];R)) ≤ r and put z(t, x) := w(t)(x) for (t, x) ∈ D. In view
of Proposition 5.2, we have z ∈ C(D;R) and, moreover, it is not difficult to verify that ∥z∥C(D;R) ≤ r.

Then

∥G(w)(t)∥C([c,d];R) = max
{∣∣∣∣α′(t) +

x∫
c

F (z)(t, η)dη
∣∣∣∣ : x ∈ [c, d]

}

≤ |α′(t)|+
d∫

c

|F (z)(t, η)|dη ≤ |α′(t)|+
d∫

c

ζr(t, η)dη

for a.e. t ∈ [a, b]. Since the function

t 7−→ |α′(t)|+
d∫

c

ζr(t, η)dη is Lebesgue integrable on [a, b],

the operator G satisfies the local Carathéodory condition with the function qr = |α′| +
d∫
c

ζr( · , η)dη

(see Definition 2.9).
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Proposition 5.10. Let h ∈ C([a, b];R) be a decreasing function such that h(a) = d and h(b) = c. Let,
moreover, γ ∈ C([a, b];R) and ψ ∈ L([c, d];R) be such that condition (3.4) holds and F : C(D;R) →
L(D;R) be a continuous operator satisfying the local Carathéodory condition (see Definition 2.10).
Then the operator G defined by formula (4.6) maps C([a, b];C([c, d];R)) into B([a, b];C([c, d];R)), it
is continuous and satisfies the local Carathéodory condition (see Definition 2.9).

Proof. Let w ∈ C([a, b];C([c, d];R)) be arbitrary. Put z(t, x) := w(t)(x) for (t, x) ∈ D and

H :=
{
(s, η) ∈ D : a ≤ s ≤ b, c ≤ η ≤ h(s)

}
.

Observe that, in view of Proposition 5.2, we have z ∈ C(D;R). Since F (z) ∈ L(D;R), it is easy to see
that ∫∫

H

F (z)(s, η) dsdη =

b∫
a

( h(s)∫
c

F (z)(s, η)dη
)

ds

and thus,

the function t 7−→
h(t)∫
c

F (z)(t, η)dη is Lebesgue integrable on [a, b]. (5.20)

Now we put

φ(t) :=
d
dt

(
γ(t) +

d∫
h(t)

ψ(η)dη
)
. (5.21)

Clearly, φ ∈ L([a, b];R) because we assume that condition (3.4) holds. Therefore, it follows from

Proposition 5.8 with f := φ−
h( · )∫
c

F (z)( · , η)dη and p := F (z) that G(w) ∈ B([a, b];C([c, d];R)) and

thus, the operator G maps C([a, b];C([c, d];R)) into B([a, b];C([c, d];R)).
Analogously to the proof of Proposition 5.9, we show that the operator G is continuous and

satisfies the local Carathéodory condition with the function qr = φ+
d∫
c

ζr( · , η)dη (see Definition 2.9),

where ζr ∈ L(D;R) is the function appearing in the Carathéodory condition for the operator F (see
Definition 2.10).

5.2 Proofs of Theorems 4.1 and 4.4
Proof of Theorem 4.1. Let u be a solution of problem (3.1), (3.2) and let the function v be defined by
formula (4.1). In view of Proposition 3.2, it follows from Lemma 2.6 that

u′[1](t, x) = α′(t) +

x∫
c

F (u)(t, η)dη for a.e. t ∈ [a, b] and all x ∈ [c, d]. (5.22)

On the other hand, Propositions 5.3 and 5.5 yield that the abstract function v : [a, b] → C([c, d];R) is
strongly absolutely continuous, differentiable a.e. on [a, b], and satisfies condition (5.8). Hence, from
(5.8) and (5.22) we get

v′(t) = α′(t) +

·∫
c

F (u)(t, η)dη = G(v)(t) for a.e. t ∈ [a, b],

where the operator G is defined by formula (4.3). Moreover, v(a) = u(a, · ) = β and thus, the function
v is a solution of problem (1.1), (4.2) in the Banach space C([c, d];R).
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Conversely, assume that v is a solution of problem (1.1), (4.2) with G given by (4.3) and define
the function u by formula (4.4). Since the function v is strongly absolutely continuous, according to
Proposition 5.2, we have u ∈ C(D;R). It follows immediately from Lemma 5.7 that

v(t) = v(a) +

t∫
a

G(v)(s)ds for t ∈ [a, b], (5.23)

i.e.,

v(t) = β +

t∫
a

g(s)ds for t ∈ [a, b], (5.24)

where the function g : [a, b] → C([c, d];R) is for a. a. t ∈ [a, b] defined by formula (5.13) with f := α′

and p := F (u). Therefore, by virtue of Proposition 5.8, we get( t∫
a

g(s)ds
)
(x) =

t∫
a

α′(s)ds+
t∫

a

x∫
c

F (u)(s, η) dη ds for (t, x) ∈ D

which, together with (4.4) and (5.24), yields that

u(t, x) = −α(a) + α(t) + β(x) +

t∫
a

x∫
c

F (u)(s, η) dη ds for (t, x) ∈ D.

Consequently, according to Proposition 3.2, the function u is a solution of problem (3.1), (3.2).

Proof of Theorem 4.4. Define the function φ by formula (5.21). It is clear that φ ∈ L([a, b];R) because
we assume that condition (3.4) holds.

Let u be a solution of problem (3.1), (3.3) and let the function v be defined by formula (4.1). In
view of Proposition 3.3, it follows from Lemma 2.6 that

u′[1](t, x) = φ(t) +

x∫
h(t)

F (u)(t, η)dη for a.e. t ∈ [a, b] and all x ∈ [c, d]. (5.25)

On the other hand, Propositions 5.3 and 5.5 yield that the abstract function v : [a, b] → C([c, d];R) is
strongly absolutely continuous, differentiable a.e. on [a, b], and satisfies condition (5.8). Hence, from
(5.8) and (5.25) we get

v′(t) = φ(t) +

·∫
h(t)

F (u)(t, η)dη = G(v)(t) for a.e. t ∈ [a, b],

where the operator G is defined by formula (4.6). Moreover, v(t)(h(t)) = u(t, h(t)) = γ(t) for t ∈ [a, b]
and thus, the function v is a solution of problem (1.1), (4.5) in the Banach space C([c, d];R).

Conversely, assume that v is a solution of problem (1.1), (4.5) with G given by (4.6) and define
the function u by formula (4.4). Since the function v is strongly absolutely continuous, according to
Proposition 5.2, we have u ∈ C(D;R). Analogously to the proof of Proposition 5.10, we show that

the function t 7−→
h(t)∫
c

F (u)(t, η)dη is Lebesgue integrable on [a, b].

It follows immediately from Lemma 5.7 that condition (5.23) holds, i.e.,

v(t) = v(a) +

t∫
a

g(s)ds for t ∈ [a, b], (5.26)
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where the function g : [a, b] → C([c, d];R) is for a.a. t ∈ [a, b] defined by formula (5.13) with

f := φ−
h( · )∫
c

F (u)( · , η)dη and p := F (u). Therefore, by virtue of Proposition 5.8, we get

( t∫
a

g(s)ds
)
(x) =

t∫
a

(
φ(s)−

h(s)∫
c

F (u)(s, η)dη
)

ds+
t∫

a

x∫
c

F (u)(s, η) dη ds

= γ(t) +

d∫
h(t)

ψ(η)dη − γ(a) +

t∫
a

x∫
h(s)

F (u)(s, η) dη ds

for (t, x) ∈ D which, together with (4.4) and (5.26), yields that

u(t, x) = u(a, x) + γ(t)− γ(a) +

d∫
h(t)

ψ(η)dη +
t∫

a

x∫
h(s)

F (u)(s, η)dη ds for (t, x) ∈ D. (5.27)

It follows from the initial condition (4.5) that u(h−1(x), x) = γ(h−1(x)) for x ∈ [c, d]. Therefore,
substituting h−1(x) for t in equality (5.27), we get

u(a, x) = γ(a)−
d∫

x

ψ(η)dη −
h−1(x)∫
a

x∫
h(s)

F (u)(s, η) dη ds for x ∈ [c, d].

Hence, (5.27) implies

u(t, x) = γ(t) +

x∫
h(t)

ψ(η)dη +
t∫

h−1(x)

x∫
h(s)

F (u)(s, η) dη ds for (t, x) ∈ D.

Consequently, according to Proposition 3.3, the function u is a solution of problem (3.1), (3.3).
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Abstract. We discuss the existence of solutions to the implicit fractional differential equation cDαu =
f(t, u, u′, cDβu, cDαu) satisfying nonlocal boundary conditions. Here 1 < β < α ≤ 2, f is continuous
and cD is the Caputo fractional derivative. The existence results are proved by the Leray–Schauder
degree method.∗
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ÒÄÆÉÖÌÄ. ÛÄÓßÀÅËÉËÉÀ ÀÒÀËÏÊÀËÖÒÉ ÓÀÓÀÆÙÅÒÏ ÀÌÏÝÀÍÉÓ ÀÌÏáÓÍÀÃÏÁÉÓ ÓÀÊÉÈáÉ ÀÒÀÝáÀ-
ÃÉ ßÉËÀÃ-ßÀÒÌÏÄÁÖËÉÀÍÉ cDαu=f(t, u, u′, cDβu, cDαu) ÂÀÍÔÏËÄÁÉÓÈÅÉÓ, ÓÀÃÀÝ 1<β<α≤2,
f ÖßÚÅÄÔÉÀ ÃÀ cD ÊÀÐÖÔÏÓ ßÉËÀÃÉ ßÀÒÌÏÄÁÖËÉÀ. ÀÌÏÍÀáÓÍÉÓ ÀÒÓÄÁÏÁÀ ÃÀÃÂÄÍÉËÉÀ ËÄÒÄ-
ÛÀÖÃÄÒÉÓ áÀÒÉÓáÏÅÀÍÉ ÌÄÈÏÃÉÓ ÂÀÌÏÚÄÍÄÁÉÈ.
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1 Introduction
Let T > 0 be given, J = [0, T ], ∥x∥ = max{|x(t)| : t ∈ J} be the norm in C(J), while ∥x∥1 = ∥x∥+∥x′∥
is the norm in C1(J).

In accordance with [12, 13], let M be the set of (generally nonlinear) functionals ϕ : C(J) → R
which are

(i) continuous, ϕ(0) = 0,

(ii) increasing, that is, x, y ∈ C(J), x(t) < y(t) for t ∈ J =⇒ ϕ(x) < ϕ(y).

Examples of functionals belonging to the set M were given in [12,13].
We are interested in the implicit fractional differential equation

cDαu(t) = f
(
t, u(t), u′(t), cDβu(t), cDαu(t)

)
, (1.1)

where 1 < β < α ≤ 2, f ∈ C(J × R4) and cD denotes the Caputo fractional derivative. Further
conditions on f will be specified later.

Together with (1.1), we consider the nonlocal boundary condition

u(0) = u(T ), ϕ(u) = 0, ϕ ∈ M. (1.2)

Example 1.1. The special cases of (1.2) are the boundary conditions:

x(0) = 0, x(T ) = 0;

x(0) = −x(ξ) = x(T ), where ξ ∈ (0, T );

x(0) = x(T ), min{x(t) : t ∈ J} = 0;

x(0) = x(T ) = −max{x(t) : t ∈ J}.

Definition 1.1. We say that u : J → R is a solution of equation (1.1) if u′, cDαu ∈ C(J) and u
satisfies (1.1) for t ∈ J . A solution u of (1.1) satisfying condition (1.2) is called a solution of problem
(1.1), (1.2).

If x, cDαx ∈ C(J), then it is not difficult to verify that cDβx(t) = Iα−βcDαx(t) for t ∈ J . Hence,
if u is a solution of equation (1.1), then the equality

cDαu(t) = f
(
t, u(t), u′(t), Iα−βcDαu(t), cDαu(t)

)
, t ∈ J,

holds, that is, w = cDαu satisfies the equality

w(t) = f
(
t, u(t), u′(t), Iα−βw(t), w(t)

)
for t ∈ J. (1.3)

The special case of equation (1.1) (for α = 2, a ∈ C(J), f(t, x, y, v, z) = a(t)v + f1(t, x, y, z)) is
the implicit generalized Bagley–Torvik fractional differential equation

u′′(t) = a(t)cDβu(t) + f
(
t, u(t), u′(t), u′′(t)

)
. (1.4)

For more details on the generalized Bagley–Torvik fractional differential equation one can see [13–15]
and the references therein.

We recall the definitions of the Riemann–Liouville fractional integral and the Caputo fractional
derivative [8, 9, 11].

The Riemann–Liouville fractional integral Iγx of order γ > 0 of a function x : J → R is defined as

Iγx(t) =

t∫
0

(t− s)γ−1

Γ(γ)
x(s)ds,

where Γ is the Euler gamma function. I0 is the identical operator.
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The Caputo fractional derivative cDγx of order γ > 0, γ ̸∈ N, of a function x : J → R is given as

cDγx(t) =
dn

dtn

t∫
0

(t− s)n−γ−1

Γ(n− γ)

(
x(s)−

n−1∑
k=0

x(k)(0)

k!
sk
)

ds,

where n = [γ] + 1, [γ] means the integral part of the fractional number γ. If γ ∈ N, then cDγx(t) =
x(γ)(t).

In particular,

cDγx(t) =
d2

dt2

t∫
0

(t− s)1−γ

Γ(2− γ)
(x(s)− x(0)− x′(0)s)ds

=
d2

dt2 I2−γ(x(t)− x(0)− x′(0)t), γ ∈ (1, 2).

It is well known that Iγ : C(J) → C(J) for γ ∈ (0, 1); IγIµx(t) = Iγ+µx(t) for x ∈ C(J) and
γ, µ ∈ (0,∞); cDγIγx(t) = x(t) for x ∈ C(J) and γ > 0; if x, cDγx ∈ C(J) and γ ∈ (0, 1), then
IγcDγx(t) = x(t)− x(0).

The boundary value problems for implicit fractional differential equations were considered in the
papers [1, 2, 4–6,10] and the references therein. For instance, the problem

cDαu(t) = f
(
t, u(t), cDαu(t)

)
, α ∈ (0, 1],

n∑
k=1

aku(tk) = u0

was discussed in [6], while the problem

cDαu(t) = f
(
t, u(t), cDαu(t)

)
, α ∈ (1, 2],

u(0) = u0, u(T ) = u1

was considered in [4].
The aim of this paper is to discuss the existence of solutions to problem (1.1), (1.2). The existence

result is proved by the following procedure. We first show that for each x ∈ C1(J) there exists a
unique solution w ∈ C(J) of the equation w = f(t, x(t), x′(t), Iα−βw,w). Then we put w = Fx and
obtain an operator F : C1(J) → C(J) and prove that if u is a solution of the problem cDαu = Fu,
(1.2), then u is a solution of problem (1.1), (1.2). In order to prove that this problem has a solution,
we introduce an operator Q : C1(J) × R → C1(J) × R having the property that if (u, c) is its fixed
point, then u is a solution of problem cDαu = Fu, (1.2). The existence of a fixed point of Q is proved
by the Leray–Schauder degree method [7].

We work with the following conditions on the function f in (1.1).

(H1) There exist positive constants L1 and L2 such that

∆ =
L1T

α−β

Γ(α− β + 1)
+ L2 < 1

and the estimate∣∣f(t, x, y, v1, z1)− f(t, x, y, v2, z2)
∣∣ ≤ L1|v1 − v2|+ L2|z1 − z2|

is fulfilled for t ∈ J and x, y, vj , zj ∈ R.

(H2) There exist ρ, µ ∈ (0, 1) and A > 0 such that

|f(t, x, y, 0, 0)| ≤ A
(
1 + |x|ρ + |y|µ

)
for t ∈ J , x, y ∈ R.
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(H3) There exist positive constants A, B and C such that

|f(t, x, y, 0, 0)| ≤ A+B|x|+ C|y| for t ∈ J , x, y ∈ R.

The paper is organized as follows. In Section 2, an operator F is introduced and its properties are
given. In Section 3, the operators Q,K and H are defined and their properties are stated. The main
existence results for problem (1.1), (1.2) are given and proved in Section 4. Examples demonstrate
our results.

2 Operator F and its properties
Keeping in mind (1.3), we need the following result.

Lemma 2.1. Let (H1) hold and let x ∈ C1(J). Then there exists a unique solution w of the equation

w = f
(
t, x(t), x′(t), Iα−βw,w

)
(2.1)

in the set C(J).

Proof. Let an operator S : C(J) → C(J) be defined as

(Sw)(t) = f
(
t, x(t), x′(t), Iα−βw(t), w(t)

)
.

We show that S is a contractive operator. To this end, let w1, w2 ∈ C(J). Then∣∣(Sw1)(t)− (Sw2)(t)
∣∣ = ∣∣∣f(t, x(t), x′(t), Iα−βw1(t), w1(t)

)
− f

(
t, x(t), x′(t), Iα−βw2(t), w2(t)

)∣∣∣
≤ L1

∣∣Iα−β(w1(t)− w2(t))
∣∣+ L2|w1(t)− w2(t)|

≤ L1T
α−β

Γ(α− β + 1)
∥w1 − w2∥+ L2∥w1 − w2∥

≤ ∆∥w1 − w2∥, t ∈ J.

In particular,
∥Sw1 − Sw2∥ ≤ ∆∥w1 − w2∥.

Due to ∆ < 1, the operator S is contractive and therefore there exists a unique fixed point w of S. It
is clear that w is a unique solution of (2.1) in C(J).

By Lemma 2.1, for each x ∈ C1(J) there exists a unique solution w ∈ C(J) of equation (2.1). We
put w = Fx and obtain an operator F : C1(J) → C(T ) satisfying

(Fx)(t) = f
(
t, x(t), x′(t), Iα−β(Fx)(t), (Fx)(t)

)
for t ∈ J and x ∈ C1(J). (2.2)

The properties of F are collected in the following result.

Lemma 2.2. Let (H1) hold. Then F : C1(J) → C(J) is a continuous operator and

∥Fx∥ ≤ 1

1−∆
max

{
|f(t, x(t), x′(t), 0, 0)| : t ∈ J

}
, x ∈ C1(J). (2.3)

Proof. Let {xn} ⊂ C1(J) be a convergent sequence and let x ∈ C1(J) be its limit. Let (for t ∈ J ,
n ∈ N)

dn(t) = f
(
t, xn(t), x

′
n(t), I

α−βFx(t),Fx(t)
)
− f

(
t, x(t), x′(t), Iα−βFx(t),Fx(t)

)
.
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Then lim
n→∞

∥dn∥ = 0. It follows from the relation (see (2.2))

∣∣Fxn(t)−Fx(t)
∣∣ ≤ ∣∣∣f(t, xn(t), x

′
n(t), I

α−βFxn(t),Fxn(t)
)
− f

(
t, xn(t), x

′
n(t), I

α−βFx(t),Fxn(t)
)∣∣∣

+
∣∣∣f(t, xn(t), x

′
n(t), I

α−βFx(t),Fxn(t)
)
− f

(
t, xn(t), x

′
n(t), I

α−βFx(t),Fx(t)
)∣∣∣

+ |dn(t)|
≤ L1

∣∣Iα−β(Fxn(t)−Fx(t))
∣∣+ L2

∣∣Fxn(t)−Fx(t)
∣∣+ |dn(t)|

≤
( L1T

α−β

Γ(α− β + 1)
+ L2

)
∥Fxn −Fx∥+ ∥dn∥, t ∈ J, n ∈ N,

that
∥Fxn −Fx∥ ≤ ∆∥Fxn −Fx∥+ ∥dn∥, n ∈ N.

Therefore
∥Fxn −Fx∥ ≤ ∥dn∥

1−∆
, n ∈ N,

and so lim
n→∞

∥Fxn −Fx∥ = 0. Hence F is continuous.
It remains to prove that estimate (2.3) is valid. Let x ∈ C1(J). Then (2.2) and (H1) give

|Fx(t)| ≤
∣∣f(t, x(t), x′(t), Iα−βFx(t),Fx(t))− f(t, x(t), x′(t), 0,Fx(t))

∣∣
+
∣∣f(t, x(t), x′(t), 0,Fx(t)− f(t, x(t), x′(t), 0, 0)|+ |f(t, x(t), x′(t), 0, 0)

∣∣
≤ L1

∣∣Iα−βFx(t)
∣∣+ L2|Fx(t)|+ |f(t, x(t), x′(t), 0, 0)|

≤ ∆∥Fx∥+ |f(t, x(t), x′(t), 0, 0)|, t ∈ J.

In particular,
∥Fx∥ ≤ ∆∥Fx∥+ max

{
|f(t, x(t), x′(t), 0, 0)| : t ∈ J

}
and (2.3) follows.

3 Auxiliary results
We investigate the fractional differential equation

cDαu(t) = (Fu)(t). (3.1)

The following result gives the relation between the solutions of problems (3.1), (1.2) and (1.1), (1.2).

Lemma 3.1. Let (H1) hold. If u is a solution of problem (3.1), (1.2), then u is a solution of problem
(1.1), (1.2).

Proof. Let u be a solution of problem (3.1), (1.2). In view of (2.2), we see that

cDαu(t) = f
(
t, u(t), u′(t), Iα−βcDαu(t), cDαu(t)

)
for t ∈ J.

Hence u is a solution of equation (1.1), because Iα−βcDαu = cDβu. Since u satisfies the boundary
condition (1.2), u is a solution of problem (1.1), (1.2).

In order to prove that problem (3.1), (1.2) has a solution, we introduce an operator Q : C1(J)×R →
C1(J)× R by the formula

Q(x, c) =
(
c+ Iα(Fx)(t)− t

T
Iα(Fx)(t)

∣∣∣
t=T

, c+ ϕ(x)
)
,

where ϕ is from (1.2).
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Lemma 3.2. Let (H1) hold. If (x, c) is a fixed point of the operator Q, then x is a solution of problem
(3.1), (1.2) and c = x(0).
Proof. Let (x, c) be a fixed point of Q. Then

x(t) = c+ Iα(Fx)(t)− t

T
Iα(Fx)(t)

∣∣∣
t=T

, t ∈ J, (3.2)

ϕ(x) = 0. (3.3)

It follows from (3.2) that x(0) = c, x(T ) = c, x ∈ C1(J) and
cDαx(t) = cDαIα(Fx)(t) = (Fx)(t), t ∈ J.

These facts together with (3.3) imply that x is a solution of (3.1), (1.2) and c = x(0),

Lemmas 3.1 and 3.2 show that for the solvability of problem (1.1), (1.2) we need to prove that the
operator Q admits a fixed point. Really, if (x, c) is a fixed point of Q, then x is a solution of (1.1),
(1.2). To this end, we first define an operator K : C1(J)× R× [0, 1] → C1(J)× R as

K(x, c, λ) =
(
c, c+ ϕ(x) + (λ− 1)ϕ(−x)

)
.

Let
Ω1 =

{
(x, c) ∈ C1(J)× R : ∥x∥1 < M, |c| < M

}
.

where M is a positive constant.
Lemma 3.3. The relation

deg(I − K( · , · , 1),Ω1, 0) ̸= 0

is valid, where “deg” stands for the Leray–Schauder degree and I is the identical operator on C1(J)×R.
Proof. It is not difficult to show that K is a completely continuous operator and since

K(−x,−c, 0) = (−c,−c+ ϕ(−x)− ϕ(x)) = −(c, c+ ϕ(x)− ϕ(−x)) = −K(x, c, 0)

for x ∈ C1(J) and c ∈ R, K( · , · , 0) is an odd operator.
Assume that K(x, c, λ) = (x, c) for some (x, c) ∈ C1(J)× R and λ ∈ [0, 1]. Then

x(t) = c, t ∈ J, (3.4)
ϕ(x) + (λ− 1)ϕ(−x) = 0. (3.5)

In view of (3.4), it follows from (3.5) that ϕ(c) + (λ− 1)ϕ(−c) = 0. If c ̸= 0, then properties (i) and
(ii) of ϕ ∈ M give ϕ(c)ϕ(−c) < 0, which contradicts ϕ(c) + (λ − 1)ϕ(−c) = 0. Hence c = 0, and
so x = 0. We have proved that K(x, c, λ) ̸= (x, c) for (x, c) ∈ ∂Ω1 and λ ∈ [0, 1]. By the Borsuk
antipodal theorem and the homotopy property,

deg
(
I − K( · , · , 0),Ω1, 0

)
̸= 0,

deg
(
I − K( · , · , 0),Ω1, 0

)
= deg

(
I − K( · , · , 1),Ω1, 0

)
.

Combining these relations we give the conclusion of Lemma 3.3.

Finally, let an operator H : C1(J)× R× [0, 1] → C1(J)× R be defined as

H(x, c, λ) = (H1(x, c, λ),H2(x, c)),

where H1 : C1(J)× R× [0, 1] → C1(J), H2(x, c) : C
1(J)× R → R,

H1(x, c, λ)(t) = c+ λ
(
Iα(Fx)(t)− t

T
Iα(Fx)(t)

∣∣∣
t=T

)
,

H2(x, c) = c+ ϕ(x).

It is clear that
H(x, c, 0) = K(x, c, 1), H(x, c, 1) = Q(x, c) (3.6)

for (x, c) ∈ C1(J)× R.
The following result states that H is completely continuous.
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Lemma 3.4. Let (H1) hold. Then H is a completely continuous operator.

Proof. Step 1. H is continuous.
Let {xn} ⊂ C1(J), {cn} ⊂ R, {λn} ⊂ [0, 1] be convergent sequences and let lim

n→∞
∥xn − x∥1 = 0,

lim
n→∞

cn = c, lim
n→∞

λn = λ, where x ∈ C1(J), c ∈ R, λ ∈ [0, 1].
By Lemma 2.2, lim

n→∞
∥Fxn −Fx∥ = 0. Since

∣∣∣∣Iα(Fxn)(t)−
t

T
Iα(Fxn)(t)

∣∣∣
t=T

− Iα(Fx)(t) +
t

T
Iα(Fx)(t)

∣∣∣
t=T

∣∣∣∣
≤ ∥Fxn −Fx∥

( t∫
0

(t− s)α−1

Γ(α)
ds+

T∫
0

(T − s)α−1

Γ(α)

)
ds ≤ 2Tα

Γ(α+ 1)
∥Fxn −Fx∥

and∣∣∣∣Iα−1(Fxn)(t)−
1

T
Iα(Fxn)(t)

∣∣∣
t=T

− Iα−1(Fx)(t) +
1

T
Iα(Fx)(t)

∣∣∣
t=T

∣∣∣∣
≤ ∥Fxn −Fx∥

( t∫
0

(t− s)α−2

Γ(α− 1)
ds+ 1

T

T∫
0

(T − s)α−1

Γ(α)

)
ds ≤ Tα−1

Γ(α)

(
1 +

1

α

)
∥Fxn −Fx∥,

it is easy to verify that lim
n→∞

∥H1(xn, cn, λn) − H1(x, c, λ)∥1 = 0. This fact together with
lim
n→∞

H2(xn, cn) = H2(x, c) gives lim
n→∞

H(xn, cn, λn) = H(x, c, λ) in C1(J) × R. Hence H is con-
tinuous.

Step 2. H takes bounded sets into bounded sets.
Let U ⊂ C1(J) and V ⊂ R be bounded, ∥x∥1 ≤ V for x ∈ U , |c| ≤ V for c ∈ V, where V is a

positive constant. Then M1 = sup{|f(t, x(t), x′(t), 0, 0)| : t ∈ J, x ∈ U} < ∞. In view of (2.3), we
have ∥Fx∥ ≤ M for x ∈ U , where M = M1/(1−∆). Hence (for u ∈ U , c ∈ V, λ ∈ [0, 1], t ∈ J)

|H1(x, c, λ)(t)| ≤ V +M

( t∫
0

(t− s)α−1

Γ(α)
ds+

T∫
0

(T − s)α−1

Γ(α)
ds

)
≤ V +

2MTα

Γ(α+ 1)
,

∣∣∣ d
dt H1(x, c, λ)(t)

∣∣∣ ≤ M

( t∫
0

(t− s)α−2

Γ(α− 1)
ds+ 1

T

T∫
0

(T − s)α−1

Γ(α)
ds

)
≤ MTα−1

Γ(α)

(
1 +

1

α

)
,

and therefore

∥H1(x, c, λ)∥1 ≤ V +
MTα−1

Γ(α)

(
1 +

2T + 1

α

)
. (3.7)

Due to the properties (i) and (ii) of ϕ and −V ≤ x(t) ≤ V for t ∈ J , x ∈ U , we see that ϕ(−V ) ≤
ϕ(x) ≤ ϕ(V ), and therefore

|H2(x, c)| = |c+ ϕ(x)| ≤ W for u ∈ U , c ∈ V, (3.8)

where W = V + max{|ϕ(−V )|, ϕ(V )}.
From (3.7) and (3.8) we conclude that H maps U × V × [0, 1] into a bounded set in C1(J)× R.

Step 3. For each bounded U ⊂ C1(J) the family {Iα−1(Fx) : x ∈ U} is equicontinuous on J .
Let U be a bounded set in C1(J). As in Step 2, ∥Fx∥ ≤ M for x ∈ U , where M > 0. Let x ∈ U
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and 0 ≤ t1 < t2 ≤ T . Then

∣∣∣Iα−1(Fx)(t)
∣∣
t=t2

− Iα−1(Fx)(t)
∣∣
t=t1

∣∣∣ = ∣∣∣∣
t2∫
0

(t2 − s)α−2

Γ(α− 1)
(Fx)(s)ds−

t1∫
0

(t1 − s)α−2

Γ(α− 1)
(Fx)(s)ds

∣∣∣∣
=

∣∣∣∣
t1∫
0

(t2 − s)α−2 − (t1 − s)α−2

Γ(α− 1)
(Fx)(s)ds+

t2∫
t1

(t2 − s)α−2

Γ(α− 1)
(Fx)(s)ds

∣∣∣∣
≤ M

( t1∫
0

(t1 − s)α−2 − (t2 − s)α−2

Γ(α− 1)
ds+

t2∫
t1

(t2 − s)α−2

Γ(α− 1)
ds

)

=
M

Γ(α)

(
tα−1
1 + 2(t2 − t1)

α−1 − tα−1
2

)
<

2M

Γ(α)
(t2 − t1)

α−1.

Since tα−1 is a continuous function on J , we see that the family {Iα−1(Fx) : x ∈ U} is equicontinuous
on J .

To summarize, H is continuous by Step 1 and it follows from Steps 2 and 3 and the Arzelà-Ascoli
theorem that H1 is relatively compact in C1(J). Besides, (3.8) implies that H2 is relatively compact
in R. Consequently, H is completely continuous.

The following two results give bounds for fixed points of H.

Lemma 3.5. Let (H1) and (H2) hold. Then there exists S > 0 such that the estimate

∥x∥1 < S, |c| < S, (3.9)

holds for fixed points (x, c) of the operator H( · , · , λ) with λ ∈ [0, 1].

Proof. Let H(x, c, λ) = (x, c) for some (x, c) ∈ C1(J)× R and λ ∈ [0, 1]. Then

x(t) = c+ λ
(
Iα(Fx)(t)− t

T
Iα(Fx)(t)

∣∣∣
t=T

)
, t ∈ J, (3.10)

ϕ(x) = 0. (3.11)

By (H2), ∣∣f(t, x(t), x′(t), 0, 0)
∣∣ ≤ A

(
1 + |x(t)|ρ + |x′(t)|µ

)
≤ A

(
1 + ∥x∥ρ1 + ∥x∥µ1

)
, t ∈ J,

and therefore (see (2.3)))

∥Fx∥ ≤ A(1 + ∥x∥ρ1 + ∥x∥µ1 )
1−∆

. (3.12)

Due to (3.11), we have x(ξ) = 0 for some ξ ∈ J [12]. Hence (3.10) gives

c = −λ

(
Iα(Fx)(t)

∣∣∣
t=ξ

− ξ

T
Iα(Fx)(t)

∣∣∣
t=T

)
,

and therefore

x(t) = λ

(
Iα(Fx)(t)− Iα(Fx)(t)

∣∣∣
t=ξ

− t− ξ

T
Iα(Fx)(t)

∣∣∣
t=T

)
, t ∈ J.

Then

|x(t)| ≤ ∥Fx∥
( t∫

0

(t− s)α−1

Γ(α)
ds+

ξ∫
0

(ξ − s)α−1

Γ(α)
ds+

T∫
0

(T − s)α−1

Γ(α)
ds

)
≤ 3Tα

Γ(α+ 1)
∥Fx∥,

|x′(t)| ≤ ∥Fx∥
( t∫

0

(t− s)α−2

Γ(α− 1)
ds+ 1

T

T∫
0

(T − s)α−1

Γ(α)
ds

)
≤ Tα−1

Γ(α)

(
1 +

1

α

)
∥Fx∥, t ∈ J.
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In particular,

∥x∥ ≤ 3Tα

Γ(α+ 1)
∥Fx∥, ∥x′∥ ≤ Tα−1

Γ(α)

(
1 +

1

α

)
∥Fx∥.

Hence
∥x∥1 ≤ Tα−1

Γ(α)

(
1 +

3T + 1

α

)
∥Fx∥ (3.13)

and (see (3.12)))
∥x∥1 ≤ K

(
1 + ∥x∥ρ1 + ∥x∥µ1

)
, (3.14)

where
K =

ATα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)
.

Since (note that ρ, µ ∈ (0, 1)) lim
v→∞

v
K(1+vρ+vµ) = ∞, there exists S > 0 such that

v > K(1 + vρ + vµ) for all v ≥ S.

The last inequality together with (3.14) gives ∥x∥1 < S. In view of c = x(0), we get |c| < S. Since S
is independent of x, c, λ, estimate (3.9) follows.

Lemma 3.6. Let (H1) and (H3) hold and let

W =
(B + C)Tα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)
< 1.

Then the estimate
∥x∥1 ≤ S1, |c| ≤ S1,

holds for fixed points (x, c) of the operator H( · , · , λ) with λ ∈ [0, 1], where

S1 =
ATα−1

(1−∆)(1−W )Γ(α)

(
1 +

3T + 1

α

)
.

Proof. Let H(x, c, λ) = (x, c) for some (x, c) ∈ C1(J) × R and λ ∈ [0, 1]. Analysis similar to that in
the proof of Lemma 3.5 shows that c = x(ξ) for some ξ ∈ J and estimate (3.13) is valid. From (H3)
and (2.3) we have

∥Fx∥ ≤ A+B∥x∥+ C∥x′∥
1−∆

≤ A+ (B + C)∥x∥1
1−∆

,

and therefore

∥x∥1 ≤ Tα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)(
A+ (B + C)∥x∥1

)
=

ATα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)
+W∥x∥1.

Hence
(1−W )∥x∥1 ≤ ATα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)
,

which implies ∥x∥1 ≤ S1 and |c| ≤ S1 because c = x(0).

4 The main results and examples
Theorem 4.1. Let (H1) and (H2) hold. Then problem (1.1), (1.2) has at least one solution.

Proof. Let S > 0 be from Lemma 3.5 and let

Ω =
{
(x, c) ∈ C1(J)× R : ∥x∥1 < S, |c| < S

}
.
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By Lemma 3.4, the restriction of H to Ω × [0, 1] is a compact operator and Lemma 3.5 shows that
H(x, c, λ) ̸= (x, c) for (x, c) ∈ ∂Ω and λ ∈ [0, 1]. Hence it follows from the homotopy property that

deg
(
I −H( · , · , 0),Ω, 0

)
= deg

(
I −H( · , · , 1),Ω, 0

)
.

In view of (3.6) and Lemma 3.3 (for M = S in Ω1), we have

deg
(
I −H( · , · , 0),Ω, 0

)
= deg

(
I − K( · , · , 1),Ω, 0

)
̸= 0,

deg
(
I −H( · , · , 1),Ω, 0

)
= deg

(
I − Q( · , · ),Ω, 0

)
,

and so
deg (I − Q

(
· , · ),Ω, 0

)
̸= 0. (4.1)

Consequently, there exists a fixed point (u, c) of Q and, by Lemmas 3.1 and 3.2, u is a solution of
problem (1.1), (1.2).

Theorem 4.2. Let (H1) and (H3) hold and let W < 1, where W is from Lemma 3.6. Then problem
(1.1), (1.2) has at least one solution.

Proof. Let S1 be from Lemma 3.6 and let

Ω =
{
(x, c) ∈ C1(J)× R : ∥x∥1 < S1 + 1, |c| < S1 + 1

}
.

By Lemma 3.6, H(x, c, λ) ̸= (x, c) for (x, c) ∈ ∂Ω and λ ∈ [0, 1]. Analysis similar to that in the proof
of Theorem 4.1 shows that relation (4.1) holds. Hence there exists a fixed point (u, c) of Q and u is a
solution of problem (1.1), (1.2).

Example 4.1. Let r ∈ C(J), ρ, µ ∈ (0, 1) and k >
√
2Tα−β/Γ(α− β + 1). Then the function

f(t, x, y, v, z) = r(t) + |x|ρ + |y|µ arctan y +
1

k + |v|
+

(x+ y) ln(1 + |z|)
2 + x2 + y2

satisfies condition (H1) for L1 = 1/k2, L2 = 1/2 and condition (H2) for A = max{∥r∥, π/2, 1/k}. By
Theorem 4.1 there exists at least one solution u of the equation

cDαu = r(t) + |u|ρ + |u′|µ arctanu′ +
1

k + cDβu
+

(u+ u′) ln(1 + |cDαu|)
2 + u2 + (u′)2

(4.2)

satisfying the boundary condition (1.2).
For instance, if ϕ(u) = min{u(t) : t ∈ J}, then there exists at least one solution u of (4.2) fulfilling

u(0) = u(T ), min{u(t) : t ∈ J} = 0.

Example 4.2. Let T = 1, α = 3/2, β ∈ (1, 3/2), |k| < Γ(5/2 − β)/4 and r, r1, r2 ∈ C[0, 1], ∥r1∥ +
∥r2∥ < 3

√
π/44. Then the function

f(t, x, y, v, z) = r(t) + r1(t)x+ r2(t)y + kv +
y ln(1 + |z|)
1 + 4y2

satisfies condition (H1) for L1 = |k|, L2 = 1/4 (note that ∆ < 1/2) and condition (H3) for A = ∥r∥,
B = ∥r1∥, C = ∥r2∥. Since

W =
(B + C)Tα−1

(1−∆)Γ(α)

(
1 +

3T + 1

α

)
=

22(∥r1∥+ ∥r2∥)
3(1−∆)

√
π

≤ 44(∥r1∥+ ∥r2∥)
3
√
π

< 1,

by Theorem 4.2 there exists at least one solution u of the equation

cD3/2u = r(t) + r1(t)u+ r2(t)u
′ + kcDβu+

u′ ln(1 + |cD3/2u|)
1 + 4(u′)2

satisfying the boundary condition (1.2).
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VISUALIZATION AND ANALYSIS OF STABILITY
REGIONS OF CERTAIN DISCRETIZATION OF
DIFFERENTIAL EQUATION WITH CONSTANT DELAY



Abstract. The paper discusses the asymptotic stability regions of multistep discretization of linear
delay differential equation with a constant delay. Different location of delay dependent parts of
stability regions with respect to parity of number of steps clarifies unexpected changes in numerical
solution’s behaviour under various settings of the equation’s parameters and stepsize.∗
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ÒÄÆÉÖÌÄ. ÍÀÛÒÏÌÛÉ ÂÀÍáÉËÖËÉÀ ÌÒÀÅÀËÓÀ×ÄáÖÒÉÀÍÉ ÃÉÓÊÒÄÔÉÆÀÝÉÉÓ ÀÓÉÌÐÔÏÔÖÒÀÃ ÌÃÂÒÀ-
ÃÉ ÀÒÄÄÁÉ ßÒ×ÉÅÉ ÃÀÂÅÉÀÍÄÁÖË-ÀÒÂÖÌÄÍÔÉÀÍÉ ÃÉ×ÄÒÄÍÝÉÀËÖÒÉ ÂÀÍÔÏËÄÁÉÓÈÅÉÓ ÌÖÃÌÉÅÉ
ÃÀÂÅÉÀÍÄÁÉÈ. ÌÃÂÒÀÃÏÁÉÓ ÀÒÄÄÁÉÓ ÃÀÂÅÉÀÍÄÁÀÆÄ ÃÀÌÏÊÉÃÄÁÖËÉ ÍÀßÉËÄÁÉÓ ÂÀÍÓáÅÀÅÄÁÖËÉ
ÀÃÂÉËÌÃÄÁÀÒÄÏÁÀ ÁÉãÈÀ ÒÀÏÃÄÍÏÁÉÓ ËÖß-ÊÄÍÔÏÁÀÓÈÀÍ ÌÉÌÀÒÈÄÁÀÛÉ áÓÍÉÓ ÒÉÝáÅÉÈÉ ÀÌÏ-
ÍÀáÓÍÄÁÉÓ ØÝÄÅÉÓ ÌÏÖËÏÃÍÄË ÝÅËÉËÄÁÄÁÓ ÂÀÍÔÏËÄÁÉÓ ÓáÅÀÃÀÓáÅÀ ÐÀÒÀÌÄÔÒÄÁÉÓ ÃÀ
ÓáÅÀÃÀÓáÅÀ ÁÉãÉÓ ÛÄÌÈáÅÄÅÀÛÉ.

∗Reported on Conference “Differential Equation and Applications”, September 4-7, 2017, Brno
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1 Introduction
For the recent decades the delay differential equations theory has made great achievements. Con-
sequently, appropriate numerical methods and corresponding theoretical background are being de-
veloped since 1970’s. A valuable monograph, which summarize numerical methods for various delay
differential equations and introduce comparison with the methods known for ordinary differential
equations, is due to Bellen and Zennaro [2]. A various phenomena were observed as differences be-
tween the both mentioned classes of differential equations and their numerical discrete counterparts.

The concepts of asymptotic stability in numerical analysis are usually related to the numerical
solution behaviour of the studied method applied to a certain test equation. Such equations in the
delay differential case are, e.g.,

y′(t) = by(t− τ), t > 0,

y′(t) = ay(t) + by(t− τ), t > 0, (1.1)

where a, b, τ ∈ R, τ > 0. In general, the coefficients a, b are considered as complex ones in various
types of stability manner. In this paper, we constrain our considerations to the case of equation
(1.1) with real coefficients a, b. This restriction arises from the studied numerical discretization and
visualization purposes.

The numerical scheme, that we are going to analyse, can be captured by the linear difference
equation

yn+2 + αyn + γyn−ℓ = 0, n = 0, 1, 2, . . . , (1.2)
where α, γ ∈ R and ℓ ∈ N. We recall that equations (1.1) and (1.2) are said to be asymptotically stable
if for any of their solutions y(t) → 0 as t → ∞ and yn → 0 as n → ∞, respectively. This terminology
is usual in the theory of homogeneous linear differential (difference) equations with a constant delay.

In the case of linear difference equations with constant coefficients the asymptotic stability coin-
cides with affiliation of all roots of a characteristic polynomial to the open unit disk in the complex
plane. There exist several valuable criteria for checking this property, but these are suitable just for
a computational verification for concrete given values of equation’s (polynomial’s) parameters. These
criteria are mostly based on the analysis of signs of certain determinant sequences (see [9] or [12]). In
several particular cases the necessary and sufficient conditions for asymptotic stability were derived in
a closed effective form, i.e., a few conditions should be verified instead of a huge number of computa-
tions depending on the order of difference equation in the case of algebraic criterion. The asymptotic
stability conditions for (1.2) in necessary and sufficient manner are introduced in [6]. We recall them
in Section 2 for our consideration purposes. In addition to the previous, we remark that there are
several results introducing closed form of necessary and sufficient conditions for asymptotic stability
of certain difference equations, which cover many numerical schemes intended for delay differential
equations, e.g.,

yn+1 + αyn + γyn−ℓ = 0, n = 0, 1, 2, . . . ,

yn+1 + αyn−m + γyn−ℓ = 0, n = 0, 1, 2, . . . ,

yn+1 + αyn + βyn−ℓ+1 + γyn−ℓ = 0, n = 0, 1, 2, . . . ,

yn+2 + αyn + βyn−ℓ+2 + γyn−ℓ = 0, n = 0, 1, 2, . . . ,

where α, β, γ ∈ R and m, ℓ ∈ N, m < ℓ. The results can be found in [3, 4, 11] and [5], respectively.
The structure of the paper is as follows. In Section 2, we recall the necessary and sufficient

asymptotic stability conditions for equations (1.1) and (1.2). In Section 3, we introduce the anal-
ysed numerical scheme, description and visualization of its stability regions and discussion of some
unexpected situations arising at numerical computations. We conclude the paper by final remarks in
Section 4.

2 Preliminaries
Any asymptotic stability property of a numerical scheme is usually connected with asymptotic stabili-
ty properties of a certain test differential equation. In this paper, we are going to analyse asymptotic
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stability regions (i.e., the sets of pairs (a, b) ∈ R2 such that the studied discretization is asymptotically
stable considering fixed stepsize) of numerical scheme applied to delay differential equation (1.1).
Therefore we recall the necessary and sufficient conditions for asymptotic stability of (1.1) itself
introduced in [1] and [7].

Theorem 1. Any solution of equation (1.1) is asymptotically stable if and only if one of the following
two conditions holds:

a ≤ b < −a for any τ > 0; (2.1)

|a|+ b < 0 for τ <
arccos(−a/b)

(b2 − a2)1/2
. (2.2)

As we can see, the first condition is valid for any positive delay τ . We call such case as delay
independent asymptotic stability region, which is depicted in Figure 1 as SDI . Condition (2.2) contains
a restriction on delay τ . This condition forms a dependent stability region SDD (see Figure 1). The
greater value of τ , the closer the most right point of SDD to the origin of the plane (a, b) is.

a

b

1/τ

SDI

SDD

Figure 1. Asymptotic stability region of (1.1): delay independent (SDI) and delay dependent (SDD)
case.

Next, we recall the necessary and sufficient conditions for asymptotic stability of difference equation
(1.2) introduced in [6]:

Theorem 2. Let α, γ be arbitrary reals such that αγ ̸= 0.

(i) Let ℓ be even and γ(−α)ℓ/2+1 < 0. Then (1.2) is asymptotically stable if and only if

|α|+ |γ| < 1. (2.3)

(ii) Let ℓ be even and γ(−α)ℓ/2+1 > 0. Then (1.2) is asymptotically stable if and only if either

|α|+ |γ| ≤ 1, (2.4)

or ∣∣|α| − |γ|
∣∣ < 1 < |α|+ |γ|, ℓ < 2 arccos α

2 + γ2 − 1

2|αγ|

/
arccos α

2 − γ2 + 1

2|α|
holds.

(iii) Let ℓ be odd and α < 0. Then (1.2) is asymptotically stable if and only if (2.3) holds.

(iv) Let ℓ be odd and α > 0. Then (1.2) is asymptotically stable if and only if either (2.4), or

γ2 < 1− α < |γ|, ℓ < 2 arcsin 1− α2 − γ2

2|αγ|

/
arccos α

2 − γ2 + 1

2|α|

holds.
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Actually, equivalent description of asymptotic stability regions can be found, e.g., in [10] and [13],
where another proving procedures naturally lead to another form of the conditions. In the first
mentioned paper, the boundary of stability region was described by straight lines and parametric
curves, while in the second one the conditions contained an auxiliary nonlinear equation, which should
be solved for certain choice of differential equation parameters α, γ, ℓ.

A comparison of conditions for asymptotic stability for (1.1) (see Theorem 1) and conditions for
its discrete counterpart (1.2) in Theorem 2 leads us to a conclusion that such asymptotic stability
analysis is much more complicated in the case of difference equation.

3 Numerical discretization and its properties
We consider an equidistant mesh with stepsize h satisfying the property τ = kh with k ∈ N, k > 2.
We denote the nodal points of the mesh as tn = nh, n = 0, 1, 2, . . . .

By integration of both sides of (1.1) from tn to tn+2 we obtain

y(tn+2) = y(tn) +

tn+2∫
tn

ay(s)ds+
tn+2∫
tn

by(s− τ)ds. (3.1)

Numerical scheme we obtain by applying trapezoidal rule and midpoint rule to the integrals in (3.1),
respectively. Denoting by yn the approximation of value y(tn), we have

yn+2 = yn + ah(yn + yn+2) + 2bhyn−k+1. (3.2)

The obtained formula is a (k + 1)-step numerical method. We emphasize that there is no need of
interpolation dealing with delayed term due to the appropriate stepsize h = τ/k and integration of
(1.1) over two steps. Since we are going to utilize Theorem 2, we rewrite (3.2) in the form of linear
difference equation

yn+2 −
1 + ah

1− ah
yn − 2bh

1− ah
yn−k+1 = 0, n = 0, 1, . . . , (3.3)

where the stepsize h satisfies ah ̸= 1.

3.1 Asymptotic stability conditions
Now we state the necessary and sufficient conditions for asymptotic stability of (3.3). The analysis of
(3.3) falls naturally into two parts according to the parity of k. For an effective and clear formulation
of the main result we introduce the symbols

τ∗1 (h) = h+ 2h arcsin a+ b2h

(1 + ah)|b|

/
arccos 1 + a2h2 − 2b2h2

a2h2 − 1
,

τ∗2 (h) = h+ 2h arccos a+ b2h

|(1 + ah)b|

/
arccos 1 + a2h2 − 2b2h2

|a2h2 − 1|
,

which are utilized in these two parts, respectively.

Theorem 3. The asymptotic stability conditions for (3.3) are formulated below in two cases, consid-
ering k even and k odd, respectively.

1. Let k ≥ 2 be even. Then (3.3) is asymptotically stable if and only if one of the following
conditions holds:

|bh| ≤ 1, |b|+ a < 0, (3.4)
2 < 2b2h2 < 1− ah, τ < τ∗1 (h). (3.5)
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2. Let k ≥ 3 be odd and m = (k − 1)/2. Then (3.3) is asymptotically stable if and only if one of
the following conditions holds:

a ≤ b < −a, |bh| < 1, (3.6)
|b|+ a < 0, (−1)mbh = 1, (3.7)

b+ |a| < 0, bh > −1, τ < τ∗2 (h), (3.8)
(−1)mb+ a < 0, (−1)mbh > 1, τ < τ∗2 (h), (3.9)

(−1)mb+ a > 0, (−1)m+1bh > 1, τ < τ∗2 (h). (3.10)

Proof. The necessary and sufficient conditions stated above follow from the application of Theorem 2
to (3.3). Considering

α = −1 + ah

1− ah
, γ = − 2bh

1− ah
, ℓ = k − 1,

the difference equation (3.3) turns into (1.2). The complete proof (with detailed analysis) can be
found in [8].

The above asymptotic stability conditions define in the plane (a, b) the asymptotic stability regions.
Analogously to the continuous counterpart, the delay independent ((3.4), (3.6), (3.7)) and delay
dependent ((3.5), (3.8)–(3.10)) stability regions can be distinguished. Figures 2 and 3 illustrate these
stability region in the case of k even and odd, respectively. Moreover, in the case of k odd a position of
delay dependent stability regions (in figures hatched ones) depends also on a parity of m = (k− 1)/2.
We emphasize that in the case k even the delay dependent part for b < 0, b < a is missing.

The next part illustrates by numerical examples consequences of stability regions location diversity
with respect to the change of k.

a

b

−1/h

Figure 2. Asymptotic stability region for k even

3.2 Asymptotic stability discussion
Numerical solutions of delay differential equations can have some unexpected properties with respect
to one’s experience with numerical solving of ordinary differential equations. Several numerical phe-
nomena are introduced in [2]. One of them is related to the following discussion:

We consider the initial value problem for (1.1) with τ = 1

y′(t) = ay(t) + by(t− 1), t > 0, (3.11)
y(t) = 1 for t ∈ [−1, 0] (3.12)

and we decide to use formula (3.3) to obtain numerical solution.
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a

b

−1/h a

b

−1/h

Figure 3. Asymptotic stability region for k odd and m even; k odd and m odd

Example 4. First we point the attention to the situation arising by the choice of a = 30, b = −51/10.
As we can see from Theorem 1 (and as well as from Figure 1), the solution cannot be asymptotically
stable. On the contrary, numerical solution with k = 5, i.e., h = 0.2, evinces asymptotically sta-
ble behaviour (see Figure 4) and the numerical formula really is asymptotically stable according to
Theorem 3. Moreover, numerical solutions for any integer k ≥ 2, k ̸= 5, do not have this property.
This extraordinary case k = 5 of asymptotic stable solution for given (a, b) = (30,−51/10) is the only
occurrence of (a, b) in delay dependent stability region within the fourth quadrant (see Figure 3(1)).

0 5 10 15 20 25 30 35 40 45 50
−4

−3

−2

−1

0

1

2

3

4

Figure 4. a = 30, b = −51/10, k = 5

Example 5. We consider a = −1, b = −3/2. The solution of (3.11), (3.12) is asymptotically stable
in accordance with Theorem 1 (see Figure 1). The numerical solution for k = 50, k = 51 and k = 52,
k = 53 is depicted on Figures 5 and 6, respectively.

As we can see, for this fixed pair of (a, b) there occurs switching of asymptotically stable (k
even) and unstable (k odd) solutions for several values of k in sequence. This can be explained by
Figures 3(1) and 3(2): (a, b) is included in a delay dependent stability region and (a, b) is not included
in a delay dependent stability region, by rotation.

Finally, we discuss a limit form of Theorem 3 considering h → 0. In the case of even k, the
asymptotic stability region of (3.3) becomes |b|+ a < 0. It corresponds to (2.1) with the exception of
the boundary. In the case of odd k, the asymptotic stability conditions turn into (2.1), (2.2) letting
h → 0. These conditions are equivalent to the ones defining the asymptotic stability region of (1.1).
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Figure 5. a = −1, b = −3/2, k = 50; a = −1, b = −3/2, k = 51
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Figure 6. a = −1, b = −3/2, k = 52; a = −1, b = −3/2, k = 53

4 Conclusions and remarks
To summarize the previous, Theorem 3 describes the asymptotic stability regions of difference equa-
tion (3.3). This equation actually represents a discretization of delay differential equation (1.1) by
modified midpoint rule. It was shown that the asymptotic stability regions depend not only on the
value of stepsize h, but also on parity of k. We had provided the discussion with two examples, where
specific situations occurred with respect to the position of delay dependent asymptotic stability re-
gions. Deeper analysis for more complicated numerical methods is a great call because of the absence
of effective form of the appropriate necessary and sufficient conditions for asymptotic stability.
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1 Introduction
There are many papers devoted to the control problems for distributed systems, not to mention the
works of V. A. Il’in, E. I. Moiseev, L. N. Znamenskaya, A. I. Egorov, A. V. Borovskikh (see [1–4]).
In these works, a control, allowing to govern by the oscillation process was obtained. The d’Alembert
formula is very important for the search of the control. In the present paper, we investigate the initial-
boundary value problems describing oscillation processes with conditions of hysteresis type. This kind
of problems arise in a simulation of string oscillations, where the movement is restricted by a sleeve
concentrated at one point. We consider the cases when the sleeve is located at the end of a segment
and at the node of a graph-star. Analogues of the d’Alembert formula are obtained.

2 Preliminaries
In this section, we recall some notions and definitions which we will need in the sequel (details can be
found in [5]).

Let H be a Hilbert space. The inner product in H is denoted by ⟨ · , · ⟩.
For a closed convex C ⊂ H and x ∈ C, the set

NC(x) =
{
ξ ∈ H : ⟨ξ, c− x⟩ ≤ 0 ∀ c ∈ C

}
denotes the outward normal cone to C at x.

Note that we always have 0 ∈ NC(x), N{x}(x) = H, and NC(x) = {0} for x ∈ intC, the interior
of C, if provided intC ̸= ∅. The last relation shows that the outward normal cone is non-trivial only
for x ∈ ∂C, the boundary of C.

Recall that the Hausdorff distance dH(C1, C2) between closed sets C1 and C2 is given by the formula

dH(C1, C2) = max
{

sup
x∈C2

dist(x,C1), sup
x∈C1

dist(x,C2)
}
.

Consider the so-called “sweeping process”

−u′(t) ∈ NC(t)(u(t)) for a.e. t ∈ [0, T ], (2.1)
u(0) = u0 ∈ C(0). (2.2)

A function u : [0, T ] → H is called a solution of the initial problem (2.1), (2.2) if

(a) u(0) = u0;

(b) u(t) ∈ C(t) for all t ∈ [0, T ];

(c) u is differentiable for almost every point t ∈ [0, T ];

(d) −u′(t) ∈ NC(t)(u(t)) for almost every t ∈ [0, T ].

There are many papers devoted to sweeping processes (see, e.g., [5–13]).
Later we will use the next theorems.

Theorem 2.1 (Existence [5, Theorem 2]). Assume that the map t → C(t) satisfies

dH(C(t), C(s)) ≤ L|t− s|

and C(t) ⊂ H is nonempty, closed and convex for every t ∈ [0, T ]. Let u0 ∈ C(0). Then there exists a
solution u : [0, T ] → H of (2.1), (2.2) which is Lipschitz continuous with the constant L. In particular,
|u′(t)| ≤ L for almost every t ∈ [0, T ].

Theorem 2.2 (Uniqueness [5, Theorem 3]). The solution of (2.1), (2.2) is unique in the class of
absolutely continuous functions.
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3 A string with a hysteresis type boundary value condition
Suppose a string is located along the segment [0, l]. Let u(x, t) be a deviation from the equilibrium
position at the time t. Assume that the left end of the string has the elastic support (a spring),
so we have u′

x(0, t) = γu(0, t). The right end of the string moves along a vertical needle (without
friction) inside a sleeve, represented by [−h, h], where h > 0. While |u(l, t)| < h, the right end of the
string inside of the sleeve remains free, i.e., u′

x(l, t) = 0. If the string reaches the boundary points
of the sleeve, then the conditions u(l, t) = h or u(l, t) = −h, respectively, are satisfied at a certain
moment. Notice that we consider the case where the sleeve move in perpendicular to the axis Ox and
its movement is given by

C(t) = [−h, h] + ξ(t). (3.1)

Suppose that the string velocity is zero at the initial time t = 0 and the string form is determined by
a function φ(x) ∈ W 1

2 [0, l], where φ′
x(0) = γφ(0), φ(l) ∈ C(0).

The mathematical model of such problem can be described as

∂2u

∂x2
=

∂2u

∂t2
, 0 < x < l, 0 < t < T,

u(x, 0) = φ(x),

∂u

∂t
(x, 0) = 0,

u′
x(0, t) = γu(0, t),

u(l, t) ∈ C(t)

− u′
x(l, t) ∈ NC(t)(u(l, t)),

(3.2)

where the set NC(a) is an outward normal cone to C at a defined by

NC(a) =
{
ξ ∈ R1 : ξ · (c− a) ≤ 0 ∀ c ∈ C

}
.

Notice that if a is an interior point of C, then NC(a) = {0}; if a = −h+ ξ(t), then NC(a) = (−∞, 0];
if a = h+ ξ(t), then NC(a) = [0,+∞).

The condition −u′
x(l, t) ∈ NC(t)(u(l, t)) means that if u(l, t) is an interior point of C(t), then

u′
x(l, t) = 0, i.e., the oscillation process is the same as for a string with a free right end (see [14]);

when the right end of the string is tangent to the boundary sleeve point, the right end of the string
is not free anymore: there is a force f(t), which blocks this end, so −u′

x(l, t) = −f(t) ∈ NC(t)(u(l, t)).
We consider a solution of (3.2) belonging to a special class of functions introduced for the first

time by V. A. Il’in in [15,16]. Let QT be the rectangle QT = [0 ≤ x ≤ l]× [0 ≤ t ≤ T ]. As in [15,16],
we suppose that u belongs to the class Ŵ 1

2 (QT ) if the function u(x, t) is continuous in the closed
rectangle QT and in this rectangle has both generalized partial derivatives u′

x(x, t) and u′
t(x, t), which

belong to the class L2(QT ) and, moreover, u′
x( · , t) belongs to the class L2[0 ≤ x ≤ l] for every fixed

t of the segment [0, T ], and u′
t(x, · ) belongs to the class L2[0 ≤ t ≤ T ], for any fixed x of the segment

[0, l]. By a solution of (3.2) we call a function u(x, t) ∈ Ŵ 1
2 (QT ) such that u(l, t) ∈ C(t) for all t, the

condition −u′
x(l, t) ∈ NC(t)(u(l, t)) holds for almost every t, and the integral identity

l∫
0

T∫
0

u(x, t)
[
Ψtt(x, t)−Ψxx(x, t)

]
dx dt+

l∫
0

Ψ′
t(x, 0)φ(x) dx

−
T∫

0

Ψ(l, t)u′
x(l, t) dt+

T∫
0

Ψ′
x(l, t)u(l, t) dt = 0 (3.3)

holds for any function Ψ(x, t) ∈ C2(QT ), which satisfies the conditions Ψ′
x(0, t) = γΨ(0, t), Ψ(x, T ) =

0, Ψ′
t(x, T ) = 0.
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Theorem 3.1. Assume that the function ξ(t) satisfies the Lipschitz condition and the function φ ∈
W 1

2 [0, l]. If 0 ≤ t ≤ l, then the solution of problem (3.2) can be represented as

u(x, t) =
Φ(x− t) + Φ(x+ t)

2
, (3.4)

where

Φ(x) =



φ(x), x ∈ [0, l],

2g(x− l) + φ(2l − x)− 2φ(l), x ∈ [l, 2l],

φ(−x)− 2γeγx
−x∫
0

φ(s)eγs ds, x ∈ [−l, 0],

and g is a solution of the problem

−v′1(t) ∈ ND(t)(v1(t)), v1(0) = φ(l) ∈ D(0), (3.5)

D(t) = C(t) +

t∫
0

φ′(l − s) ds.

Proof. Consider the problem

−v′1(t) ∈ ND(t)(v1(t)), v1(0) = φ(l) ∈ D(0).

We will use Theorems 2.1 and 2.2. Since D(t) is a nonempty, closed, convex set, and the mapping
t 7→ D(t) satisfies the Lipschitz condition with a constant L∗, i.e.,

dH(D(t), D(s)) ≤ L∗|t− s|, t, s ∈ [0, T ],

there is a unique absolutely continuous function g(t) defined on all [0, l], which is the solution of
problem (3.5), and |g′(t)| ≤ L∗ for almost all t ∈ [0, l]. Since g(t) ∈ D(t), where D(t) = C(t) + φ(l)−
φ(l − t) and u(l, t) = g(t) + φ(l − t)− φ(l), we have u(l, t) ∈ C(t).

Let us show that −u′
x(l, t) ∈ NC(t)(u(l, t)). Notice that u′

x(l, t) = g′(t). Let us show that −g′(t) ∈
NC(t)(g(t)+φ(l− t)−φ(l)). Since −g′(t) ∈ ND(t)(g(t)), we get −g′(t)(c(t)−φ(l− t)+φ(l)−g(t)) ≤ 0
for all c(t) ∈ C(t). So, −g′(t) ∈ NC(t)(g(t) + φ(l − t)− φ(l)).

Our aim now is to prove equality (3.3). We have

l∫
0

( T∫
0

u(x, t)Ψtt(x, t) dt

)
dx−

T∫
0

( l∫
0

u(x, t)Ψxx(x, t) dx

)
dt

+

l∫
0

Ψ′
t(x, 0)φ(x) dx−

T∫
0

Ψ(l, t)u′
x(l, t) dt+

T∫
0

Ψ′
x(l, t)u(l, t) dt

=

l∫
0

(
u(x, T )Ψ′

t(x, T )−u(x, 0)Ψ′
t(x, 0)

)
dx−

l∫
0

T∫
0

u′
tΨ

′
t dt dx−

T∫
0

(
Ψ′

x(l, t)u(l, t)−Ψ′
x(0, t)u(0, t)

)
dt

+

T∫
0

l∫
0

u′
xΨ

′
x dx dt+

l∫
0

Ψ′
t(x, 0)φ(x) dx−

T∫
0

Ψ(l, t)u′
x(l, t) dt+

T∫
0

Ψ′
x(l, t)u(l, t) dt.

We have to prove that

T∫
0

l∫
0

u′
xΨ

′
x dx dt−

T∫
0

l∫
0

u′
tΨ

′
t dx dt =

T∫
0

Ψ(l, t)u′
x(l, t) dt− γ

T∫
0

Ψ(0, t)u(0, t) dt.
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According to (3.4), we obtain

1

2

T∫
0

l∫
0

(Φ′(x− t) + Φ′(x+ t))Ψ′
x dx dt− 1

2

l∫
0

T∫
0

(Φ′(x+ t)− Φ′(x− t))Ψ′
t dt dx

=
1

2

l∫
0

(
Ψ′

x(x, T )(Φ(x+T )−Φ(x−T ))−Ψ′
x(x, 0)(Φ(x)−Φ(x))

)
dx− 1

2

l∫
0

T∫
0

(Φ(x+t)−Φ(x−t))Ψxt dt dx

− 1

2

T∫
0

(
Ψ′

t(l, t)(Φ(l+t)−Φ(l−t))−Ψ′
t(0, t)(Φ(t)−Φ(−t))

)
dt+

1

2

l∫
0

T∫
0

(Φ(x+t)−Φ(x−t))Ψxt dt dx

= −1

2

T∫
0

Ψ′
t(l, t)(Φ(l + t)− Φ(l − t)) dt+

1

2

T∫
0

Ψ′
t(0, t)(Φ(t)− Φ(−t)) dt

=

T∫
0

Ψ′
t(l, t)(φ(l)− g(t))) dt+ γ

T∫
0

Ψ′
t(0, t)e

−γt

t∫
0

φ(s)eγs ds dt

=

T∫
0

Ψ′
t(l, t)(φ(l)− g(t))) dt− γ

T∫
0

Ψ(0, t)

(
φ(t)− γe−γt

t∫
0

φ(s)eγs ds

)
dt.

On the other hand,

T∫
0

Ψ(l, t)u′
x(l, t) dt− γ

T∫
0

Ψ(0, t)u(0, t) dt

=

T∫
0

Ψ′
t(l, t)(φ(l)− g(t)) dt− γ

T∫
0

Ψ(0, t)

(
φ(t)− γe−γt

t∫
0

φ(s)eγs ds

)
dt.

This completes the proof of the theorem.

Remark 3.1. The presentation of the solution in the form of (3.4) is true for all T . The initial
condition u(x, 0) = Φ(x) = φ(x) determines the value of Φ on the interval [0, l]. According to the
boundary condition at the point l, we can represent the derivative u′

t(l, t) through u′
x(l, t). We obtain

−u′
t(l, t) ∈ NC(t)(u(l, t)) + Φ′(l − t),

where the function Φ′(l − t) for all 0 ≤ t ≤ l is known, namely, Φ′(l − t) = φ′(l − t). Denote
w(t) = u(l, t), Φ′(l − t) = η(t). So we get the problem

−w′(t) ∈ NC(t)(w(t)) + η(t), w(0) = φ(l) ∈ C(0).

Put the function v1(t) = w(t)+
t∫
0

η(s) ds, and the set D(t) = C(t)+
t∫
0

η(s) ds. Notice that NC(t)(w(t))=

ND(t)(v1(t)). We get the problem

−v′1(t) ∈ ND(t)(v1(t)), v1(0) = φ(l) ∈ D(0).

According to Theorems 2.1 and 2.2, this problem has a unique solution v1(t), which is defined on the
whole interval [0, l]. This function v1(t) is absolutely continuous, and its derivative is bounded almost
everywhere. Hence we have that the function Φ(x) on the interval [l, 2l] should be defined as

Φ(x) = 2v1(x− l) + φ(2l − x)− 2φ(l).
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Using the condition u′
x(0, t) = 0, we can extend Φ(x) on the interval [−l, 0]. So, if T ≤ l, then the

problem is solved. Otherwise, the function Φ(x) is known for all x ∈ [−l, 2l]. Repeating the above
scheme several times, we obtain the required representation.

Remark 3.2. Notice that problem (3.2) has a unique solution. Assume that φ(l) ∈ (−h+ ξ(0), h+
ξ(0)). Then the oscillation process occurs likewise for the string with a free end for all t ∈ [0, t1], and
the string form is the solution of the problem

∂2u

∂x2
=

∂2u

∂t2
, 0 < x < l, 0 < t < t1,

u(x, 0) = φ(x),

∂u

∂t
(x, 0) = 0,

u′
x(0, t) = γu(0, t),

u′
x(l, t) = 0.

Notice that the last problem has a unique solution u(x, t). If t1 < T , then the relation u(l, t1) =
±h+ ξ(t) holds at the moment t1, and for all t ∈ [t1, t2] a string form is a solution of the problem

∂2v

∂x2
=

∂2v

∂t2
, 0 < x < l, t1 < t < t2,

v(x, t1) = u(x, t1),

∂v

∂t
(x, t1) = u′

t(x, t1),

v′x(0, t) = γv(0, t),

v(l, t) = −h+ ξ(t)

or 

∂2v

∂x2
=

∂2v

∂t2
, 0 < x < l, t1 < t < t2,

v(x, t1) = u(x, t1),

∂v

∂t
(x, t1) = u′

t(x, t1),

v′x(0, t) = γv(0, t),

v(l, t) = h+ ξ(t).

Each of the above problems have a unique solution for every t ∈ [t1, t2]. By a similar reasoning, we
find that the original problem has a unique solution.

4 A problem on a geometric graph
Let the points O, A1, A2, . . . , An belong to the horizontal plane π. Consider a mechanical system
consisting of n strings, which in equilibrium are the segments OA1, OA2, . . . , OAn. The ends of the
strings have elastic supports (springs) at the points A1, A2, . . . , An and interconnected at the point
O. There is a perpendicular needle inside a sleeve passing through the point O. The graph Γ consists
of edges (intervals) OA1, OA2, . . . , OAn and vertices O,A1, A2, . . . , An. We will use the notions and
the terminology from [17]. Under the influence of a distributed force perpendicular to the plane π,
the strings deviate from the equilibrium position. We assume that a deviation of all points is parallel
to the same straight line, which is perpendicular to the plane, and consider small deviations from the
equilibrium position. Take the system of coordinates to describe string deformations. The X-axis Oxi
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for the i-th string (i = 1, 2, . . . , n) contains the segment OAi and is directed from Ai to O. Thus the
graph is directed to the node. The Y -axis OY passes perpendicularly to the plane π. Consider the
oscillation process. Let ui(x, t) be the deviation of i-th string from the equilibrium position at time t.
We assume that the length of all strings equals l, i.e. 0 ≤ x ≤ l.

Thus, the oscillations of each string of the system can be described by the wave equation

∂2ui

∂x2
=

∂2ui

∂t2
.

The connection between the strings at the node means that u1(l, t) = ui(l, t) (i = 1, 2, . . . , n). The
conditions of the elastic fixing mean that ∂ui

∂x (0, t) = γui(0, t) (i = 1, 2, . . . , n). At the point x = l
there is the sleeve, whose movement in the perpendicular direction to the plane π is given by (3.1),
where the function ξ(t) satisfies the Lipschitz condition.

Assume that at the initial moment the initial form and the initial velocity of strings are ui(x, 0) =
φi(x), ∂ui

∂t (x, 0) = 0, where φi ∈ W 1
2 [0, l], φ1(l) = φ2(l) = · · · = φn(l) = φ(l), ∂φi

∂x (0) = γφi(0),
φ(l) ∈ C(0).

Then a mathematical model of such a problem can be described as

∂2ui

∂x2
=

∂2ui

∂t2
, 0 < x < l, 0 < t < T (i = 1, 2, . . . , n),

ui(x, 0) = φi(x),

∂ui

∂t
(x, 0) = 0,

−
n∑

i=1

∂ui

∂x
(l − 0, t) ∈ NC(t)(u(l, t)),

u(l, t) = u1(l, t) = u2(l, t) = · · · = un(l, t),

u(l, t) ∈ C(t),

∂ui

∂x
(0, t) = γui(0, t).

By a solution of this problem we mean the function u(x, t), whose restrictions to the edges coincide
with ui(x, t) (i = 1, 2, . . . , n). The functions ui(x, t) ∈ Ŵ 1

2 (QT ) satisfy the conditions u1(l, t) =
u2(l, t) = · · · = un(l, t) = u(l, t), u(l, t) ∈ C(t) for all t. The condition

−
n∑

i=1

∂ui

∂x
(l − 0, t) ∈ NC(t)(u(l, t))

holds for almost all t ∈ [0, T ]. The integral equalities

n∑
i=1

l∫
0

T∫
0

ui(x, t)
[∂2Ψi

∂t2
(x, t)− ∂2Ψi

∂x2
(x, t)

]
dx dt+

n∑
i=1

l∫
0

∂Ψi

∂t
(x, 0)φi(x) dx

+

n∑
i=1

T∫
0

(
u(l, t)

∂Ψi

∂x
(l − 0, t)−Ψ(l, t)

∂ui

∂x
(l − 0, t)

)
dt = 0, i = 1, . . . , n,

hold for all Ψi(x, t) ∈ C2(QT ), such as

∂Ψi

∂x
(0, t) = γΨi(0, t), Ψi(x, T ) = 0,

∂Ψi

∂t
(x, T ) = 0, Ψ1(l, t) = · · · = Ψn(l, t) = Ψ(l, t).

An analogue of the d’Alembert formula for the representation of the solution of this problem can
be obtained by bringing the problem on the segment. Suppose that the solution of the last problem
exists. Denote it by v(x, t), where on each edge of the graph Γ the function v(x, t) is defined as vi(x, t).
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Let ũ(x, t) = 1
n

n∑
i=1

vi(x, t). Then ũ(x, t) is the solution of the problem which has been studied

above 

∂2ũ

∂x2
=

∂2ũ

∂t2
, 0 < x < l, 0 < t < T,

ũ(x, 0) = 1
n

n∑
i=1

φi(x),

∂ũ

∂t
(x, 0) = 0,

−∂ũ

∂x
(l, t) ∈ NC(t)(ũ(l, t)),

ũ(l, t) ∈ C(t),

ũ′
x(0, t) = γũ(0, t).

So,

ũ(x, t) =
Φ(x− t) + Φ(x+ t)

2
.

Suppose ωi(x, t) = vi(x, t)− ũ(x, t) (i = 1, 2, . . . , n). Notice that ωi(x, t) (i = 1, 2, . . . , n) are solutions
of the problem 

∂2ωi

∂x2
=

∂2ωi

∂t2
, 0 < x < l, 0 < t < T (i = 1, 2, . . . , n),

ωi(x, 0) = φi(x)−
1

n

n∑
j=1

φj(x),

∂ωi

∂t
(x, 0) = 0,

∂ωi

∂x
(0, t) = γωi(0, t),

ωi(l, t) = 0.

For ωi, we have

ωi(x, t) =
Φi(x− t) + Φi(x+ t)

2
,

where

Φi(x) =



φi(x)−
1

n

n∑
j=1

φj(x), x ∈ [0, l]

φi(−x)− 1

n

n∑
j=1

φj(−x)− 2γeγx
−x∫
0

(φi(s)−
1

n

n∑
j=1

φj(s))e
γs ds, x ∈ [−l, 0],

1

n

n∑
j=1

φj(2l − x)− φi(2l − x), x ∈ [l, 2l].

Notice that vi(x, t) = ωi(x, t) + ũ(x, t). So,

vi(x, t) =
Φ(x− t) + Φ(x+ t)

2
+

Φi(x− t) + Φi(x+ t)

2
.
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