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#### Abstract

The sufficient conditions are given ensuring the existence and the controllability of mild solutions for a semi-linear fractional differential equation with state-dependent delay in Fréchet space. We use in the study a generalization of Darboux's fixed point theorem combined with measures of non-compactness.


2010 Mathematics Subject Classification. 34A08, 34G20, 93B05.
Key words and phrases. Semiliner differential equation, controllability, state-dependent delay, fractional derivative, measures of noncompactness, almost sectorial operator.






## 1 Introduction

This paper deals with the existence and controllability of mild solutions for a semi-linear fractional differential equation with state-dependent delay in Fréchet spaces. In Section 3, we examine semilinear fractional differential equations with state-dependent delay given by

$$
\begin{gather*}
{ }^{c} D^{\alpha} y(t)=A y(t)+f(t, y(t-\rho(y(t))), \text { a.e. } t \in J=[0,+\infty), \quad 0<\alpha<1  \tag{1.1}\\
y(t)=\phi(t), \quad t \in[-r, 0] \tag{1.2}
\end{gather*}
$$

and, in Section 4 , we investigate the controllability of semi-linear fractional differential equation with state-dependent delay

$$
\begin{gather*}
{ }^{c} D^{\alpha} y(t)=A y(t)+f(t, y(t-\rho(y(t)))+B u(t), \text { a.e. } t \in J=[0,+\infty), 0<\alpha<1  \tag{1.3}\\
y(t)=\phi(t), \quad t \in[-r, 0] \tag{1.4}
\end{gather*}
$$

where ${ }^{c} D^{\alpha}$ is the standard Caputo fractional derivative, $f: J \times E \rightarrow E$ is a given function, $A$ : $D(A) \subset E \rightarrow E$ is an almost sectorial operator, that is, $A \in \Theta_{\omega}^{\gamma}(E)\left(-1<\gamma<0,0<\omega<\frac{\Pi}{2}\right)$, $\Theta_{\omega}^{\gamma}(E)$ is a space of almost sectorial operator to be specified later, the control function $u$ is given in $L^{2}(J, U)$, a Banach space of admissible control functions, $B$ is a bounded linear operator from $U$ into $E, \phi:[-r, 0] \rightarrow E$ is a given continuous function and $(E,\|\cdot\|)$ is a Banach space, $\rho$ is a positive bounded continuous function on $C([-r, 0], E), r$ is the maximal delay defined by

$$
r=\sup _{y \in C}|\rho(y)|<\infty
$$

Recently, fractional calculus takes a great interest, in cause, in part to both the intensive development of the theory of fractional calculus itself and the applications of such constructions to different sciences such as physics, mechanics, chemistry, engineering, etc. (for details, see the monographs [17, 21, 23] and the references therein). Newly, several works have been published on the existence and uniqueness of mild solutions for various types of fractional differential equations using different approaches and techniques such as fixed point theorems, probability density functions, lower and upper solutions method, coincidence degree theory, etc. (see, e.g., [2, 3, 12, 15, 28]).

Moreover, the existence of solutions on the half-line of the integer order differential equations has been investigated in [1, 5, 6, 8, 16, 22]. Quite recently, in [25], Su considered the existence of solutions to the boundary value problems of fractional differential equations on unbounded domains by using the Darboux fixed point theorem. The attractiveness of fractional evolution equations with almost sectorial operators has been proved by Zhou [29].

The problem of controllability for linear and nonlinear systems shown by ODEs in a finitedimensional space has been extensively examined. Certain authors have enlarged the controllability concept to the infinite-dimensional systems in Banach space with unbounded operators (for more details see [11,20]). N. Carmichael and M. D. Quinn [24] proved that the controllability problem can be translated into a fixed point problem. Interesting controllability results of various classes of fractional differential equations defined on a bounded and unbounded intervals are given in many papers (see e.g., [4, 7, 10, 19]).

Our investigations are considered in the Fréchet spaces by using a generalization of the classical Darboux fixed point theorem with the concept of a family of measures of noncompactness.

The paper is organized as follows. In Section 2, we recall briefly some basic definitions and preliminary facts that will be used throughout the paper. In Section 3, we discuss the existence of mild solutions for problem (1.1), (1.2). In Section 4 , we testify the controllability of mild solutions for problem (1.3), (1.4). The investigation on semilinear fractional differential equations with almost sectorial operators have not been shown yet in the Fréchet spaces, so the present results make a valuable contribution to this study.

## 2 Preliminaries

Let $J=[0, b], b>0$, be a compact interval in $\mathbb{R}, C(J, E)$ be the Banach space of all continuous functions from $J$ to $E$ with the norm

$$
\|y\|_{\infty}=\sup _{t \in J}\|y(t)\|
$$

Let $B(E)$ denote the Banach space of bounded linear operators from $E$ into $E$.
A measurable function $y: J \rightarrow E$ is Bochner integrable if and only if $\|y\|$ is Lebesgue integrable.
Let $L^{1}(J, E)$ denote the Banach space of measurable functions $y: J \rightarrow E$ which are Bochner integrable normed by

$$
\|y\|_{L^{1}}=\int_{0}^{b}\|y(t)\| d t
$$

Definition 2.1. A function $f: J \times E \rightarrow E$ is said to be Carathéodory if
(i) for each $t \in J$ the function $f(t, \cdot): E \rightarrow E$ is continuous;
(ii) for each $y \in E$ the function $f(\cdot, y): J \rightarrow E$ is measurable.

Definition 2.2 ( 17$]$ ). The fractional primitive of order $\alpha>0$ of a function $f: \mathbb{R}^{+} \rightarrow E$ of order $\alpha \in \mathbb{R}^{+}$is defined by

$$
I_{0}^{\alpha} h(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s
$$

Definition 2.3 ( 17$])$. The Riemann-Liouville derivative of order $\alpha>0$ with the lower limit $t_{0}$ for a function $f: \mathbb{R}^{+} \rightarrow E$ is given by

$$
D^{\alpha}(f)(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{t_{0}}^{t}(t-s)^{n-\alpha-1} f(s) d s, \quad t>t_{0}, \quad n-1<\alpha<n
$$

Definition 2.4 ([17]). The Caputo fractional derivative of order $\alpha>0$ with the lower limit $t_{0}$ for a function $f: \mathbb{R}^{+} \rightarrow E$ is given by

$$
{ }^{c} D^{\alpha}(f)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{t_{0}}^{t}(t-s)^{n-\alpha-1} f^{(n)}(s) d s
$$

We denote by $D(A)$ the domain of $A$, by $\sigma(A)$ its spectrum, while $\rho(A)=\mathbf{C} \backslash \sigma(A)$ is the resolvent set of $A$, and denote by $R(z, A)=(z I-A)^{-1}, z \in \rho(A)$, the family of bounded linear operators which are the resolvents of $A$.

Definition 2.5. Let $-1<\gamma<0$ and $0<\omega<\frac{\Pi}{2}$. By $\Theta_{\omega}^{\gamma}(E)$ we denote the family of all linear closed operators $A: D(A) \subset E \rightarrow E$ which satisfy the following conditions:
(a) $\sigma(A) \subset S_{\omega}=\{z \in \mathbb{C} \backslash\{0\} ;|\arg z| \leq \omega\} \cup\{0\} ;$
(b) for every $\omega<\mu<\Pi$, there exists a constant $C_{\mu}$ such that

$$
\|R(z ; A)\| \leq C_{\mu}|z|^{\gamma} \text { for all } z \in \mathbb{C} \backslash S_{\mu}
$$

A linear operator $A$ is said to be an almost sectorial operator on $E$ if $A \in \Theta_{\omega}^{\gamma}(E)$.

Let $A$ be an operator in the class $\Theta_{\omega}^{\gamma}(E)$ and $-1<\gamma<0,0<\omega<\frac{\Pi}{2}$. Define the operator families $\left\{\mathcal{S}_{\alpha}(t)\right\}_{t \in S_{\frac{\Pi}{2}-\omega}^{0}},\left\{\mathcal{P}_{\alpha}(t)\right\}_{t \in S_{\frac{\Pi}{2}-\omega}^{0}}$ by

$$
\begin{aligned}
& \mathcal{S}_{\alpha}(t)=E_{\alpha}\left(-z t^{\alpha}\right)(A)=\frac{1}{2 \Pi i} \int_{\Gamma_{\theta}} E_{\alpha}\left(-z t^{\alpha}\right) R(z, A) d z \\
& \mathcal{P}_{\alpha}(t)=e_{\alpha}\left(-z t^{\alpha}\right)(A)=\frac{1}{2 \Pi i} \int_{\Gamma_{\theta}} e_{\alpha}\left(-z t^{\alpha}\right) R(z, A) d z
\end{aligned}
$$

where the integral contour $\Gamma_{\theta}=\left\{\mathbb{R}_{+} e^{i \theta}\right\} \cup\left\{\mathbb{R}_{+} e^{-i \theta}\right\}$ is oriented counter-clockwise and $\omega<\theta<\mu<$ $\frac{\Pi}{2}-|\arg t|$. Now, we present the following important results about the operators $\mathcal{S}_{\alpha}$ and $\mathcal{P}_{\alpha}$.
Theorem 2.6 (27]). For each fixed $t \in S_{\frac{\Pi}{2}-\omega}^{0}, \mathcal{S}_{\alpha}(t)$ and $\mathcal{P}_{\alpha}(t)$ are the bounded linear operators on $E$. Moreover, there exist the constants $C_{s}=C(\alpha, \gamma)>0, C_{p}=C(\alpha, \gamma)>0$ such that for all $t>0$,

$$
\left\|\mathcal{S}_{\alpha}(t)\right\| \leq C_{s} t^{-\alpha(1+\gamma)}, \quad\left\|\mathcal{P}_{\alpha}(t)\right\| \leq C_{p} t^{-\alpha(1+\gamma)}
$$

Also,

$$
\mathcal{S}_{\alpha}(t) x=\int_{0}^{\infty} \Psi_{\alpha}(s) T\left(s t^{\alpha}\right) x d s, \quad t \in S_{\frac{\Pi}{2}-\omega}^{0}, \quad x \in E
$$

and

$$
\mathcal{P}_{\alpha}(t) x=\int_{0}^{\infty} \alpha s \Psi_{\alpha}(s) T\left(s t^{\alpha}\right) x d s, \quad t \in S_{\frac{\Pi}{2}-\omega}^{0}, \quad x \in E,
$$

where $T(\cdot)$ is a semigroup associated with $A$.
Theorem $2.7([27])$. For $t>0, \mathcal{S}_{\alpha}(t)$ and $\mathcal{P}_{\alpha}(t)$ are continuous in the uniform operator topology.
Consider the problem

$$
\begin{align*}
{ }^{c} D^{\alpha} y(t)-A y(t) & =f(t), \quad t \in(0, b],  \tag{2.1}\\
y(0) & =y_{0}, \tag{2.2}
\end{align*}
$$

where ${ }^{c} D^{\alpha}, 0<\alpha<1$, is the Caputo fractional derivative, $f \in L^{1}(J, E)$ and $y_{0} \in E$.
Definition 2.8 (27]). A function $y \in C([0, b], E)$ is called a mild solution of Problem (2.1), (2.2) if

$$
y(t)=\mathcal{S}_{\alpha}(t) y_{0}+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s) d s, \quad t \in[0, b]
$$

Let $C\left(\mathbb{R}_{+}\right)$be the Fréchet space of all continuous functions $\nu$ from $\mathbb{R}_{+}$into $E$, equipped with the family semi-norms

$$
\|\nu\|_{n}=\sup _{t \in[0, n]}\|\nu(t)\|, \quad n \in \mathbb{N}
$$

and the distance

$$
d(u, v)=\sum_{n=1}^{\infty} 2^{-n} \frac{\|u-v\|_{n}}{1+\|u-v\|_{n}}, u, v \in C\left(\mathbb{R}_{+}\right)
$$

(For more details about measures of noncompactness see 13,14 .)
Definition 2.9. Let $\mathcal{M}_{X}$ be the family of all nonempty and bounded subsets of a Fréchet space $X$. A family of functions $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$, where $\mu_{n}: \mathcal{M}_{X} \rightarrow[0, \infty)$ is said to be a family of measures of noncompactness in the real Fréchet space $X$ if for all $B, B_{1}, B_{2} \in \mathcal{M}_{X}$ it satisfies the following conditions:
(a) $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$ is full, that is, $\mu_{n}(B)=0$ for $n \in \mathbb{N}$ if and only if $B$ is precompact;
(b) $\mu_{n}\left(B_{1}\right)<\mu_{n}\left(B_{2}\right)$ for $B_{1} \subset B_{2}$ and $n \in \mathbb{N}$;
(c) $\mu(\operatorname{Conv} B)=\mu(B)$ for $n \in \mathbb{N}$;
(d) if $\{B\}$ is a sequence of closed sets from $\mathcal{M}_{X}$ such that $B_{i+1} \subset B_{i}, i=1, \ldots$, and if $\lim _{i \rightarrow \infty} \mu_{n}\left(B_{i}\right)=0$, for each $n \in \mathbb{N}$, then the intersection set $B_{\infty}=\bigcap_{i=1}^{\infty} B_{i}$ is nonempty.

Definition 2.10. A nonempty subset $B \subset X$ is said to be bounded if for $n \in \mathbb{N}$, there exists $M_{n}>0$ such that

$$
\|y\|_{n} \leq M_{n}, \text { for each } y \in B
$$

Lemma 2.11 ([9]). If $Y$ is a bounded subset of the Banach space $X$, then for each $\varepsilon>0$, there is a sequence $\left\{y_{k}\right\}_{k=1}^{\infty} \subset Y$ such that

$$
\mu(Y) \leq 2 \mu\left(\left\{y_{k}\right\}_{k=1}^{\infty}\right)+\varepsilon .
$$

Lemma 2.12 (18]). If $\left\{u_{k}\right\}_{k=1}^{\infty} \subset L^{1}(I)$ is uniformly integrable, then $\mu\left(\left\{u_{k}\right\}_{k=1}^{\infty}\right)$ is measurable for $n \in \mathbb{N}$ and

$$
\mu\left(\left\{\int_{0}^{t} u_{k}(s) d s\right\}_{k=1}^{\infty}\right) \leq 2 \int_{0}^{t} \mu\left(\left\{u_{k}(s)\right\}_{k=1}^{\infty}\right) d s
$$

for each $t \in[0, n]$.
Definition 2.13. Let $\Omega$ be a nonempty subset of a Fréchet space $X$, and let $A: \Omega \rightarrow X$ be a continuous operator which transforms bounded subsets onto the bounded ones. One says that $A$ satisfies the Darboux condition with constants $\left(k_{n}\right)_{n \in \mathbb{N}}$ with respect to a family of measures of noncompactness $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ if

$$
\mu_{n}(A(B)) \leq k_{n} \mu_{n}(B)
$$

for each bounded set $B \subset \Omega$ and $n \in \mathbb{N}$. If $k_{n}<1, n \in \mathbb{N}$, then $A$ is called a contraction with respect to $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$.

In the sequel, we will make use of the following generalization of the classical Darboux fixed point theorem for the Fréchet spaces.

Theorem 2.14 ( 13,14$])$. Let $\Omega$ be a nonempty, bounded, closed and convex subset of a Fréchet space $F$ and let $V: \Omega \rightarrow \Omega$ be a continuous mapping. Suppose that $V$ is a contraction with respect to $a$ family of measures of noncompactness $\left\{\mu_{n}\right\}_{n \in \mathbb{N}}$. Then $V$ has at least one fixed point in the set $\Omega$.

## 3 The main result

Influenced by [27] with $\phi(0) \in D\left(A^{\beta}\right), \beta>1+\gamma$, we define a mild solution of problem (1.1), (1.2) by the following

Definition 3.1. We say that a continuous function $y: \mathbb{R} \rightarrow E$ is a mild solution of problem (1.1), (1.2) if $y(t)=\phi(t)$ for all $t \in[-r, 0]$ and $y$ satisfies the integral equation

$$
y(t)=\mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s, y(s-\rho(y(s)))) d s \text { for each } t \in J
$$

Let us include the hypotheses.
(H1) The function $f: J \times E \rightarrow E$ is Carathéodory.
(H2) There exist a function $p \in L_{l o c}^{1}\left(J, \mathbb{R}^{+}\right)$and a continuous nondecreasing function $\psi: J \rightarrow[0,+\infty)$ such that

$$
\|f(t, u)\| \leq p(t) \psi(\|u\|) \text { for a.e. } t \in J \text { and each } u \in E .
$$

(H3) There exists a function $l \in L_{l o c}^{1}\left(J, \mathbb{R}^{+}\right)$such that for any bounded set $B \subset E$, and for each $t \in J$, we have

$$
\alpha((f, B)) \leq l(t) \alpha(B)
$$

(H4) There exists $r_{n}>0$ such that

$$
C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|+C_{p} \psi\left(r_{n}\right) \sup _{t \in[0, n]}\left\{\int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} p(s) d s\right\} \leq r_{n} .
$$

For $n \in \mathbb{N}$, we define on $C([-r,+\infty), E)$ the family of measures of noncompactness by

$$
\mu_{n}(V)=\omega_{0}^{n}(V)+\sup _{t \in[0, n]} e^{-L t} \mu(V(t))
$$

where $V(t)=\{v(t) \in E: v \in V)\}, t \in[0, n]$, and $L>0$ is a constant chosen so that

$$
l_{n}=4 C_{p} \sup _{t \in[0, n]} \int_{0}^{t} e^{-L(t-s)}(t-s)^{-(1+\alpha \gamma)} l(s) d s<1
$$

Remark 3.2. Notice that if the set $V$ is equicontinuous, then $\omega_{0}^{n}(V)=0$.
Theorem 3.3. Assume (H1)-(H4) are satisfied. Then problem (1.1), (1.2) admits at least one mild solution.

Proof. Consider the operator $N: C([-r,+\infty), E) \rightarrow C([-r,+\infty), E)$ given by

$$
(N y)(t)= \begin{cases}\phi(t) & \text { if } t \in[-r, 0] \\ \mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s, y(s-\rho(y(s)))) d s & \text { if } t \in J\end{cases}
$$

We shall check that the operator $N$ satisfies all conditions of Theorem 2.14. The proof is given in several steps.

Let

$$
B_{r_{n}}=\left\{u \in C([-r,+\infty), E):\|u\|_{n} \leq r_{n}\right\}
$$

where $r_{n}$ is the constant given by (H4). It is obvious that the subset $B_{r_{n}}$ is closed, bounded and convex.
Step 1. $N\left(B_{r_{n}}\right) \subset B_{r_{n}}$.
For any $n \in \mathbb{N}$ and for each $y \in B_{r_{n}}$ and $t \in[0, n]$, we have

$$
\begin{aligned}
\|(N y)(t)\| & \leq\left\|\mathcal{S}_{\alpha}(t)\right\||\phi(0)|+\int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\|f(s, y(s-\rho(y(s))))\| d s \\
& \leq C_{s} t^{-\alpha(1+\gamma)}|\phi(0)|+\int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} C_{p} p(s) \psi(\|y(s)\|) d s \\
& \leq C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|+C_{p} \psi\left(r_{n}\right) \sup _{t \in[0, n]}\left\{\int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} p(s) d s\right\} \\
& \leq r_{n} .
\end{aligned}
$$

Thus

$$
\|N(y)\|_{n} \leq r_{n}
$$

Step 2. $N$ is continuous on $B_{r_{n}}$.
Let $y_{n}$ be a sequence such that $y_{n} \longrightarrow y$ in $B_{r_{n}}$. Then for each $t \in[0, n]$, we have

$$
\begin{aligned}
& \left\|\left(N y_{n}\right)(t)-(N y)(t)\right\| \\
& \leq \int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\left\|f\left(s, y_{n}\left(s-\rho\left(y_{n}(s)\right)\right)\right)-f(s, y(s-\rho(y(s))))\right\| d s \\
& \quad \leq C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)}\left\|f\left(s, y_{n}\left(s-\rho\left(y_{n}(s)\right)\right)\right)-f(s, y(s-\rho(y(s))))\right\| d s .
\end{aligned}
$$

Since $f$ is a Carathéodory function for $t \in[0, n]$, from the continuity of $\rho$, the Lebesgue dominated convergence theorem implies that

$$
\left\|N\left(y_{n}\right)-N(y)\right\|_{n} \longrightarrow 0 \text { as } n \rightarrow \infty
$$

Step 3. $N\left(B_{r_{n}}\right)$ is bounded which is clear.
Step 4. For each bounded equicontinuous subset $V$ of $B_{r_{n}}, \mu_{n}(N(V)) \leq k_{n} \mu_{n}(V)$.
From Lemmas 2.11 and 2.12, for any $V \subset B_{r_{n}}$ and any $\epsilon>0$, there exists a sequence $\left\{y_{k}\right\}_{k=0}^{\infty} \subset V$ such that for all $t \in[0, n]$,

$$
\begin{aligned}
\mu((N V)(t)) & =\mu\left(\left\{\mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s, y(s-\rho(y(s)))) d s, v \in V\right\}\right) \\
& \leq 2 \mu\left(\left\{\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f\left(t, y_{k}\left(s-\rho\left(y_{k}(s)\right)\right)\right) d s\right\}_{k=1}^{\infty}\right)+\epsilon \\
& \leq 4 C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} \mu\left(\left\{f\left(t, y_{k}\left(s-\rho\left(y_{k}(s)\right)\right)\right)\right\}_{k=1}^{\infty}\right) d s+\epsilon \\
& \leq 4 C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} l(s) \mu\left(\left\{\left(y_{k}(s)\right)\right\}_{k=1}^{\infty}\right) d s+\epsilon \\
& \leq 4 C_{p} \int_{0}^{t} e^{L s}(t-s)^{-(1+\alpha \gamma)} e^{-L s} l(s) \mu\left(\left\{\left(y_{k}(s)\right)\right\}_{k=1}^{\infty}\right) d s+\epsilon .
\end{aligned}
$$

Since $\epsilon>0$ is arbitrary, we have

$$
\mu(N(V)) \leq 4 C_{p} \int_{0}^{t} e^{-L(t-s)}(t-s)^{-(1+\alpha \gamma)} l(s) \mu_{n}(V) d s
$$

Thus

$$
\mu_{n}(N(V)) \leq l_{n} \mu_{n}(V)
$$

As a conclusion, $N$ has at least one fixed point in $B_{r_{n}}$.

## 4 Controllability of semilinear fractional differential equations with state-dependent delay

In this section, we prove a controllability result for system (1.3), (1.4).
Definition 4.1. System (1.3), (1.4) is said to be controllable if for any continuous function $\phi \in[-r, 0]$, any $y_{1} \in E$ and for each $n \in \mathbb{N}$ there exists a control $u \in L^{2}([0, n], E)$ such that the mild solution $y(\cdot)$ of (1.3), (1.4) satisfies $y(n)=y_{1}$.

Let us introduce the following hypotheses:
( $\mathrm{H} 4^{\prime}$ ) There exists $r_{n}^{\prime}>0$ such that

$$
\begin{aligned}
C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|\left[1+\frac{n^{-\alpha \gamma}}{-\alpha \gamma}\right] & +\left|y_{1}\right| C_{p} M_{1} M_{2} \frac{n^{-\alpha \gamma}}{-\alpha \gamma} \\
& +C_{p} \psi\left(r_{n}^{\prime}\right) \int_{0}^{n}(t-s)^{-(1+\alpha \gamma)} p(s) d s \cdot\left[1+\frac{n^{-\alpha \gamma}}{-\alpha \gamma} C_{p} M_{1} M_{2}\right] \leq r^{\prime}{ }_{n} .
\end{aligned}
$$

(H5) For each $n>0$, the linear operator $W: L^{2}([0, n], U) \rightarrow E$ is defined by

$$
W u=\int_{0}^{n}(t-s)^{\alpha-1} P_{\alpha}(n-s)(B u(s)) d s
$$

and
(i) the operator $W$ has a pseudo-invertible operator $W^{-1}$ which takes values in $L^{2}([0, n], U) / \operatorname{Ker} W$ and there exist positive constants $M_{1}, M_{2}$ such that

$$
\|B\| \leq M_{1} \text { and }\left\|W^{-1}\right\| \leq M_{2}
$$

(ii) there exist $\eta_{W}(t) \in L^{\infty}\left(J, \mathbb{R}^{+}\right), C_{B} \geq 0$, for any bounded sets $V_{1} \subset E, V_{2} \subset U$,

$$
\mu\left(\left(W^{-1} V_{1}\right)(t)\right) \leq \eta_{W}(t) \mu\left(V_{1}(t)\right), \quad \mu\left(\left(B V_{2}\right)\right) \leq C_{B} \mu_{U}\left(V_{2}\right)
$$

Theorem 4.2. Suppose that hypotheses (H1)-(H3) and (H4')-(H5) hold. Further, assume that the inequality

$$
l_{n}\left(1+2 C_{p} C_{B}\left\|\eta_{W}\right\|_{L^{\infty}} \frac{n^{-\alpha \gamma}}{\alpha \gamma}\right)<1
$$

holds, then problem (1.3), (1.4) is controllable.
Proof. We define in $C((-\infty, r], E)$ the family of measures of noncompactness by

$$
\mu_{n}(V)=\omega_{0}^{n}(V)+\sup _{t \in[0, n]} e^{-L t} \mu(V(t))
$$

where $V(t)=\{v(t) \in E: v \in V\}$.
Consider the operator $N_{1}: C((-\infty, r], E) \rightarrow C((-\infty, r], E)$ defined by

$$
\left(N_{1} y\right)(t)= \begin{cases}\phi(t) & \text { if } t \in[-r, 0] \\ \mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s, y(s-\rho(y(s)))) d s & \\ \quad+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) B u_{y}(s) d s & \text { if } t \in J\end{cases}
$$

Using assumption (H5), for an arbitrary function $y(\cdot)$, we define the control

$$
u_{y}(t)=W^{-1}\left[y_{1}-\mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s) f(s, y(s-\rho(y(s)))) d s\right](t)
$$

Noting that

$$
\left\|u_{y}(t)\right\| \leq\left\|W^{-1}\right\|\left[\left|y_{1}\right|+\left\|\mathcal{S}_{\alpha}(t) \phi(0)\right\|+\int_{0}^{n}(n-\tau)^{\alpha-1} \mathcal{P}_{\alpha}(n-\tau) f(\tau, y(\tau-\rho(y(\tau)))) d \tau\right]
$$

by (H2) we get

$$
\begin{equation*}
\left\|u_{y}(t)\right\| \leq M_{2}\left[\left|y_{1}\right|+C_{s} t^{-\alpha(1+\gamma)}|\phi(0)|+\int_{0}^{n} C_{p}(n-\tau)^{-(1+\alpha \gamma)} p(\tau)\|y(\tau)\| d \tau\right] \tag{4.1}
\end{equation*}
$$

Next, for any $n \in \mathbb{N}$,

$$
B_{r_{n}^{\prime}}=B\left(0, r_{n}^{\prime}\right)=\left\{w \in C([-r, \infty), E):\|w\|_{n} \leq r_{n}^{\prime}\right\}
$$

where $r_{n}^{\prime}>0$ is the constant defined in $\left(\mathrm{H} 4^{\prime}\right)$. Obviously, the subset $B_{r^{\prime}{ }_{n}}$ is closed, bounded and convex.

Step 1. $N_{1}\left(B_{r_{n}}\right) \subset B_{r_{n}}$.
For any $n \in \mathbb{N}$, and each $y \in B_{r^{\prime} n}$, by (4.1) we have

$$
\begin{aligned}
\left\|\left(N_{1} y\right)(t)\right\| \leq & \left\|\mathcal{S}_{\alpha}(t)\right\||\phi(0)|+\int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\|f(s, y(s-\rho(y(s))))\| d s \\
& \quad \int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\left\|B u_{y}(s)\right\| d s \\
\leq & C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|+C_{p} \psi\left(r_{n}^{\prime}\right) \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} p(s) d s \\
& +C_{p} M_{1} M_{2} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)}\left[\left|y_{1}\right|+C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|\right. \\
\leq & \left.\quad+C_{p} \psi\left(r_{n}^{\prime}\right) \int_{0}^{n}(n-\tau)^{-(1+\alpha \gamma)} p(\tau) d \tau\right] d s \\
\leq & C_{s} n^{-\alpha(1+\gamma)}|\phi(0)|\left[1+\frac{n^{-\alpha \gamma}}{-\alpha \gamma}\right]+\left|y_{1}\right| C_{p} M_{1} M_{2} \frac{n^{-\alpha \gamma}}{-\alpha \gamma} \\
\quad & +C_{p} \psi\left(r_{n}^{\prime}\right) \int_{0}^{n}(t-s)^{-(1+\alpha \gamma)} p(s) d s \cdot\left[1+\frac{n^{-\alpha \gamma}}{-\alpha \gamma} C_{p} M_{1} M_{2}\right] \\
\leq & r_{n}^{\prime} .
\end{aligned}
$$

Step 2. $N_{1}$ is continuous on $B_{r_{n}^{\prime}}$.

Let $y_{n}$ be a sequence such that $y_{n} \longrightarrow y$ in $B_{r_{n}^{\prime}}$. Then for each $t \in[0, n]$, and by the Lebesgue dominated convergence theorem, we obtain

$$
\begin{aligned}
& \left\|\left(N_{1} y_{n}\right)(t)-\left(N_{1} y\right)(t)\right\| \\
& \leq \int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\left\|f\left(s, y_{n}\left(s-\rho\left(y_{n}(s)\right)\right)\right)-f(s, y(s-\rho(y(s))))\right\| d s \\
& \\
& \quad+\int_{0}^{t}(t-s)^{\alpha-1}\left\|\mathcal{P}_{\alpha}(t-s)\right\|\left\|B u_{y_{n}}(s)-B u_{y}(s)\right\| d s \longrightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

Thus $N_{1}$ is continuous.
Step 3. Since $N_{1}\left(B_{r_{n}}\right) \subset B_{r_{n}^{\prime}}$ and $B_{r_{n}^{\prime}}$ is bounded, we find that $N_{1}\left(B_{r_{n}^{\prime}}\right)$ is bounded.
Step 4. For each bounded subset $V$ of $B_{r_{n}^{\prime}}$, $\mu_{n}\left(N_{1}(V)\right) \leq k_{n} \mu_{n}(V)$.
From Lemmas 2.11 and 2.12, for any $V \subset B_{r_{n}^{\prime}}$ and any $\epsilon>0$, there exists a sequence $\left\{y_{k}\right\}_{k=0}^{\infty} \subset V$ such that for all $t \in[0, n]$, we have

$$
\begin{aligned}
\mu\left(\left(N_{1} V\right)(t)\right) & =\mu\left(\left\{\mathcal{S}_{\alpha}(t) \phi(0)+\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s)\left[f(s, y(s-\rho(y(s))))+B u_{y}(s)\right] d s, v \in V\right\}\right) \\
& \leq 2 \mu\left(\left\{\int_{0}^{t}(t-s)^{\alpha-1} \mathcal{P}_{\alpha}(t-s)\left[f\left(s, y_{k}\left(s-\rho\left(y_{k}(s)\right)\right)\right)+B u_{y_{k}}(s)\right] d s\right\}_{k=1}^{\infty}\right)+\epsilon \\
& \leq 4 C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} \mu\left(\left\{f\left(s, y_{k}\left(s-\rho\left(y_{k}(s)\right)\right)\right)+B u_{y_{k}}(s)\right\}_{k=1}^{\infty}\right)+\epsilon \\
& \leq 4 C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} l(s) \mu\left(\left\{y_{k}(s)\right\}_{k=1}^{\infty}\right)+\epsilon \\
& \quad+4 C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} C_{B} \mu\left(\left\{u_{y_{k}}(s)\right\}_{k=1}^{\infty}\right) d s
\end{aligned}
$$

Now, let us calculate $\left.\mu\left(\left\{u_{y_{k}}(s)\right)\right\}_{k=1}^{\infty}\right)$.
By (H5) we have

$$
\begin{aligned}
\mu\left(\left\{u_{y_{k}}(t)\right\}_{k=1}^{\infty}\right) & \leq 2 \eta_{W}(t) C_{p} \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} l(s) \mu\left(\left\{\left(y_{k}(s)\right)\right\}_{k=1}^{\infty}\right) d s \\
& \leq \frac{1}{2} \eta_{W}(t) C_{p} 4 \int_{0}^{t}(t-s)^{-(1+\alpha \gamma)} e^{L s} e^{-L s} l(s) \mu\left(v\left\{\left(y_{k}(s)\right) v\right\}_{k=1}^{\infty} v\right) d s
\end{aligned}
$$

Then

$$
\begin{equation*}
\mu_{n}(u(V)) \leq \frac{1}{2} l_{n} \eta_{W}(t) \mu_{n}(V) \tag{4.2}
\end{equation*}
$$

Since $\epsilon>0$ is arbitrary, by (4.2) we obtain

$$
\mu\left(N_{1}(V)\right) \leq l_{n} \mu_{n}(V)+2 l_{n} C_{p} C_{B} \frac{t^{-\alpha \gamma}}{\alpha \gamma}\left\|\eta_{W}\right\|_{L^{\infty} \mu_{n}}(V)
$$

Thus

$$
\mu_{n}\left(N_{1}(V)\right) \leq l_{n}\left(1+2 C_{p} C_{B}\left\|\eta_{W}\right\|_{L^{\infty}} \frac{n^{-\alpha \gamma}}{\alpha \gamma}\right) \mu_{n}(V)
$$

As a conclusion, we have achieved that $N_{1}$ has at least one fixed point in $B_{r_{n}^{\prime}}$.

## 5 An example

We consider the fractional differential equation with state-dependent delay of the form

$$
\begin{cases}{ }_{0}^{c} \partial_{t}^{\alpha} u(t, x)=\partial_{x}^{2} u(t, x)+Q(t)|u(t-\tau(u(t, x)), x)|, & x \in[0, \pi], \quad t \in[0, \infty),  \tag{5.1}\\ u(t, x)=u_{0}(t, x), & x \in[0, \pi],-\tau_{\max } \leq t \leq 0, \\ u(t, 0)=u(t, \pi)=0, & t \in[0, \infty),\end{cases}
$$

where $u_{0} \in C^{2}\left(\left[-\tau_{\max }, 0\right] \times[0, \pi], \mathbb{R}\right) Q$ is a continuous function from $[0,+\infty)$ to $\mathbb{R}$, the delay function $\tau$ is the bounded positive continuous function in $\mathbb{R}^{n}$, and $\tau_{\max }$ is the maximal delay which is defined by

$$
\tau_{\max }=\sup _{x \in \mathbb{R}} \tau(x)
$$

Consider the space of Hölder continuous functions $E=C^{l}([0, \pi], \mathbb{R})(0<l<1)$, and let ${ }_{0}^{c} \partial^{\alpha}$ be the regularized Caputo fractional partial derivative of order $0<\alpha<1$ with respect to $t$ defined by

$$
\left({ }_{0}^{c} \partial^{\alpha} u\right)(t, x)=\frac{1}{\Gamma(1-\alpha)}\left(\frac{\partial}{\partial t} \int_{0}^{t}(t-s)^{-\alpha} u(t, x) d s-t^{-\alpha} u(0, x)\right)
$$

Next, we introduce the operator

$$
A=-\partial_{x}^{2}, \quad D(A)=\left\{u \in C^{2+l}([0, \pi]): u(t, 0)=u(t, \pi)=0\right\}
$$

in the space $C^{l}([0, \pi], \mathbb{R})$. It follows from [26] that $\nu$ exists, $\epsilon>0$ such that $A+\nu \in \Theta_{\frac{\pi}{2}-\epsilon}^{\frac{l}{2}-1}(X)$. Set

$$
\begin{aligned}
y(t)(x) & =u(t, x), \quad t \in(-\infty, 0], \quad x \in[0, \pi] \\
\phi(t)(x) & =u_{0}(t, x), \quad t \in\left[-\tau_{\max }, 0\right], \quad x \in[0, \pi] \\
f(t, \varphi)(x) & =Q(t)|u(t-\tau(u(t, x)), x)|, \quad \varphi \in E, \quad t \in[0,+\infty), \quad-\infty<\theta \leq 0, \quad x \in[0, \pi] .
\end{aligned}
$$

Then system (5.1) can be written in the abstract form as (1.1), (1.2). As a consequence of Theorem 2.14, system (5.1) has a mild solution.
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ON SOME FRACTIONAL INTEGRO-DIFFERENTIAL INCLUSIONS WITH ERDÉLYI-KOBER FRACTIONAL INTEGRAL BOUNDARY CONDITIONS


#### Abstract

We study two classes of fractional integro-differential inclusions with Erdélyi-Kober fractional integral boundary conditions and we obtain existence results in the case of the set-valued map
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## 1 Introduction

In recent years, the systems defined by fractional order derivatives have attracted increasing interest mainly due to their applications in different fields of science and engineering. The main reason is that a lot of phenomena in nature can be better explained using fractional-order systems (see, e.g., $[5,10,13,15,16]$, etc.).

The present paper is concerned with the following boundary value problems. First, we consider a fractional integro-differential inclusion defined by the Caputo fractional derivative

$$
\begin{equation*}
D_{c}^{q} x(t) \in F(t, x(t), V(x)(t)) \quad \text { a.e. }([0, T]) \tag{1.1}
\end{equation*}
$$

with the boundary conditions of the form

$$
\begin{gather*}
x(0)=\alpha \frac{1}{\Gamma(p)} \int_{0}^{\zeta}(\zeta-s)^{p-1} x(s) d s=\alpha J^{p} x(\zeta)  \tag{1.2}\\
x(T)=\beta \frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}} x(s) d s=\beta I_{\eta}^{\gamma, \delta} x(\xi),
\end{gather*}
$$

where $q \in(1,2], D_{c}^{q}$ is the Caputo fractional derivative of order $q, 0<\zeta, \xi<T, \alpha, \beta, \gamma \in \mathbb{R}$, $p, \delta, \eta>0, J^{p}$ is the Riemann-Liouville fractional integral of order $p, I_{\eta}^{\gamma, \delta}$ is the Erdélyi-Kober fractional integral of order $\delta>0$ with $\eta>0$ and $\gamma \in \mathbb{R}, F:[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is a setvalued map and $V: C([0, T], \mathbb{R}) \rightarrow C([0, T], \mathbb{R})$ is a nonlinear Volterra integral operator defined by $V(x)(t)=\int_{0}^{t} k(t, s, x(s)) d s$ with $k(\cdot, \cdot, \cdot):[0, T] \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ a given function. We note that the fractional derivative introduced by Caputo in [6] and afterwards adopted in the theory of linear visco-elasticity allows to use Cauchy conditions with physical meanings.

Next, we consider the problem

$$
\begin{equation*}
D^{q} x(t) \in F(t, x(t), V(x)(t)) \text { a.e. }([0, T]) \tag{1.3}
\end{equation*}
$$

with the boundary conditions of the form

$$
\begin{equation*}
x(0)=0, \quad \alpha x(T)=\sum_{i=1}^{m} \beta_{i} I_{\eta_{i}}^{\gamma_{i}, \delta_{i}} x\left(\xi_{i}\right) \tag{1.4}
\end{equation*}
$$

where $D^{q}$ is the Riemann-Liouville fractional derivative of order $q \in(1,2], 0<\xi_{i}<T, \alpha, \beta_{i}, \gamma_{i} \in \mathbb{R}$, $\delta_{i}, \eta_{i}>0, i=1,2, \ldots, m, F$ and $V$ are as above.

Our aim is to obtain the existence of solutions for problems (1.1), (1.2) and (1.3), (1.4) in case where the set-valued map $F$ has nonconvex values, but is assumed to be Lipschitz in the second and third variable. Our results use Filippov's techniques (see $[12]$ ); namely, the existence of solutions is obtained by starting from a given "quasi" solution. In addition, the result provides an estimate between the "quasi" solution and the solution obtained.

Note that in the case when $F$ does not depend on the last variable and is single-valued, the existence results for problem (1.1), (1.2) may be found in [2], and in the situation when $F$ does not depend on the last variable, the existence results for problem (1.3), (1.4) are given in [1]. All the results in [1, 2] are proved by using several suitable theorems from fixed point theory.

Our results improve some existence theorems in [1] and, respectively, in [2] in the case where the right-hand side is Lipschitz in the second variable. Moreover, these results may be regarded as generalizations to the case where the right-hand side contains a nonlinear Volterra integral operator. It should be also mentioned that the method used in our approach is known in the theory of differential inclusions; similar results for other classes of fractional differential inclusions have been obtained in our previous papers (see 79$]$, etc.). However, the exposition of this method in the framework of problems (1.1), (1.2) and (1.3), (1.4) is new.

The paper is organized as follows. In Section 2, we recall some preliminary results that we need in the sequel and in Section 3, we prove our main results.

## 2 Preliminaries

Let $(X, d)$ be a metric space. Recall that the Pompeiu-Hausdorff distance of the closed subsets $A, B \subset X$ is defined by

$$
d_{H}(A, B)=\max \left\{d^{*}(A, B), d^{*}(B, A)\right\}, \quad d^{*}(A, B)=\sup \{d(a, B) ; a \in A\}
$$

where $d(x, B)=\inf _{y \in B} d(x, y)$.
Let $I=[0, T]$, we denote by $C(I, \mathbb{R})$ the Banach space of all continuous functions from $I$ to $\mathbb{R}$ with the norm $\|x(\cdot)\|_{C}=\sup _{t \in I}|x(t)|$, and $L^{1}(I, \mathbb{R})$ is the Banach space of integrable functions $u(\cdot): I \rightarrow \mathbb{R}$ endowed with the norm $\|u(\cdot)\|_{1}=\int_{0}^{T}|u(t)| d t$.

The fractional integral of order $\alpha>0$ of a Lebesgue integrable function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
J^{\alpha} f(t)=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s) d s
$$

provided the right-hand side is defined pointwise on $(0, \infty)$, and $\Gamma(\cdot)$ is the (Euler's) Gamma function defined by $\Gamma(\alpha)=\int_{0}^{\infty} t^{\alpha-1} e^{-t} \mathrm{~d} t$.

The Riemann-Liouville fractional derivative of order $\alpha>0$ of a Lebesgue integrable function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t}(t-s)^{-\alpha+n-1} f(s) d s
$$

where $n=[\alpha]+1$, provided the right-hand side is defined pointwise on $(0, \infty)$.
The Caputo fractional derivative of order $\alpha>0$ of a function $f:[0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
D_{c}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t}(t-s)^{-\alpha+n-1} f^{(n)}(s) \mathrm{d} s
$$

where $n=[\alpha]+1$. It is assumed implicitly that $f$ is $n$ times differentiable whose $n$-th derivative is absolutely continuous.

The Erdélyi-Kober fractional integral of order $\delta>0$ with $\eta>0$ and $\gamma \in \mathbb{R}$ of a continuous function $f:(0, \infty) \rightarrow \mathbb{R}$ is defined by

$$
I_{\eta}^{\gamma, \delta} f(t)=\frac{\eta t^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\eta \gamma+\eta-1}}{\left(t^{\eta}-s^{\eta}\right)^{1-\delta}} f(s) d s
$$

provided the right-hand side is defined pointwise on $(0, \infty)$.
We recall that for $\eta=1$,

$$
I_{1}^{\gamma, \delta} f(t)=\frac{t^{-(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{t} \frac{s^{\gamma}}{(t-s)^{1-\delta}} f(s) d s
$$

is the Kober operator introduced by Kober in [14]. If $\gamma=0$, the Kober operator reduces to the Riemann-Liouville fractional integral with a power weight

$$
I_{1}^{0, \delta} f(t)=\frac{t^{-\delta}}{\Gamma(\delta)} \int_{0}^{t} \frac{f(s)}{(t-s)^{1-\delta}} d s
$$

Lemma 2.1 ([2]). Let $\delta, \eta>0$ and $\gamma, q \in \mathbb{R}$. Then

$$
I_{\eta}^{\gamma, \delta}\left(t^{q}\right)=\frac{t^{q} \Gamma\left(\gamma+\frac{q}{\eta}+1\right)}{\Gamma\left(\gamma+\frac{q}{\eta}+\delta+1\right)}
$$

By definition, a function $x(\cdot) \in C^{2}(I, \mathbb{R})$ is called a solution of problem (1.1), (1.2) if there exists $f(\cdot) \in L^{1}(I, \mathbb{R})$ such that $f(t) \in F(t, x(t), V(x)(t))$ a.e. $(I), D_{c}^{q} x(t)=f(t)$ a.e. (I) and conditions (1.2) are satisfied.

Lemma $2.2([2])$. For $f(\cdot) \in A C(I, \mathbb{R}), x(\cdot) \in C^{2}(I, \mathbb{R})$ is a solution of the problem

$$
D_{c}^{q} x(t)=f(t) \text { a.e. }(I)
$$

with the boundary conditions (1.2) if and only if

$$
x(t)=J^{q} f(t)+\frac{\alpha}{\Lambda}\left(v_{4}-t v_{3}\right) J^{p+q} f(\zeta)+\frac{1}{\Lambda}\left(v_{2}+t v_{1}\right)\left(\beta I_{\eta}^{\gamma, \delta} J^{q} f(\xi)-J^{q} f(T)\right)
$$

where

$$
\begin{gathered}
\Lambda=v_{1} v_{4}+v_{2} v_{3} \neq 0, \quad v_{1}=1-\alpha \frac{\zeta^{p}}{\Gamma(p+1)}, \quad v_{2}=\alpha \frac{\zeta^{p+1}}{\Gamma(p+2)} \\
v_{3}=1-\beta \frac{\Gamma(\gamma+1)}{\Gamma(\gamma+\delta+1)}, \quad v_{4}=T-\beta \zeta \frac{\Gamma\left(\gamma+\frac{1}{\eta}+1\right)}{\Gamma\left(\gamma+\frac{1}{\eta}+\delta+1\right)}
\end{gathered}
$$

Remark 2.3. The solution $x(\cdot)$ in Lemma 2.2 can be written as

$$
\begin{aligned}
x(t)= & \int_{0}^{t} \frac{(t-s)^{q-1}}{\Gamma(q)} f(s) d s+\frac{\alpha}{\Lambda} \frac{\left(v_{4}-t v_{3}\right)}{\Gamma(q)} \int_{0}^{\zeta}(\zeta-s)^{p+q-1} f(s) d s \\
& +\frac{\beta\left(v_{2}+t v_{1}\right)}{\Lambda} \frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}}\left(\frac{1}{\Gamma(q)} \int_{0}^{s}(s-u)^{q-1} f(u) d u\right) d s \\
& -\frac{1}{\Lambda}\left(v_{2}+t v_{1}\right) \int_{0}^{T} \frac{(T-s)^{q-1}}{\Gamma(q)} f(s) d s \\
= & \frac{1}{\Gamma(q)} \int_{0}^{t}(t-s)^{q-1} f(s) d s+\frac{\alpha}{\Lambda} \frac{\left(v_{4}-t v_{3}\right)}{\Gamma(q)} \int_{0}^{\zeta}(\zeta-s)^{p+q-1} f(s) d s \\
& +\frac{\beta\left(v_{2}+t v_{1}\right)}{\Lambda \Gamma(q)} \frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{\xi}\left(\int_{u}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}}(s-u)^{q-1} d s\right) f(u) d u \\
= & \quad \int_{0}^{T} G_{1}(t, s) f(s) d s
\end{aligned}
$$

where

$$
\begin{aligned}
G_{1}(t, u)= & \frac{(t-u)^{q-1}}{\Gamma(q)} \chi_{[0, t]}(u)+\frac{\alpha}{\Lambda} \frac{\left(v_{4}-t v_{3}\right)}{\Gamma(q)}(\zeta-u)^{p+q-1} \chi_{[0, \zeta]}(u) \\
& +\frac{\beta\left(v_{2}+t v_{1}\right)}{\Lambda \Gamma(q)} \frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{u}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}}(s-u)^{q-1} d s \chi_{[0, \xi]}(u)-\frac{v_{2}+t v_{1}}{\Lambda \Gamma(q)}(T-u)^{q-1}
\end{aligned}
$$

$\chi_{S}(\cdot)$ denotes the characteristic function of the set $S$.
Using the fact that $q>1$ and taking into account Lemma 2.1, one has

$$
\begin{aligned}
\frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{u}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}} & (s-u)^{q-1} d s \\
& \leq \frac{\eta \xi^{-\eta(\delta+\gamma)}}{\Gamma(\delta)} \int_{0}^{\xi} \frac{s^{\eta \gamma+\eta-1}}{\left(\xi^{\eta}-s^{\eta}\right)^{1-\delta}} s^{q-1} d s=\frac{\xi^{q-1} \Gamma\left(\gamma+\frac{q-1}{\eta}+1\right)}{\Gamma\left(\gamma+\frac{q-1}{\eta}+\delta+1\right)} .
\end{aligned}
$$

Therefore, for any $t, u \in I$,

$$
\begin{aligned}
\left|G_{1}(t, u)\right| \leq \frac{T^{q-1}}{\Gamma(q)}+ & \frac{|\alpha|\left(\left|v_{4}\right|+T\left|v_{3}\right|\right) \zeta^{p+q-1}}{|\Lambda| \Gamma(q)} \\
& +\frac{|\beta|\left(\left|v_{2}\right|+T\left|v_{1}\right|\right)}{|\Lambda| \Gamma(q)} \frac{\xi^{q-1} \Gamma\left(\gamma+\frac{q-1}{\eta}+1\right)}{\Gamma\left(\gamma+\frac{q-1}{\eta}+\delta+1\right)}+\frac{\left(\left|v_{2}\right|+T\left|v_{1}\right|\right) T^{q-1}}{|\Lambda| \Gamma(q)}=: K_{1} .
\end{aligned}
$$

By definition, a function $x(\cdot) \in C^{2}(I, \mathbb{R})$ is called a solution of problem (1.3), (1.4) if there exists $f(.) \in L^{1}(I, \mathbb{R})$ such that $f(t) \in F(t, x(t), V(x)(t))$ a.e. $(I), D_{c}^{q} x(t)=f(t)$ a.e. (I) and conditions (1.4) are satisfied.

Lemma $2.4([1])$. For $f(\cdot) \in A C(I, \mathbb{R}), x(\cdot) \in C^{2}(I, \mathbb{R})$ is a solution of the problem

$$
D_{c} x(t)=f(t) \text { a.e. }(I)
$$

with the boundary conditions (1.4) if and only if

$$
x(t)=J^{q} f(t)-\frac{t^{q-1}}{\Lambda}\left(\alpha J^{q} f(t)-\sum_{i=1}^{m} \beta_{i} I_{\eta_{i}}^{\gamma_{i}, \delta_{i}} J^{q} f\left(\xi_{i}\right)\right)
$$

where

$$
\Lambda=\alpha T^{q-1}-\sum_{i=1}^{m} \frac{\beta_{1} \xi_{i}^{q-1} \Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+1\right)}{\Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+\delta_{i}+1\right)} \neq 0
$$

Remark 2.5. The solution $x(\cdot)$ in Lemma 2.4 can be written as $x(t)=\int_{0}^{T} G_{2}(t, s) f(s) d s$, where

$$
\begin{aligned}
G_{2}(t, u)=\frac{(t-u)^{q-1}}{\Gamma(q)} \chi_{[0, t]}(u) & -\frac{\alpha t^{q-1}}{\Lambda \Gamma(q)}(t-u)^{q-1} \chi_{[0, t]}(u) \\
& +\sum_{i=1}^{m} \frac{\beta_{i} t^{q-1}}{\Lambda \Gamma(q)} \frac{\eta_{i} \xi_{i}^{-\eta_{i}\left(\delta_{i}+\gamma_{i}\right)}}{\Gamma\left(\delta_{i}\right)} \int_{u}^{\xi_{i}} \frac{s^{\eta_{i} \gamma_{i}+\eta_{i}-1}}{\left(\xi_{i}^{\eta_{i}}-s^{\eta_{i}}\right)^{1-\delta_{i}}}(s-u)^{q-1} d s \chi_{\left[0, \xi_{i}\right]}(u) .
\end{aligned}
$$

As in Remark 2.3, for $i=1,2, \ldots, m$, one has

$$
\frac{\eta_{i} \xi_{i}^{-\eta_{i}\left(\delta_{i}+\gamma_{i}\right)}}{\Gamma\left(\delta_{i}\right)} \int_{u}^{\xi_{i}} \frac{s^{\eta_{i} \gamma_{i}+\eta_{i}-1}}{\left(\xi_{i}^{\eta_{i}}-s^{\eta_{i}}\right)^{1-\delta_{i}}}(s-u)^{q-1} d s \leq \frac{\xi_{i}^{q-1} \Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+1\right)}{\Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+\delta_{i}+1\right)}
$$

and thus, for any $t, u \in I$,

$$
\left|G_{2}(t, u)\right| \leq \frac{T^{q-1}}{\Gamma(q)}+\frac{T^{q-1}}{|\Lambda| \Gamma(q)}\left[|\alpha| T^{q-1}+\sum_{i=1}^{m} \frac{\left|\beta_{i}\right| \xi_{i}^{q-1} \Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+1\right)}{\Gamma\left(\gamma_{i}+\frac{q-1}{\eta_{i}}+\delta_{i}+1\right)}\right]=: K_{2} .
$$

## 3 The main results

First, we recall a selection result (see [4]) which is a version of the celebrated Kuratowski and RyllNardzewski selection theorem.

Lemma 3.1. Suppose $X$ is a separable Banach space, $B$ is the closed unit ball in $X, H: I \rightarrow \mathcal{P}(X)$ is a set-valued map with nonempty closed values and $g: I \rightarrow X, L: I \rightarrow \mathbb{R}_{+}$are measurable functions. If

$$
H(t) \cap(g(t)+L(t) B) \neq \varnothing \text { a.e. }(I)
$$

then the set-valued map $t \rightarrow H(t) \cap(g(t)+L(t) B)$ has a measurable selection.
In order to prove our results, we need the following hypotheses.

## Hypothesis 3.2.

(i) $F(\cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ has nonempty closed values and is $\mathcal{L}(I) \otimes \mathcal{B}(\mathbb{R} \times \mathbb{R})$ measurable.
(ii) There exists $L(\cdot) \in L^{1}(I,(0, \infty))$ such that, for almost all $t \in I, F(t, \cdot, \cdot)$ is $L(t)$-Lipschitz in the sense that

$$
d_{H}\left(F\left(t, x_{1}, y_{1}\right), F\left(t, x_{2}, y_{2}\right)\right) \leq L(t)\left(\left|x_{1}-x_{2}\right|+\left|y_{1}-y_{2}\right|\right) \forall x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}
$$

(iii) $k(\cdot, \cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is a function such that $\forall x \in \mathbb{R},(t, s) \rightarrow k(t, s, x)$ is measurable.
(iv) $|k(t, s, x)-k(t, s, y)| \leq L(t)|x-y|$ a.e. $(t, s) \in I \times I, \forall x, y \in \mathbb{R}$.

Next, we use the notation

$$
M(t):=L(t)\left(1+\int_{0}^{t} L(u) d u\right), \quad t \in I, \quad K_{0}=\int_{0}^{T} M(t) d t .
$$

Theorem 3.3. Assume that Hypothesis 3.2 is satisfied and $K_{1} K_{0}<1$. Let $y(\cdot) \in C^{2}(I, \mathbb{R})$ be such that $y(0)=\alpha J^{p} y(\zeta), y(T)=\beta I_{\eta}^{\gamma, \delta} y(\xi)$ and there exist $p(\cdot) \in L^{1}\left(I, \mathbb{R}_{+}\right)$with

$$
d\left(D_{c}^{q} y(t), F(t, y(t), V(y)(t))\right) \leq p(t) \text { a.e. }(I)
$$

Then there exists a solution $x(\cdot): I \rightarrow \mathbb{R}$ of problem (1.1), (1.2) satisfying for all $t \in I$ the inequality

$$
|x(t)-y(t)| \leq \frac{K_{1}}{1-K_{1} K_{0}}\|p(\cdot)\|_{1}
$$

Proof. The set-valued map $t \rightarrow F(t, y(t), V(y)(t))$ is measurable with closed values and

$$
F(t, y(t), V(y)(t)) \cap\left\{D_{c}^{q} y(t)+p(t)[-1,1]\right\} \neq \varnothing \text { a.e. }(I)
$$

It follows from Lemma 3.1 that there exists a measurable selection $f_{1}(t) \in F(t, y(t), V(y)(t))$ a.e. $(I)$ such that

$$
\begin{equation*}
\left|f_{1}(t)-D_{c}^{q} y(t)\right| \leq p(t) \text { a.e. }(I) \tag{3.1}
\end{equation*}
$$

Define $x_{1}(t)=\int_{0}^{T} G_{1}(t, s) f_{1}(s) d s$. One has

$$
\left|x_{1}(t)-y(t)\right| \leq M_{1} \int_{0}^{T} p(t) d t
$$

We construct two sequences $x_{n}(\cdot) \in C(I, \mathbb{R}), f_{n}(\cdot) \in L^{1}(I, \mathbb{R}), n \geq 1$, with the following properties:

$$
\begin{align*}
& x_{n}(t)=\int_{0}^{T} G_{1}(t, s) f_{n}(s) d s, \quad t \in I  \tag{3.2}\\
& f_{n}(t) \in F\left(t, x_{n-1}(t), V\left(x_{n-1}\right)(t)\right) \quad \text { a.e. }(I)  \tag{3.3}\\
&\left|f_{n+1}(t)-f_{n}(t)\right| \leq L(t)\left(\left|x_{n}(t)-x_{n-1}(t)\right|+\int_{0}^{t} L(s)\left|x_{n}(s)-x_{n-1}(s)\right| d s\right) \text { a.e. }(I) \tag{3.4}
\end{align*}
$$

If this is done, then from (3.1)-(3.4) for almost all $t \in I$ we have

$$
\left|x_{n+1}(t)-x_{n}(t)\right| \leq K_{1}\left(K_{1} K_{0}\right)^{n} \int_{0}^{T} p(t) d t \forall n \in \mathbf{N}
$$

Indeed, assume that the last inequality is true for $n-1$ and we prove it for $n$. One has

$$
\begin{aligned}
\left|x_{n+1}(t)-x_{n}(t)\right| & \leq \int_{0}^{T}\left|G_{1}\left(t, t_{1}\right)\right|\left|f_{n+1}\left(t_{1}\right)-f_{n}\left(t_{1}\right)\right| d t_{1} \\
& \leq K_{1} \int_{0}^{T} L\left(t_{1}\right)\left[\left|x_{n}\left(t_{1}\right)-x_{n-1}\left(t_{1}\right)\right|+\int_{0}^{t_{1}} L(s)\left|x_{n}(s)-x_{n-1}(s)\right| d s\right] d t_{1} \\
& \leq K_{1} \int_{0}^{T} L\left(t_{1}\right)\left(1+\int_{0}^{t_{1}} L(s) d s\right) d t_{1} \cdot K_{1}^{n} K_{0}^{n-1} \int_{0}^{T} p(t) d t \\
& =K_{1}\left(K_{1} K_{0}\right)^{n} \int_{0}^{T} p(t) d t
\end{aligned}
$$

Therefore, $\left\{x_{n}(\cdot)\right\}$ is a Cauchy sequence in the Banach space $C(I, \mathbb{R})$ converging uniformly to some $x(\cdot) \in C(I, \mathbb{R})$. Hence, by (3.4), for almost all $t \in I$, the sequence $\left\{f_{n}(t)\right\}$ is Cauchy sequence in $\mathbb{R}$. Let $f(\cdot)$ be the pointwise limit of $f_{n}(\cdot)$.

At the same time, one has

$$
\begin{align*}
\left|x_{n}(t)-y(t)\right| & \leq\left|x_{1}(t)-y(t)\right|+\sum_{i=1}^{n-1}\left|x_{i+1}(t)-x_{i}(t)\right| \\
& \leq M_{1} \int_{0}^{T} p(t) d t+\sum_{i=1}^{n-1}\left(K_{1} \int_{0}^{T} p(t) d t\right)\left(K_{1} K_{0}\right)^{i}=\frac{K_{1} \int_{0}^{T} p(t) d t}{1-K_{1} K_{0}} . \tag{3.5}
\end{align*}
$$

On the other hand, from (3.1), (3.4) and (3.5) for almost all $t \in I$ we obtain

$$
\left|f_{n}(t)-D_{c}^{q} y(t)\right| \leq \sum_{i=1}^{n-1}\left|f_{i+1}(t)-f_{i}(t)\right|+\left|f_{1}(t)-D_{c}^{q} y(t)\right| \leq L(t) \frac{K_{1} \int_{0}^{T} p(t) d t}{1-K_{1} K_{0}}+p(t)
$$

Hence the sequence $f_{n}(\cdot)$ is integrably bounded and therefore $f(\cdot) \in L^{1}(I, \mathbb{R})$.
Using Lebesgue's dominated convergence theorem and taking the limit in (3.2), (3.3), we deduce that $x(\cdot)$ is a solution of (1.1), (1.2). Finally, passing to the limit in (3.5), we obtain the desired estimate on $x(\cdot)$.

It remains to construct the sequences $x_{n}(\cdot), f_{n}(\cdot)$ with the properties in (3.2)-(3.4). The construction will be done by induction.

Since the first step is already realized, assume that for some $N>1$ we have already constructed $x_{n}(\cdot) \in C(I, \mathbb{R})$ and $f_{n}(\cdot) \in L^{1}(I, \mathbb{R}), n=1,2, \ldots, N$, satisfying (3.2), (3.4) for $n=1,2, \ldots, N$ and (3.3) for $n=1,2, \ldots, N-1$. The set-valued map $t \rightarrow F\left(t, x_{N}(t), V\left(x_{N}\right)(t)\right)$ is measurable. Moreover, the map

$$
t \longrightarrow L(t)\left(\left|x_{N}(t)-x_{N-1}(t)\right|+\int_{0}^{t} L(s)\left|x_{N}(s)-x_{N-1}(s)\right| d s\right)
$$

is measurable. By the lipschitzianity of $F(t, \cdot)$ for almost all $t \in I$ we have
$F\left(t, x_{N}(t), V\left(x_{N}\right)(t)\right) \cap\left\{f_{N}(t)+L(t)\left(\left|x_{N}(t)-x_{N-1}(t)\right|+\int_{0}^{t} L(s)\left|x_{N}(s)-x_{N-1}(s)\right| d s\right)[-1,1]\right\} \neq \varnothing$.
Lemma 3.1 yields that there exists a measurable selection $f_{N+1}(\cdot)$ of $F\left(\cdot, x_{N}(\cdot), V\left(x_{N}\right)(\cdot)\right)$ such that for almost all $t \in I$,

$$
\left|f_{N+1}(t)-f_{N}(t)\right| \leq L(t)\left(\left|x_{N}(t)-x_{N-1}(t)\right|+\int_{0}^{t} L(s)\left|x_{N}(s)-x_{N-1}(s)\right| d s\right)
$$

We define $x_{N+1}(\cdot)$ as in (3.2) with $n=N+1$. Thus $f_{N+1}(\cdot)$ satisfies (3.3) and (3.4) and the proof is complete.

The assumption in Theorem 3.3 is satisfied, in particular, for $y(\cdot)=0$ and therefore with $p(\cdot)=$ $L(\cdot)$. We obtain the following consequence of Theorem 3.3.

Corollary 3.4. Assume that Hypothesis 3.2 is satisfied, $d\left(0, F(t, 0,0) \leq L(t)\right.$ a.e. (I) and $K_{1} K_{0}<1$. Then there exists a solution $x(\cdot)$ of problem (1.1), (1.2) satisfying for all $t \in I$, the inequality

$$
|x(t)| \leq \frac{K_{1}}{1-K_{1} K_{0}}\|L(\cdot)\|_{1}
$$

Example 3.5. Consider

$$
\begin{gathered}
q=\frac{3}{2}, \quad T=1, \quad \alpha=\frac{6}{13}, \quad p=\frac{1}{2}, \quad \zeta=\frac{1}{4} \\
\beta=\frac{\sqrt{7}}{9}, \quad \gamma=\frac{3}{4}, \quad \delta=\frac{\sqrt{7}}{5}, \quad \eta=\frac{1}{6}, \quad \xi=\frac{3}{4}
\end{gathered}
$$

Denote by $K_{1}^{0}$ the corresponding estimate of $G_{1}(\cdot, \cdot)$ in Remark 2.3 and take $a \in\left(0,-1+\sqrt{1+\frac{2}{K_{1}^{0}}}\right)$.
Define $F(\cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ by

$$
F(t, x, y)=\left[-a \frac{|x|}{1+|x|}, 0\right] \cup\left[0, a \frac{|y|}{1+|y|}\right]
$$

and $k(\cdot, \cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ by $k(t, s, x)=a x$.
Since

$$
\begin{aligned}
\sup \{|u|: u \in F(t, x, y)\} & \leq a \forall t \in[0,1], x, y \in \mathbb{R} \\
\mathrm{~d}_{H}\left(F\left(t, x_{1}, y_{1}\right), F\left(t, x_{2}, y_{2}\right)\right) & \leq a\left|x_{1}-x_{2}\right|+a\left|y_{1}-y_{2}\right| \forall x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R}
\end{aligned}
$$

in this case $p(t) \equiv L(t) \equiv a, M(t)=a(1+a t)$ and $K_{0}=a+\frac{a^{2}}{2}$.

According to the choice of $a$, we are able to apply Corollary 3.4 in order to deduce the existence of a solution of the problem

$$
\begin{gathered}
D_{c}^{\frac{3}{2}} x(t) \in\left[-a \frac{|x(t)|}{1+|x(t)|}, 0\right] \cup\left[0, a^{2} \frac{\left|\int_{0}^{t} x(s) d s\right|}{1+a\left|\int_{0}^{t} x(s) d s\right|}\right] \\
x(0)=\frac{6}{13} J^{\frac{1}{2}} x\left(\frac{1}{4}\right), \quad x(1)=\frac{\sqrt{7}}{9} I_{\frac{3}{6}}^{\frac{3}{6}}, \frac{\sqrt{7}}{5} x\left(\frac{3}{4}\right)
\end{gathered}
$$

that satisfies

$$
|x(t)| \leq \frac{K_{1}^{0} a}{1-\left(a+\frac{a^{2}}{2}\right) K_{1}^{0}} \quad \forall t \in[0,1] .
$$

If $F$ does not depend on the last variable, Hypothesis 3.2 becames

## Hypothesis 3.6.

(i) $F(\cdot, \cdot): I \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ has nonempty closed values and is $\mathcal{L}(I) \otimes \mathcal{B}(\mathbb{R})$ measurable.
(ii) There exists $L(\cdot) \in L^{1}(I,(0, \infty))$ such that for almost all $t \in I, F(t, \cdot)$ is $L(t)$-Lipschitz in the sense that

$$
d_{H}\left(F\left(t, x_{1}\right), F\left(t, x_{2}\right)\right) \leq L(t)\left|x_{1}-x_{2}\right| \forall x_{1}, x_{2} \in \mathbb{R}
$$

Denote $L_{0}=\int_{0}^{T} L(t) d t$.
Corollary 3.7. Assume that Hypothesis 3.6 is satisfied, $d\left(0, F(t, 0) \leq L(t)\right.$ a.e. (I) and $K_{1} L_{0}<1$. Then there exists a solution $x(\cdot)$ of the fractional differential inclusion

$$
D_{c}^{q} x(t) \in F(t, x(t)) \text { a.e. }(I)
$$

with the boundary conditions (1.2) satisfying for all $t \in I$

$$
\begin{equation*}
|x(t)| \leq \frac{K_{1} L_{0}}{1-K_{1} L_{0}} \tag{3.6}
\end{equation*}
$$

Remark 3.8. If $F(\cdot, \cdot)$ is a single-valued map, the fractional differential inclusion reduces to the fractional differential equation

$$
D_{c}^{q} x(t)=f(t, x(t)) \text { a.e. }(I)
$$

In this case, a similar result to the one in Corollary 3.7 may be found in [2], namely, Theorem 3.1. It is assumed that the Lipschitz constant of $f(t, \cdot)$ does not depend on $t$ and its proof is done by using the Banach fixed point theorem. Therefore, our Corollary 3.7 extends Theorem 3.1 in [2] to the situation when the Lipschitz constant of $f(t, \cdot)$ depends on $t$ and to the set-valued framework. Moreover, Corollary 3.7 provides a priori bounds for the solution, as in (3.6).

The proof of the next theorem is similar to that of Theorem 3.3.
Theorem 3.9. Assume that Hypothesis 3.2 is satisfied and $K_{2} K_{0}<1$. Let $y(\cdot) \in C^{2}(I, \mathbb{R})$ be such that $y(0)=0, \alpha y(T)=\sum_{i=1}^{m} \beta_{i} I_{\eta_{i}}^{\gamma_{i}, \delta_{i}} y\left(\xi_{i}\right)$ and let there exist $p(\cdot) \in L^{1}(I, \mathbb{R})$ with

$$
d\left(D^{q} y(t), F(t, y(t, V(y)(t)))\right) \leq p(t) \text { a.e. }(I)
$$

Then there exists a solution $x(\cdot): I \rightarrow \mathbb{R}$ of problem (1.3), (1.4) satisfying for all $t \in I$

$$
|x(t)-y(t)| \leq \frac{K_{2}}{1-K_{2} K_{0}}\|p(\cdot)\|_{1}
$$

Example 3.10. Consider

$$
\begin{gathered}
q=\frac{3}{2}, T=5, m=3, \alpha=\frac{2}{3}, \beta_{1}=\frac{e}{2}, \quad \beta_{2}=\frac{\pi}{3}, \quad \beta_{3}=\frac{\sqrt{\pi}}{6}, \\
\eta_{1}=\frac{\sqrt{3}}{5}, \eta_{2}=\frac{\sqrt{2}}{5}, \eta_{3}=\frac{e}{3}, \gamma_{1}=\frac{5}{3}, \gamma_{2}=\frac{2}{9}, \gamma_{3}=\frac{\sqrt{e}}{2}, \\
\quad \delta_{1}=\frac{3}{7}, \quad \delta_{2}=\frac{\sqrt{3}}{8}, \quad \delta_{3}=\frac{e^{2}}{4}, \xi_{1}=\frac{4}{3}, \quad \xi_{2}=\frac{3}{2}, \xi_{3}=\frac{2}{7} .
\end{gathered}
$$

Denote by $K_{2}^{0}$ the corresponding estimate of $G_{2}(\cdot, \cdot)$ in Remark 2.5 and take $a \in\left(0, \frac{1}{5}(-1+\right.$ $\left.\sqrt{1+\frac{2}{K_{2}^{0}}}\right)$.

Define $F(\cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ by

$$
F(t, x, y)=\left[-a \frac{|x|}{1+|x|}, 0\right] \cup\left[0, a \frac{|y|}{1+|y|}\right]
$$

and $k(\cdot, \cdot, \cdot): I \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ by $k(t, s, x)=a x$.
As above,

$$
\begin{gathered}
\sup \{|u|: u \in F(t, x, y)\} \leq a \forall t \in[0,1], \quad x, y \in \mathbb{R}, \\
\mathrm{~d}_{H}\left(F\left(t, x_{1}, y_{1}\right), F\left(t, x_{2}, y_{2}\right)\right) \leq a\left|x_{1}-x_{2}\right|+a\left|y_{1}-y_{2}\right| \forall x_{1}, x_{2}, y_{1}, y_{2} \in \mathbb{R},
\end{gathered}
$$

and, therefore, $p(t) \equiv L(t) \equiv a, M(t)=a(1+a t)$ and $K_{0}=5 a+\frac{25 a^{2}}{2}$.
Taking into account the choice of $a$, we can apply Theorem 3.9 with $y(\cdot)=0$ and deduce the existence of a solution of the problem

$$
\begin{aligned}
& D^{\frac{3}{2}} x(t) \in\left[-a \frac{|x(t)|}{1+|x(t)|}, 0\right] \cup\left[0, a^{2} \frac{\left|\int_{0}^{t} x(s) d s\right|}{1+a\left|\int_{0}^{t} x(s) d s\right|}\right], \\
& x(0)=0, \quad \frac{2}{3} x(5)=\frac{e}{2} I_{\frac{5}{5} \frac{\sqrt{3}}{5}, \frac{3}{3}} x\left(\frac{4}{3}\right)+\frac{\pi}{3} I_{\frac{2}{5}}^{\frac{2}{5}, \frac{\sqrt{3}}{8}} x\left(\frac{3}{2}\right)+\frac{\sqrt{\pi}}{6} I_{\frac{e^{2}}{3}}^{\frac{\sqrt{2}}{2}, \frac{e^{2}}{4}} x\left(\frac{2}{7}\right)
\end{aligned}
$$

that satisfies

$$
|x(t)| \leq \frac{5 K_{2}^{0} a}{1-\left(5 a+\frac{25 a^{2}}{2}\right) K_{2}^{0}} \forall t \in[0,5] .
$$

Remark 3.11. If $F(\because \cdot \cdot, \cdot)$ does not depend on the last variable and $y(\cdot)=0$, similar results to the one in Theorem 3.9 can be found in [1], namely, Theorem 3.1 and Theorem 4.2. Even if our hypothesis concerning the set-valued map is weaker than in [1] (in Theorem 3.1 of [1] it is assumed that $F$ has the approximate end point property and in Theorem 4.2 of $[1]$ it is assumed that $F$ is a generalized contraction), our approach does not require for the values of $F$ to be compact as in [1] and also provides a priori bounds for solutions.
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INTERACTION PROBLEMS OF ACOUSTIC WAVES AND ELECTRO-MAGNETO-ELASTIC STRUCTURES


#### Abstract

In the paper, is consider a three-dimensional model of fluid-solid acoustic interaction when an electro-magneto-elastic body occupying a bounded region $\Omega^{+}$is embedded in an unbounded fluid domain $\Omega^{-}=\mathbb{R}^{3} \backslash \overline{\Omega^{+}}$. In this case in the domain $\Omega^{+}$is a five-dimensional electro-magneto-elastic field (the displacement vector with three components, electric potential and magnetic potential), while in the unbounded domain $\Omega^{-}$is a scalar acoustic pressure field. The physical kinematic and dynamic relations mathematically are described by appropriate boundary and transmission conditions. In the paper, less restrictions are considered on matrix differential operator of electro-magneto-elasticity and asymptotic classes are introduced. In particular, corresponding characteristic polynomial of the matrix differential operator can have multiple real zeros. With the help of the potential method and theory of pseudodifferential equations, for above mentioned fluid-solid acoustic interaction mathematical problems the uniqueness and existence theorems are proved in Sobolev-Slobodetskii spaces.
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## 1 Formulation of the problems

### 1.1 Introduction

Interaction problems of different dimensional fields of this type appear in mathematical models of electro-magneto transducers. Further examples of similar models are related to phased array microphones, ultrasound equipment, inkjet droplet actuators, sonar transducers, bioimaging, immunochemistry, and acousto-biotherapeutics (see [38, 39]).

Due to the rapidly increasing use of composite materials in modern industrial and technological processes on the one hand, and in biology and medicine on the other hand, mathematical modeling related to complex composite structures and their mathematical analysis became very important from the theoretical and practical points of view in recent years.

The Dirichlet, Neumann and mixed type interaction problems of acoustic waves and piezoelectric structures are studied in [9, 11, 12].

Similar interaction problems for the classical model of elasticity has been investigated by a number of authors. An exhaustive information concerning theoretical and numerical results, for the case when the both interacting media are isotropic, can be found in $[1-4,15,17,19,26,27,31]$. The cases when the elastic body is homogeneous and anisotropic, and the fluid is isotropic, has been considered in [25,35,36]. In this case, one has a three-dimensional elastic field, the displacement vector with three components in the bounded domain $\Omega^{+}$, and a scalar pressure field in the unbounded domain $\Omega^{-}$.

In our case, in the domain $\Omega^{+}$we have an additional electric and magnetic fields which essentially complicate the investigation of the transmission problems in question. In contrast to the classical elasticity, the differential operator of electro-magneto-elasticity is not self-adjoint and is not positivedefinite.

We consider less restrictions on the matrix differential operator of electro-magneto-elasticity by introducing asymptotic classes $M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$, where $\mathbf{P}$ is determinant of the electro-magneto-elasticity matrix operator, in particular, we allow for the corresponding characteristic polynomial of the matrix differential operator to have multiple real zeros. This class is generalization of the SommerfeldKupradze class.

We investigate the above problems with the use of the boundary integral equations method and the theory of pseudodifferential equations on manifolds and prove the existence and uniqueness theorems in Sobolev-Slobodetskii spaces.

### 1.2 Piezoelectric field

Let $\Omega^{+}$be a bounded three-dimensional domain in $\mathbb{R}^{3}$ with a compact $C^{\infty}$-smooth boundary $S=\partial \Omega^{+}$ and let $\Omega^{-}:=\mathbb{R}^{3} \backslash \overline{\Omega^{+}}$. Assume that the domain $\Omega^{+}$is filled with an anisotropic homogeneous piezoelectro-magnetic material.

The basic equations of steady state oscillations of piezoelectro-magneticity for anisotropic homogeneous media are written as follows:

$$
\begin{aligned}
c_{i j k l} \partial_{i} \partial_{l} u_{k}+ & \rho_{1} \omega^{2} \delta_{j k} u_{k}+e_{l i j} \partial_{l} \partial_{i} \varphi+q_{l i j} \partial_{i} \partial_{l} \psi+F_{j}=0, \quad j=1,2,3, \\
& -e_{i k l} \partial_{i} \partial_{l} u_{k}+\varepsilon_{i l} \partial_{i} \partial_{l} \varphi+a_{i l} \partial_{i} \partial_{l} \psi+F_{4}=0 \\
& -q_{i k l} \partial_{i} \partial_{l} u_{k}+a_{i l} \partial_{i} \partial_{l} \varphi+\mu_{i l} \partial_{i} \partial_{l} \psi+F_{5}=0
\end{aligned}
$$

or in the matrix form

$$
A(\partial, \omega) U+F=0 \text { in } \Omega^{+}
$$

where $U=(u, \varphi, \psi)^{\top}, u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}$ is the displacement vector, $\varphi=u_{4}$ is the electric potential, $\psi=u_{5}$ is the magnetic potential and $F=\left(F_{1}, F_{2}, F_{3}, F_{4}, F_{5}\right)^{\top}$ is a given vector-function. The threedimensional vector $\left(F_{1}, F_{2}, F_{3}\right)$ is the mass force density, while $-F_{4}$ is the electric charge density, $-F_{5}$
is the electric current density, and $A(\partial, \omega)$ is the matrix differential operator,

$$
\begin{gather*}
A(\partial, \omega)=\left[A_{j k}(\partial, \omega)\right]_{5 \times 5},  \tag{1.1}\\
A_{j k}(\partial, \omega)=c_{i j k l} \partial_{i} \partial_{l}+\rho_{1} \omega^{2} \delta_{j k}, \quad A_{j 4}(\partial, \omega)=e_{l i j} \partial_{l} \partial_{i}, \quad A_{j 5}(\partial, \omega)=q_{l i j} \partial_{l} \partial_{i}, \\
A_{4 k}(\partial, \omega)=-e_{i k l} \partial_{i} \partial_{l}, \quad A_{44}(\partial, \omega)=\varepsilon_{i l} \partial_{i} \partial_{l}, \quad A_{45}(\partial, \omega)=a_{i l} \partial_{i} \partial_{l}, \\
A_{5 k}(\partial, \omega)=-q_{i k l} \partial_{i} \partial_{l}, \quad A_{54}(\partial, \omega)=a_{i l} \partial_{i} \partial_{l}, \quad A_{55}(\partial, \omega)=\mu_{i l} \partial_{i} \partial_{l},
\end{gather*}
$$

$j, k=1,2,3$, where $\omega \in \mathbb{R}$ is a frequency parameter, $\rho_{1}$ is the density of the piezoelectro-magnetic material, $c_{i j l k}, e_{i k l}, q_{i k l}, \varepsilon_{i l}, \mu_{i l}, a_{i l}$ are elastic, piezoelectric, piezomagnetic, dielectric, magnetic permeability and electromagnetic coupling constants, respectively, $\delta_{j k}$ is the Kronecker symbol and summation over repeated indices is meant from 1 to 3 , if not stated otherwise. These constants satisfy the standard symmetry conditions

$$
c_{i j k l}=c_{j i k l}=c_{k l i j}, \quad e_{i j k}=e_{i k j}, \quad q_{i j k}=q_{i k j}, \quad \varepsilon_{i j}=\varepsilon_{j i}, \quad \mu_{j k}=\mu_{k j}, \quad a_{j k}=a_{k j}, \quad i, j, k, l=1,2,3
$$

Moreover, from physical considerations related to positiveness of the internal energy, it follows that the quadratic forms $c_{i j k l} \xi_{i j} \xi_{k l}$ and $\varepsilon_{i j} \eta_{i} \eta_{j}$ are positive definite:

$$
\begin{gather*}
c_{i j k l} \xi_{i j} \xi_{k l} \geq c_{0} \xi_{i j} \xi_{i j} \forall \xi_{i j}=\xi_{j i} \in \mathbb{R}  \tag{1.2}\\
\varepsilon_{i j} \eta_{i} \eta_{j} \geq c_{2}|\eta|^{2}, \quad q_{i j} \eta_{i} \eta_{j} \geq c_{3}|\eta|^{2}, \quad \mu_{i j} \eta_{i} \eta_{j} \geq c_{1}|\eta|^{2} \forall \eta=\left(\eta_{1}, \eta_{2}, \eta_{3}\right) \in \mathbb{R}^{3} \tag{1.3}
\end{gather*}
$$

where $c_{0}, c_{1}, c_{2}$ and $c_{3}$ are positive constants.
More careful analysis related to the positive definiteness of the potential energy insures that the matrix

$$
\Lambda:=\left(\begin{array}{ll}
{\left[\varepsilon_{k j}\right]_{3 \times 3}} & {\left[a_{k j}\right]_{3 \times 3}} \\
{\left[a_{k j}\right]_{3 \times 3}} & {\left[\mu_{k j}\right]_{3 \times 3}}
\end{array}\right)_{6 \times 6}
$$

is positive definite, i.e.,

$$
\begin{equation*}
\varepsilon_{k j} \zeta_{k}^{\prime} \overline{\zeta_{j}^{\prime}}+a_{k j}\left(\zeta_{k}^{\prime} \overline{\zeta_{j}^{\prime \prime}}+\overline{\zeta_{k}^{\prime}} \zeta_{j}^{\prime \prime}\right)+\mu_{k j} \zeta_{k}^{\prime \prime} \overline{\zeta_{j}^{\prime \prime}} \geq c_{4}\left(\left|\zeta^{\prime}\right|^{2}+\left|\zeta^{\prime \prime}\right|^{2}\right) \forall \zeta^{\prime}, \zeta^{\prime \prime} \in \mathbb{C}^{3} \tag{1.4}
\end{equation*}
$$

where $c_{4}$ some positive constant.
The principal homogeneous symbol matrix of the operator $A(\partial, \omega)$ has the following form:

$$
A^{(0)}(\xi)=\left(\begin{array}{ccc}
{\left[-c_{i j l k} \xi_{i} \xi_{l}\right]_{3 \times 3}} & {\left[-e_{l i j} \xi_{l} \xi_{i}\right]_{3 \times 1}} & {\left[-q_{l i j} \xi_{l} \xi_{i}\right]_{3 \times 1}} \\
{\left[e_{i k l} \xi_{i} \xi_{l}\right]_{1 \times 3}} & -\varepsilon_{i l} \xi_{i} \xi_{l} & -a_{i l} \xi_{i} \xi_{l} \\
{\left[q_{i k l} \xi_{i} \xi_{l}\right]_{1 \times 3}} & -a_{i l} \xi_{i} \xi_{l} & -\mu_{i l} \xi_{i} \xi_{l}
\end{array}\right)_{5 \times 5}
$$

With the help of inequalities (1.2) and (1.3) it can be easily shown that

$$
-\operatorname{Re} A^{(0)}(\xi) \zeta \cdot \zeta \geq c|\zeta|^{2}|\xi|^{2} \forall \zeta \in \mathbb{C}^{4}, \quad \forall \xi \in \mathbb{R}^{3}, \quad c=\text { const }>0
$$

implying that $A(\partial, \omega)$ is a strongly elliptic, formally nonselfadjoint differential operator.
Here and in the sequel, $a \cdot b$ denotes the scalar product of two vectors $a, b \in \mathbb{C}^{N}, a \cdot b:=\sum_{k=1}^{N} a_{k} \bar{b}_{k}$.
In the theory of electro-magneto-elasticity, the components of the three-dimensional mechanical stress vector acting on a surface element with a normal $n=\left(n_{1}, n_{2}, n_{3}\right)$ have the form

$$
\sigma_{i j} n_{i}:=c_{i j l k} n_{i} \partial_{l} u_{k}+e_{l i j} n_{i} \partial_{l} \varphi+q_{l i j} n_{i} \partial_{l} \psi, \quad j=1,2,3
$$

while the normal component of the electric displacement vector $D=\left(D_{1}, D_{2}, D_{3}\right)^{\top}$ and the normal component of the magnetic induction vector $B=\left(B_{1}, B_{2}, B_{3}\right)^{\top}$ read as

$$
\begin{aligned}
& -D_{i} n_{i}=-e_{i k l} n_{i} \partial_{l} u_{k}+\varepsilon_{i l} n_{i} \partial_{l} \varphi+a_{i l} n_{i} \partial_{l} \psi \\
& -B_{i} n_{i}=-q_{i k l} n_{i} \partial_{l} u_{k}+a_{i l} n_{i} \partial_{l} \varphi+\mu_{i l} n_{i} \partial_{l} \psi
\end{aligned}
$$

Let us introduce the boundary matrix differential operator

$$
\begin{gathered}
T(\partial, n)=\left[T_{j k}(\partial, n)\right]_{5 \times 5} \\
T_{j k}(\partial, n)=c_{i j l k} n_{i} \partial_{l}, \quad T_{j 4}(\partial, n)=e_{l i j} n_{i} \partial_{l}, \\
T_{4 k}(\partial, n)=-q_{l i j} n_{i} \partial_{l} \\
T_{5 k}(\partial, n)=-e_{i k l} n_{i} \partial_{l}, \quad T_{44}(\partial, n)=\varepsilon_{i l} n_{i} \partial_{l}, \quad T_{45}(\partial, n)=a_{i l} n_{i} \partial_{l}, \\
T_{54}(\partial, n)=a_{i l} n_{i} \partial_{l}, \\
T_{55}(\partial, n)=\mu_{i l} n_{i} \partial_{l}
\end{gathered}
$$

$j, k=1,2,3$. For a vector $U=(u, \varphi, \psi)^{\top}$, we have

$$
\begin{equation*}
T(\partial, n) U=\left(\sigma_{1 j} n_{j}, \sigma_{2 j} n_{j}, \sigma_{3 j} n_{j},-D_{i} n_{i},-B_{i} n_{i}\right)^{\top} . \tag{1.5}
\end{equation*}
$$

The components of the vector $T U$ given by (1.5) have the following physical sense: the first three components correspond to the mechanical stress vector in the theory of electro-magneto-elasticity, while the fourth one is the normal component of the electric displacement vector and the fifth one is the normal component of the magnetic induction vector.

In Green's formulae, one also has the following boundary operator associated with the adjoint differential operator $A^{*}(\partial, \omega)=A^{\top}(-\partial, \omega)=A^{\top}(\partial, \omega)$,

$$
\widetilde{T}(\partial, n)=\left[\widetilde{T}_{j k}(\partial, n)\right]_{5 \times 5}
$$

where

$$
\begin{array}{cc}
\widetilde{T}_{j k}(\partial, n)=T_{j k}(\partial, n), & \widetilde{T}_{j 4}(\partial, n)=-T_{j 4}(\partial, n), \\
\widetilde{T}_{j k}(\partial, n)=-T_{4 k}(\partial, n), & \widetilde{T}_{44}(\partial, n)=T_{44}(\partial, n), \\
\widetilde{T}_{45}(\partial, n)=-T_{j 5}(\partial, n) \\
\widetilde{T}_{5 k}(\partial, n)=-T_{5 k}(\partial, n), & \widetilde{T}_{54}(\partial, n)=T_{54}(\partial, n), \\
\widetilde{T}_{55}(\partial, n)=T_{55}(\partial, n)
\end{array}
$$

$j, k=1,2,3$.

### 1.3 Green's formulae for electro-magneto-elastic vector fields

For arbitrary vector-functions $U=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)^{\top} \in\left[C^{2}\left(\overline{\Omega^{+}}\right)\right]^{5}$ and $V=\left(v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right)^{\top} \in$ $\left[C^{2}\left(\overline{\Omega^{+}}\right)\right]^{5}$, we have the following Green's formulae (see $[6]$ ):

$$
\begin{aligned}
\int_{\Omega^{+}}[A(\partial, \omega) U \cdot V+E(U, \bar{V})] d x & =\int_{S}\{T U\}^{+} \cdot\{V\}^{+} d S \\
\int_{\Omega^{+}}\left[A(\partial, \omega) U \cdot V-U \cdot A^{*}(\partial, \omega) V\right] d x & =\int_{S}\left[\{T U\}^{+} \cdot\{V\}^{+}-\{U\}^{+} \cdot\{\widetilde{T} V\}^{+}\right] d S
\end{aligned}
$$

where

$$
\begin{aligned}
& E(U, \bar{V})=c_{i j l k} \partial_{i} u_{j} \partial_{l} \bar{v}_{k}-\rho_{1} \omega^{2} u \cdot v+e_{l i j}\left(\partial_{l} u_{4} \partial_{i} \bar{v}_{j}-\partial_{i} u_{j} \partial_{l} \bar{v}_{4}\right) \\
&+q_{l i j}\left(\partial_{l} u_{5} \partial_{i} \bar{v}_{j}-\partial_{i} u_{j} \partial_{l} \bar{v}_{5}\right)+\varepsilon_{j l} \partial_{j} u_{4} \partial_{l} \bar{v}_{4}+a_{j l}\left(\partial_{l} u_{4} \partial_{j} \bar{v}_{5}-\partial_{j} u_{5} \partial_{l} \bar{v}_{4}\right)+\mu_{j l} \partial_{j} u_{5} \partial_{l} \bar{v}_{5}
\end{aligned}
$$

with $u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}$ and $v=\left(v_{1}, v_{2}, v_{3}\right)^{\top}$. The symbol $\{\cdot\}^{+}$denotes the one-sided limits (the trace operator) on $S$ from $\Omega^{+}$. Note that by the standard limiting procedure, the above Green's formulae can be generalized to the vector-functions $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and $V \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ with $A(\partial, \omega) U \in\left[L_{2}\left(\Omega^{+}\right)\right]^{5}$ and $A^{*}(\partial, \omega) V \in\left[L_{2}\left(\Omega^{+}\right)\right]^{5}$.

With the help of these Green's formulae, we can define a generalized trace vector $\{T(\partial, n) U\}^{+} \in$ $\left[H^{-1 / 2}(S)\right]^{5}$ for a function $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ with $A(\partial, \omega) U \in\left[L_{2}\left(\Omega^{+}\right)\right]^{5}$ :

$$
\left\langle\{T(\partial, n) U\}^{+},\{V\}^{+}\right\rangle_{S}:=\int_{\Omega^{+}}[A(\partial, \omega) U \cdot V+E(U, \bar{V})] d x
$$

where $V \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ is an arbitrary vector-function.

Here and in what follows, the symbol $\langle\cdot, \cdot\rangle_{S}$ denotes the duality between the mutually adjoint function spaces $\left[H^{-1 / 2}(S)\right]^{N}$ and $\left[H^{1 / 2}(S)\right]^{N}$, which extends the usual $L_{2}$ scalar product

$$
\langle f, g\rangle_{S}=\int_{S} \sum_{j=1}^{N} f_{j} \bar{g}_{j} d S \text { for } f, g \in\left[L_{2}(S)\right]^{N}
$$

### 1.4 Scalar acoustic pressure field and Green's formulae

We assume that the exterior domain $\Omega^{-}$is filled with a homogeneous isotropic inviscid fluid medium with the constant density $\rho_{2}$. Further, let the propagation of acoustic wave in $\Omega^{-}$be described by a complex-valued scalar function (scalar field) w, being a solution of the homogeneous Helmholtz equation

$$
\begin{equation*}
\Delta \mathrm{w}+\rho_{2} \omega^{2} \mathrm{w}=0 \text { in } \Omega^{-} \tag{1.6}
\end{equation*}
$$

where $\Delta=\sum_{j=1}^{3} \frac{\partial^{2}}{\partial x_{j}^{2}}$ is the Laplace operator and $\omega>0$. The function $\mathrm{w}(x)=P^{s c}(x)$ is the pressure of a scattered acoustic wave.

We say that a solution w to the Helmholtz equation (1.6) belongs to the class $\operatorname{Som}_{p}\left(\Omega^{-}\right), p=1,2$, if w satisfies the classical Sommerfeld radiation condition

$$
\begin{equation*}
\frac{\partial \mathrm{w}(x)}{\partial|x|}+i(-1)^{p} \sqrt{\rho_{2}} \omega \mathrm{w}(x)=O\left(|x|^{-2}\right) \text { as }|x| \rightarrow \infty \tag{1.7}
\end{equation*}
$$

Note that if a solution $w$ of the Helmholtz equation (1.6) in $\Omega^{-}$satisfies the Sommerfeld radiation condition (1.7), then (see 43])

$$
\mathrm{w}(x)=O\left(|x|^{-1}\right) \text { as }|x| \rightarrow \infty
$$

Let $\Omega$ be a domain in $\mathbb{R}^{3}$ with a compact simply connected boundary $\partial \Omega \in C^{\infty}$.
We denote by $H^{s}(\Omega)\left(H_{l o c}^{s}(\Omega)\right)$ and $H^{s}(\partial \Omega) s \in \mathbb{R}$, the $L_{2}$ based Sobolev-Slobodetskii (Bessel potential) spaces in $\Omega$ and on the closed manifold $\partial \Omega$.

Respectively, we denote by $H_{\text {comp }}^{s}(\Omega)$ the subspace of $H^{s}(\Omega)\left(H_{l o c}^{s}(\Omega)\right)$ consisting of functions with compact supports.

If $M$ is a smooth proper submanifold of a manifold $\partial \Omega$, then we denote by $\widetilde{H}^{s}(M)$ the following subspace of $H^{s}(\partial \Omega)$ :

$$
\widetilde{H}^{s}(M):=\left\{g: g \in H^{s}(\partial \Omega), \operatorname{supp} g \subset \bar{M}\right\}
$$

while $H^{s}(M)$ denotes the space of restrictions to $M$ of functions from $H^{s}(\partial \Omega)$,

$$
H^{s}(M):=\left\{r_{M} f: f \in H^{s}(\partial \Omega)\right\}
$$

where $r_{M}$ is the restriction operator to $M$.
Let $\mathrm{w}_{1} \in H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{p}\left(\Omega^{-}\right), p=1,2,, \Delta \mathrm{w}_{1} \in L_{2, l o c}\left(\Omega^{-}\right), \mathrm{w}_{2} \in H_{c o m p}^{1}\left(\overline{\Omega^{-}}\right)$, then the following Green's first formula holds:

$$
\begin{equation*}
\int_{\Omega^{-}}\left(\Delta+k^{2}\right) \mathrm{w}_{1} \overline{\mathrm{w}}_{2} d x+\int_{\Omega^{-}} \nabla \mathrm{w}_{1} \nabla \overline{\mathrm{w}}_{2} d x-k^{2} \int_{\Omega^{-}} \mathrm{w}_{1} \overline{\mathrm{w}}_{2} d x=-\left\langle\left\{\partial_{n} \mathrm{w}_{1}\right\}^{-},\left\{\mathrm{w}_{2}\right\}^{-}\right\rangle_{S} \tag{1.8}
\end{equation*}
$$

where $n=\left(n_{1}, n_{2}, n_{3}\right)$ is the exterior unit normal vector to $S$ directed outward with respect to the domain $\Omega^{+}$, and $\partial_{n}=\frac{\partial}{\partial n}$ denotes the normal derivative.

### 1.5 Formulation of the Dirichlet and Neumann type interaction problems for steady state oscillation equations

Now we formulate the fluid-solid interaction problems. We assume that $S=\partial \Omega^{+}=\partial \Omega^{-} \in C^{\infty}$.

Dirichlet type problem $\left(D_{\omega}\right)$ : Find a vector-function $U=\left(u, u_{4}, u_{5}\right)^{\top}=(u, \varphi, \psi)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and a scalar function $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{1}\left(\Omega^{-}\right)$satisfying the differential equations

$$
\begin{align*}
A(\partial, \omega) U & =0 \text { in } \Omega^{+}  \tag{1.9}\\
\Delta \mathrm{w}+\rho_{2} \omega^{2} \mathrm{w} & =0 \text { in } \Omega^{-} \tag{1.10}
\end{align*}
$$

the transmission conditions

$$
\begin{align*}
\{u \cdot n\}^{+} & =b_{1}\left\{\partial_{n} \mathrm{w}\right\}^{-}+f_{0} \text { on } S,  \tag{1.11}\\
\left\{[T(\partial, n) U]_{j}\right\}^{+} & =b_{2}\{\mathrm{w}\}^{-} n_{j}+f_{j} \text { on } S, \quad j=1,2,3, \tag{1.12}
\end{align*}
$$

and the Dirichlet boundary conditions

$$
\begin{align*}
& \{\varphi\}^{+}=f_{1}^{(D)} \text { on } S  \tag{1.13}\\
& \{\psi\}^{+}=f_{2}^{(D)} \text { on } S \tag{1.14}
\end{align*}
$$

where $b_{1}$ and $b_{2}$ are the given complex constants satisfying the conditions

$$
\begin{equation*}
b_{1} b_{2} \neq 0 \text { and } \operatorname{Im}\left[\bar{b}_{1} b_{2}\right]=0 \tag{1.15}
\end{equation*}
$$

and $f_{0} \in H^{-1 / 2}(S), f_{j} \in H^{-1 / 2}(S), j=1,2,3, f_{1}^{(D)} \in H^{1 / 2}(S), f_{2}^{(D)} \in H^{1 / 2}(S)$.
Neumann type problem $\left(N_{\omega}\right)$ : Find a vector-function $U=\left(u, u_{4}, u_{5}\right)=(u, \varphi, \psi)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and a scalar function $\mathrm{w} \in H_{1}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{1}\left(\Omega^{-}\right)$satisfying the differential equations (1.9), (1.10), the transmission conditions (1.11), (1.12) and the Neumann boundary conditions

$$
\begin{align*}
& \left\{[T(\partial, n) U]_{4}\right\}^{+}=f_{1}^{(N)} \quad \text { on } S  \tag{1.16}\\
& \left\{[T(\partial, n) U]_{5}\right\}^{+}=f_{2}^{(N)} \text { on } S \tag{1.17}
\end{align*}
$$

where $b_{1}$ and $b_{2}$ are the given complex constants satisfying conditions (1.15), and $f_{0} \in H^{-1 / 2}(S)$, $f_{j} \in H^{-1 / 2}(S), j=1,2,3, f_{1}^{(N)} \in H^{-1 / 2}(S), f_{2}^{(N)} \in H^{-1 / 2}(S)$.

The transmission conditions (1.11), (1.12) are called the kinematic and dynamic conditions. For an interaction problem of fluid and electro-magneto-elastic body

$$
\begin{align*}
& b_{1}=\left[\rho_{2} \omega^{2}\right]^{-1}, b_{2}  \tag{1.18}\\
&=-1, \quad f_{0}(x) \equiv f_{0}^{i n c}(x)=\left[\rho_{2} \omega^{2}\right]^{-1} \partial_{n} P^{i n c}(x) \\
& f_{j}=-P^{i n c}(x) n_{j}(x), \quad j=1,2,3
\end{align*}
$$

where $P^{i n c}$ is an incident plane wave,

$$
P^{i n c}(x)=e^{i d \cdot x}, \quad d=\omega \sqrt{\rho_{2}} \eta, \quad \eta \in \mathbb{R}^{3}, \quad|\eta|=1
$$

## 2 The uniqueness of solutions of the problems $\left(D_{\omega}\right)$ and $\left(N_{\omega}\right)$

### 2.1 Jones modes and Jones eigenfrequencies

We denote by $J_{D}\left(\Omega^{+}\right)$the set of values of the frequency parameter $\omega>0$ for which the following boundary value problem

$$
\begin{align*}
A(\partial, \omega) U & =0 \text { in } \Omega^{+},  \tag{2.1}\\
\{u \cdot n\}^{+} & =0 \text { on } S,  \tag{2.2}\\
\left\{[T(\partial, n) U]_{j}\right\}^{+} & =0 \text { on } S, \quad j=1,2,3,  \tag{2.3}\\
\{\varphi\}^{+} & =0 \text { on } S,  \tag{2.4}\\
\{\psi\}^{+} & =0 \text { on } S, \tag{2.5}
\end{align*}
$$

has a nontrivial solution $U=(u, \varphi, \psi)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ (cf. 25).
We denote by $J_{N}\left(\Omega^{+}\right)$the set of values of the frequency parameter $\omega>0$ for which the following boundary value problem

$$
\begin{align*}
A(\partial, \omega) U & =0 \text { in } \Omega^{+},  \tag{2.6}\\
\{u \cdot n\}^{+} & =0 \text { on } S,  \tag{2.7}\\
\{[T(\partial, n) U]\}^{+} & =0 \text { on } S, \tag{2.8}
\end{align*}
$$

has a nontrivial solution $U=(u, \varphi, \psi)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ (cf. 25) .
Nontrivial solutions of problems (2.1)-(2.5) and (2.6)-(2.8) will be referred as Jones modes, while the corresponding values of $\omega$ are called Jones eigenfrequencies, as they were first discussed by D. S. Jones [25] in a related context (a thin layer of ideal fluid between an elastic body and a surrounding elastic exterior). For example, Jones eigenfrequencies exist for any axisymmetric body, such bodies can sustain torsional oscillations in which only the azimuthal component of displacement is nonzero. However, we do not expect Jones eigenfrequencies to exist for an arbitrary body. The spaces of Jones modes corresponding to $\omega$ we denote by $X_{D, \omega}\left(\Omega^{+}\right)$and $X_{N, \omega}\left(\Omega^{+}\right)$, respectively.

Let $J_{D}^{*}\left(\Omega^{+}\right)$be the set of values of the frequency parameter $\omega>0$ for which the following boundary value problem

$$
\begin{align*}
A^{*}(\partial, \omega) V & =0 \text { in } \Omega^{+},  \tag{2.9}\\
\{v \cdot n\}^{+} & =0 \text { on } S,  \tag{2.10}\\
\left\{[\widetilde{T}(\partial, n) V]_{j}\right\}^{+} & =0 \text { on } S, \quad j=1,2,3,  \tag{2.11}\\
\left\{v_{4}\right\}^{+} & =0 \text { on } S,  \tag{2.12}\\
\left\{v_{5}\right\}^{+} & =0 \text { on } S \tag{2.13}
\end{align*}
$$

has a nontrivial solution $V=\left(v, v_{4}, v_{5}\right)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$.
Let $J_{N}^{*}\left(\Omega^{+}\right)$be the set of values of the frequency parameter $\omega>0$ for which the following boundary value problem

$$
\begin{align*}
A^{*}(\partial, \omega) V & =0 \text { in } \Omega^{+},  \tag{2.14}\\
\{v \cdot n\}^{+} & =0 \text { on } S,  \tag{2.15}\\
\{[\widetilde{T}(\partial, n) V]\}^{+} & =0 \text { on } S \tag{2.16}
\end{align*}
$$

has a nontrivial solution $V=\left(v, v_{4}, v_{5}\right)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$.
The spaces of Jones modes corresponding to $\omega$ for the differential operator $A^{*}(\partial, \omega)$ we denote by $X_{D, \omega}^{*}\left(\Omega^{+}\right)$, and $X_{N, \omega}^{*}\left(\Omega^{+}\right)$, respectively.

It can be shown that $J_{D}\left(\Omega^{+}\right)$is at most countable, while $J_{N}\left(\Omega^{+}\right) \equiv \mathbb{R}$, since for an arbitrary nonzero constants $c_{1}$ and $c_{2}$, the vector $\left(0,0,0, c_{1}, c_{2}\right)^{\top}$ is a Jones eigenvector: $\left(0,0,0, c_{1}, c_{2}\right)^{\top} \in X_{N, \omega}\left(\Omega^{+}\right)$ for arbitrary $\omega$. The same is true for $J_{D}^{*}\left(\Omega^{+}\right)$and $J_{N}^{*}\left(\Omega^{+}\right)$. Note that for each $\omega$ the corresponding spaces of Jones modes $X_{D, \omega}\left(\Omega^{+}\right), X_{N, \omega}\left(\Omega^{+}\right), X_{D, \omega}^{*}\left(\Omega^{+}\right)$and $X_{N, \omega}^{*}\left(\Omega^{+}\right)$are of a finite dimension.

### 2.2 The uniqueness theorems for the problems $\left(D_{\omega}\right)$ and $\left(N_{\omega}\right)$

Theorem 2.1. Let a pair $(U, \mathrm{w})$ be a solution of the homogeneous problem $\left(D_{\omega}\right)$ and $\omega>0$. Then $\mathrm{w}=0$ in $\Omega^{-}$and either $U=0$ in $\Omega^{+}$if $\omega \notin J_{D}\left(\Omega^{+}\right)$or $U \in X_{D, \omega}\left(\Omega^{+}\right)$if $\omega \in J_{D}\left(\Omega^{+}\right)$.
Proof. Let us write Green's formula for the Helmholtz equation in the domain $\Omega_{R}:=\Omega^{-} \cap B(0, R)$, where $\overline{\Omega^{+}} \subset B(0, R)$ with $B(0, R)$ being the ball of radius $R$ and centered at the origin,

$$
\begin{align*}
& \int_{\Omega_{R}}\left[\left(\Delta+\rho_{2} \omega^{2}\right) \mathrm{w} \overline{\mathrm{w}}-\mathrm{w}\left(\Delta+\rho_{2} \omega^{2}\right) \overline{\mathrm{w}}\right] d x \\
&=\int_{S(0, R)} \partial_{n} \mathrm{w} \overline{\mathrm{w}} d S-\int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S-\left\langle\left\{\partial_{n} \mathrm{w}\right\}^{-},\{\mathrm{w}\}^{-}\right\rangle_{S}+\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S}, \tag{2.17}
\end{align*}
$$

where $S(0, R)=\partial B(0, R)$ is the boundary of the ball $B(0, R)$.
We have also the following Green's formula for the operator $A(\partial, \omega)$ in the domain $\Omega^{+}$:

$$
\begin{align*}
\int_{\Omega^{+}}[ & {\left.[A(\partial, \omega) U]_{j} \bar{u}_{j}+[\overline{A(\partial, \omega) U}]_{4} u_{4}+[\overline{A(\partial, \omega) U}]_{5} u_{5}+\mathcal{E}(U, \bar{U})\right] d x } \\
& =\left\langle\{T U\}_{j}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}+\left\langle\{\overline{T U}\}_{4}^{+},\left\{\bar{u}_{4}\right\}^{+}\right\rangle_{S}+\left\langle\{\overline{T U}\}_{5}^{+},\left\{\bar{u}_{5}\right\}^{+}\right\rangle_{S}, \tag{2.18}
\end{align*}
$$

where $\mathcal{E}(U, \bar{U})=c_{i j l k} \partial_{i} u_{j} \partial_{l} \bar{u}_{k}-\rho_{1} \omega^{2}|u|^{2}+\varepsilon_{i l} \partial_{i} u_{4} \partial_{l} \bar{u}_{4}+\mu_{j l} \partial_{j} u_{5} \partial_{l} \bar{u}_{5}$. Clearly, $\operatorname{Im} \mathcal{E}(U, \bar{U})=0$ for an arbitrary vector-function $U$.

With the help of (1.9), (1.10), (1.13), and (1.14), we obtain from (2.17) and (2.18) the following equalities:

$$
\begin{array}{r}
\int_{S(0, R)} \partial_{n} \mathrm{w} \overline{\mathrm{w}} d S-\int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S-\left\langle\left\{\partial_{n} \mathrm{w}\right\}^{-},\{\mathrm{w}\}^{-}\right\rangle_{S}+\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S}=0,  \tag{2.19}\\
\operatorname{Im}\left\langle\left\{[T U]_{j}\right\}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}=0 .
\end{array}
$$

The homogeneous transmission conditions yield

$$
\begin{equation*}
\left.\left\langle\left\{[T U]_{j}\right\}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}=\left\langle b_{2}\{\mathrm{w}\}^{-} n_{j},\left\{u_{j}\right\}^{+}\right\rangle_{S}=b_{2} \bar{b}_{1}\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S} . \tag{2.21}
\end{equation*}
$$

Since $\operatorname{Im}\left[\bar{b}_{1} b_{2}\right]=0$, from (2.20) and (2.21) it follows that

$$
\operatorname{Im}\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S}=0,
$$

and from (2.19) we derive that

$$
\begin{equation*}
\operatorname{Im} \int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S=0 \tag{2.22}
\end{equation*}
$$

Taking into account the Sommerfeld radiation condition, from (2.22) we conclude that

$$
\lim _{R \rightarrow \infty} \int_{S(0, R)}|\mathrm{w}|^{2} d S=0
$$

Using the Rellich-Vekua lemma, we find that $\mathrm{w}=0$ in the domain $\Omega^{-}($see $[13,43])$. Then from the homogeneous boundary conditions it follows that the vector-function $U=(u, \varphi, \psi)^{\top}$ solves problem (2.1)-(2.4), i.e., either $U=0$ in $\Omega^{+}$if $\omega \notin J_{D}\left(\Omega^{+}\right)$or $U \in X_{D, \omega}\left(\Omega^{+}\right)$if $\omega \in J_{D}\left(\Omega^{+}\right)$, which completes the proof.

The following assertions can be proved quite analogously.
Theorem 2.2. Let a pair $(U, \mathrm{w})$ be a solution of the homogeneous problem $\left(N_{\omega}\right)$. Then $U \in X_{N, \omega}\left(\Omega^{+}\right)$ and $\mathrm{w}=0$ in $\Omega^{-}$.
Remark 2.3. Let a pair $(V, \mathrm{w}) \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5} \times\left[H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{2}\left(\Omega^{-}\right)\right]$be a solution of the homogeneous problem

$$
\begin{aligned}
A^{*}(\partial, \omega) V & =0 \text { in } \Omega^{+}, \\
\left(\Delta+\rho_{2} \omega^{2}\right) \mathrm{w} & =0 \text { in } \Omega^{-}, \\
\{v \cdot n\}^{+}+\bar{b}_{2}^{-1}\left\{\partial_{n} \mathrm{w}\right\}^{-} & =0 \text { on } S, \\
\left\{[\widetilde{T}(\partial, n) V]_{j}\right\}^{+}+\bar{b}_{1}^{-1}\{\mathrm{w}\}^{-} n_{j} & =0 \text { on } S, \quad j=1,2,3, \\
\left\{v_{4}\right\}^{+} & =0 \text { on } S, \\
\left\{v_{5}\right\}^{+} & =0 \text { on } S,
\end{aligned}
$$

where $b_{1}$ and $b_{2}$ are the given complex constants satisfying the conditions (1.15).
Then $\mathrm{w}=0$ in $\Omega^{-}$and either $V=0$ in $\Omega^{+}$if $\omega \notin J_{D}^{*}\left(\Omega^{+}\right)$or $V \in X_{D, \omega}^{*}\left(\Omega^{+}\right)$if $\omega \in J_{D}^{*}\left(\Omega^{+}\right)$.

Remark 2.4. Let a pair $(V, \mathrm{w}) \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5} \times\left[H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{2}\left(\Omega^{-}\right)\right]$be a solution of the homogeneous problem

$$
\begin{aligned}
A^{*}(\partial, \omega) V & =0 \text { in } \Omega^{+}, \\
\left(\Delta+\rho_{2} \omega^{2}\right) \mathrm{w} & =0 \text { in } \Omega^{-}, \\
\{v \cdot n\}^{+}+\bar{b}_{2}^{-1}\left\{\partial_{n} \mathrm{w}\right\}^{-} & =0 \text { on } S, \\
\left\{[\widetilde{T}(\partial, n) V]_{j}\right\}^{+}+\bar{b}_{1}^{-1}\{\mathrm{w}\}^{-} n_{j} & =0 \text { on } S, \quad j=1,2,3, \\
\left\{[\widetilde{T}(\partial, n) V]_{4}\right\}^{+} & =0 \text { on } S, \\
\left\{[\widetilde{T}(\partial, n) V]_{5}\right\}^{+} & =0 \text { on } S,
\end{aligned}
$$

where $b_{1}$ and $b_{2}$ are the given complex constants satisfying conditions (1.15).
Then $V \in X_{N, \omega}^{*}\left(\Omega^{+}\right)$and $\mathrm{w}=0$ in $\Omega^{-}$.

## 3 Layer potentials

### 3.1 Potentials associated with the Helmholtz equation

Let us introduce the single and double layer potentials,

$$
\begin{aligned}
V_{\omega}(g)(x) & :=\int_{S} \gamma(x-y, \omega) g(y) d_{y} S, \quad x \notin S \\
W_{\omega}(f)(x) & :=\int_{S} \partial_{n(y)} \gamma(x-y, \omega) f(y) d_{y} S, \quad x \notin S,
\end{aligned}
$$

where

$$
\gamma(x, \omega):=-\frac{\exp \left(i \sqrt{\rho_{2}} \omega|x|\right)}{4 \pi|x|}
$$

is the fundamental solution of the Helmholtz equation (1.6). These potentials satisfy the Sommerfeld radiation condition, i.e., belong to the class $\operatorname{Som}_{1}\left(\Omega^{-}\right)$.

For these potentials the following theorems are valid (see [13, 37]).
Theorem 3.1. Let $g \in H^{-1 / 2}(S), f \in H^{1 / 2}(S)$. Then on the manifold $S$ the following jump relations hold:

$$
\begin{gathered}
\left\{V_{\omega}(g)\right\}^{ \pm}=\mathcal{H}_{\omega}(g), \quad\left\{W_{\omega}(f)\right\}^{ \pm}= \pm 2^{-1} f+\mathcal{K}_{\omega}^{*}(f) \\
\left\{\partial_{n} V_{\omega}(g)\right\}^{ \pm}=\mp 2^{-1} g+\mathcal{K}_{\omega}(g), \quad\left\{\partial_{n} W_{\omega}(f)\right\}^{+}=\left\{\partial_{n} W_{\omega}(f)\right\}^{-}=: \mathcal{L}_{\omega}(f)
\end{gathered}
$$

where $\mathcal{H}_{\omega}, \mathcal{K}_{\omega}^{*}$ and $\mathcal{K}_{\omega}$ are integral operators with the weakly singular kernels,

$$
\begin{aligned}
\mathcal{H}_{\omega}(g)(z) & :=\int_{S} \gamma(z-y, \omega) g(y) d_{y} S, \quad z \in S \\
\mathcal{K}_{\omega}^{*}(f)(z) & :=\int_{S} \partial_{n(y)} \gamma(z-y, \omega) f(y) d_{y} S, \quad z \in S \\
\mathcal{K}_{\omega}(g)(z) & :=\int_{S} \partial_{n(z)} \gamma(z-y, \omega) g(y) d_{y} S, \quad z \in S
\end{aligned}
$$

while $\mathcal{L}_{\omega}$ is a singular integro-differential operator (pseudodifferential operator) of order 1.
Theorem 3.2. The operators

$$
\begin{align*}
\mathcal{N} & :=-2^{-1} I_{1}+\mathcal{K}_{\omega}^{*}+\mu \mathcal{H}_{\omega}: H^{1 / 2}(S) \rightarrow H^{1 / 2}(S)  \tag{3.1}\\
\mathcal{M} & :=\mathcal{L}_{\omega}+\mu\left(2^{-1} I_{1}+\mathcal{K}_{\omega}\right): H^{1 / 2}(S) \rightarrow H^{-1 / 2}(S) \tag{3.2}
\end{align*}
$$

are invertible provided that $\operatorname{Im} \mu \neq 0$. Here $I_{1}$ is the scalar identity operator.

The mapping properties of the above potentials and the boundary integral operators are described in Appendix.

### 3.2 Fundamental solution and potentials of the steady state oscillation equations of electro-magneto-elasticity

Let us consider the equation

$$
\Phi_{A}(\xi, \omega):=\operatorname{det} A(i \xi, \omega)=\operatorname{det}\left(\begin{array}{ccc}
{\left[c_{i j l} \xi_{i} \xi_{l}-\rho_{1} \omega^{2} \delta_{j k}\right]_{3 \times 3}} & {\left[e_{l i j} \xi_{l} \xi_{i}\right]_{3 \times 1}} & {\left[q_{l i j} \xi_{l} \xi_{i}\right]_{3 \times 1}}  \tag{3.3}\\
{\left[-e_{i k l} \xi_{i} \xi_{l}\right]_{1 \times 3}} & \varepsilon_{i l} \xi_{i} \xi_{l} & a_{i l} \xi_{i} \xi_{l} \\
{\left[-q_{i k l} \xi_{i} \xi_{l}\right]_{1 \times 3}} & a_{i l} \xi_{i} \xi_{l} & \mu_{i l} \xi_{i} \xi_{l}
\end{array}\right)_{5 \times 5}=0,
$$

where $\Phi_{A}(\xi, \omega)$ is the characteristic polynomial of the operator $A(\partial, \omega)$. The origin is an isolated zero of (3.3).

We are interested in the real zeros of the function $\Phi_{A}(\xi, \omega), \quad \xi \in \mathbb{R}^{3} \backslash\{0\}$.
Denote

$$
\begin{gathered}
\lambda:=\frac{\rho_{1} \omega^{2}}{|\xi|^{2}}, \quad \widehat{\xi}:=\frac{\xi}{|\xi|} \text { for }|\xi| \neq 0 \\
B(\lambda, \widehat{\xi}):=\left(\begin{array}{ccc}
{\left[c_{i j k l} \widehat{\xi}_{i} \widehat{\xi}_{l}-\lambda \delta_{j k}\right]_{3 \times 3}} & {\left[A_{j 4}(\widehat{\xi})\right]_{3 \times 1}} & {\left[A_{j 5}(\widehat{\xi})\right]_{3 \times 1}} \\
{\left[-A_{j 4}(\widehat{\xi})\right]_{1 \times 3}} & \varepsilon_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} & a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \\
{\left[-A_{j 5}(\widehat{\xi})\right]_{1 \times 3}} & a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} & \mu_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l}
\end{array}\right)_{5 \times 5}
\end{gathered}
$$

Then (3.3) can be rewritten as

$$
\begin{equation*}
\Psi(\lambda, \widehat{\xi}):=\operatorname{det} B(\lambda, \widehat{\xi})=0 \tag{3.4}
\end{equation*}
$$

This is a cubic equation in $\lambda$ with real coefficients.
Theorem 3.3. Equation (3.4) possesses three real positive roots $\lambda_{1}(\widehat{\xi}), \lambda_{2}(\widehat{\xi}), \lambda_{3}(\widehat{\xi})$.
Proof. Let $\widehat{\xi} \in \Sigma_{1}:=\left\{x \in \mathbb{R}^{3}:|x|=1\right\}$ and $\Psi(\lambda, \widehat{\xi})=0$. Then there is a non-trivial vector $\eta \in \mathbb{C}^{5} \backslash\{0\}$ such that $B(\lambda, \widehat{\xi}) \eta=0$, i.e.,

$$
\begin{align*}
\left(c_{i j k l} \widehat{\xi}_{i} \widehat{\xi}_{l}\right. & \left.-\lambda \delta_{j k}\right) \eta_{k}+e_{l i j} \widehat{\xi_{l}} \widehat{\xi}_{i} \eta_{4}+q_{l i j} \widehat{\xi_{l}} \widehat{\xi}_{i} \eta_{5}=0, \quad j=1,2,3,  \tag{3.5}\\
& -e_{i k l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{k}+\varepsilon_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{4}+a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{5}=0,  \tag{3.6}\\
& -q_{i k l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{k}+a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{4}+\mu_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{5}=0, \tag{3.7}
\end{align*}
$$

Multiply the first three equations by $\bar{\eta}_{j}$, the complex conjugate of the fourth equation by $\eta_{4}$, the complex conjugate of the fifth equation by $\eta_{5}$ and sum them to obtain

$$
\begin{align*}
& c_{i j k l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{k} \bar{\eta}_{j}-\lambda\left|\eta^{\prime}\right|^{2}+e_{l i j} \widehat{\xi}_{l} \widehat{\xi}_{i} \eta_{4} \bar{\eta}_{j}+q_{l i j} \widehat{\xi}_{l} \widehat{\xi}_{i} \eta_{5} \bar{\eta}_{j} \\
& \quad-e_{i j l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{j} \eta_{4}+\varepsilon_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l}\left|\eta_{4}\right|^{2}+a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{5} \eta_{4}-q_{i j l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{j} \eta_{5}+a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{4} \eta_{5}+\mu_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l}\left|\eta_{5}\right|^{2}=0 \tag{3.8}
\end{align*}
$$

where $\eta^{\prime}=\left(\eta_{1}, \eta_{2}, \eta_{3}\right)$.
Due to the symmetry property of the coefficients $e_{l i j}$ and $q_{l i j}$,

$$
e_{l i j} \widehat{\xi}_{l} \widehat{\xi}_{i} \eta_{4} \bar{\eta}_{j}=e_{i j l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{j} \eta_{4}, \quad q_{l i j} \widehat{\xi}_{l} \widehat{\xi}_{i} \eta_{5} \bar{\eta}_{j}=q_{i j l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{j} \eta_{5}
$$

Therefore, we derive from (3.8) that

$$
\begin{equation*}
c_{i j k l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{k} \bar{\eta}_{j}-\lambda\left|\eta^{\prime}\right|^{2}+\varepsilon_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l}\left|\eta_{4}\right|^{2}+\mu_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l}\left|\eta_{5}\right|^{2}+2 \operatorname{Re} a_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \bar{\eta}_{5} \eta_{4}=0 \tag{3.9}
\end{equation*}
$$

Next, we note that $c_{i j k l} \widehat{\xi}_{i} \widehat{\xi}_{l} \eta_{k} \bar{\eta}_{j}=c_{i j k l} \bar{\varkappa}_{i j} \varkappa_{k l} \geq \delta_{0} \varkappa_{k l} \bar{\varkappa}_{k l} \geq 0$ with $\varkappa_{k l}=2^{-1}\left(\widehat{\xi}_{l} \eta_{k}+\widehat{\xi}_{k} \eta_{l}\right)$.
Moreover, due to the strict inequalities $\varepsilon_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \geq \delta_{1}>0, \mu_{i l} \widehat{\xi}_{i} \widehat{\xi}_{l} \geq \delta_{2}>0$, and (1.4), it follows that $\left|\eta^{\prime}\right| \neq 0$, since otherwise from (3.9) we get $\eta_{4}=0$, which contradicts the inclusion $\eta=\left(\eta^{\prime}, \eta_{4}, \eta_{5}\right) \in$ $\mathbb{C}^{5} \backslash\{0\}$. Therefore, from (3.9) we finally conclude that $\lambda>0$.

Denote the roots of equation (3.4) by $\lambda_{1}, \lambda_{2}, \lambda_{3}$. Clearly, the equation of the surface $S_{\omega, j}$, $j=1,2,3$, in the spherical coordinates reads as

$$
r=r_{j}(\theta, \varphi)=\frac{\sqrt{\rho_{1} \omega}}{\sqrt{\lambda_{j}(\widehat{\xi})}},
$$

where $\xi_{1}=r \cos \varphi \sin \theta, \xi_{2}=r \sin \varphi \sin \theta, \xi_{3}=r \cos \theta$ with $0 \leq \varphi \leq 2 \pi, 0 \leq \theta \leq \pi, r=|\xi|$.
We also have the following identity:

$$
\Phi_{A}(\xi, \omega)=\operatorname{det} A(i \xi, \omega)=\Phi_{A}(\widehat{\xi}, 0) r^{4} \prod_{j=1}^{3}\left(r^{2}-r_{j}^{2}(\widehat{\xi})\right)=\Phi_{A}(\widehat{\xi}, 0) r^{4} \prod_{j=1}^{3} P_{j}(\xi)
$$

It can easily be shown that the vector

$$
n(\xi)=(-1)^{j}\left|\nabla \Phi_{A}(\xi, \omega)\right|^{-1} \nabla \Phi_{A}(\xi, \omega), \quad \xi \in S_{\omega, j}
$$

is an external unit normal vector to $S_{\omega, j}$ at the point $\xi$.
Further, we assume that the following conditions are fulfilled (cf. [10, 33, 41, 42]):
(i) if $\Phi_{A}(\xi, \omega)=\Phi_{A}(\widehat{\xi}, 0) r^{4} P_{1}(\xi) P_{2}(\xi) P_{3}(\xi)$, then $\nabla_{\xi}\left(P_{1}(\xi) P_{2}(\xi) P_{3}(\xi)\right) \neq 0$ at real zeros $\xi \in \mathbb{R}^{3} \backslash$ $\{0\}$ of the polynomial (3.3), or
if $\Phi_{A}(\xi, \omega)=\Phi_{A}(\widehat{\xi}, 0) r^{4} P_{1}^{2}(\xi) P_{2}(\xi)$, then $\nabla_{\xi}\left(P_{1}(\xi) P_{2}(\xi)\right) \neq 0$ at real zeros $\xi \in \mathbb{R}^{3} \backslash\{0\}$ of the polynomial (3.3), or
if $\Phi_{A}(\xi, \omega)=\Phi_{A}(\widehat{\xi}, 0) r^{4} P_{1}^{3}(\xi)$, then $\nabla_{\xi} P_{1}(\xi) \neq 0$ at real zeros $\xi \in \mathbb{R}^{3} \backslash\{0\}$ of the polynomial (3.3);
(ii) the Gaussian curvature of the surface, defined by the real zeros of the polynomial $\Phi_{A}(\xi, \omega)$, $\xi \in \mathbb{R}^{3} \backslash\{0\}$, does not vanish anywhere.
It follows from the above conditions (i) and (ii) that the real zeros $\xi \in \mathbb{R}^{3} \backslash\{0\}$ of the polynomial $\Phi_{A}(\xi, \omega)$ form non-self-intersecting, closed, convex two-dimensional surfaces $S_{\omega, 1}, S_{\omega, 2}, S_{\omega, 3}$, enclosing the origin. For an arbitrary unit vector $\eta=x /|x|$ with $x \in \mathbb{R}^{3} \backslash\{0\}$, there exists only one point on each $S_{\omega, j}$, namely, $\xi^{j}=\left(\xi_{1}^{j}, \xi_{2}^{j}, \xi_{3}^{j}\right) \in S_{\omega, j}$ such that the outward unit normal vector $n\left(\xi^{j}\right)$ to $S_{\omega, j}$ at the point $\xi^{j}$ has the same direction as $\eta$, i.e., $n\left(\xi^{j}\right)=\eta$. In this case, we say that the points $\xi^{j}$, $j=1,2,3$, correspond to the vector $\eta$.

From (i), we see that the surfaces $S_{\omega, j} j=1,2,3$, might have multiplicities.
We say that a vector-function $U=\left(u_{1}, u_{2}, u_{3}, u_{4}, u_{5}\right)^{\top}$ belongs to the class $M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$ if $U \in\left[C^{\infty}\left(\Omega^{-}\right)\right]^{5}$ and the relation

$$
U(x)=\sum_{p=1}^{5} u^{p}(x)
$$

holds, where $u^{p}$ has the following uniform asymptotic expansion as $r=|x| \rightarrow \infty$ :

$$
\begin{gather*}
u^{p} \sim \sum_{j=1}^{3} e^{-i r \xi^{j}}\left\{d_{0, m_{j}}^{p}(\eta) r^{m_{j}-2}+\sum_{q=1}^{\infty} d_{q, m_{j}}^{p}(\eta) r^{m_{j}-2-q}\right\}, \quad p=1,2,3,  \tag{3.10}\\
u^{4}(x)=O\left(r^{-1}\right), \quad \partial_{k} u^{4}(x)=O\left(r^{-2}\right), \quad u^{5}(x)=O\left(r^{-1}\right), \quad \partial_{k} u^{5}(x)=O\left(r^{-2}\right), \quad k=1,2,3
\end{gather*}
$$

here $\mathbf{P}=\operatorname{det} A\left(i \partial_{x}, \omega\right)$ and $d_{q, m_{j}}^{p} \in C^{\infty}, j=1,2,3$ (see 10]).
These conditions are generalization of Sommerfeld-Kupradze type radiation conditions in the anisotropic elasticity (cf. [28, 33]).

From condition (i) it follows that our class $M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$ is $M_{1,1,1}(\mathbf{P})$ (when there is no multiplicity, i.e., surfaces do not coincide) or $M_{2,1}(\mathbf{P})$ (when two surfaces coincide) or $M_{3}(\mathbf{P})$ (when all three surfaces coincide).

The class $M_{1,1,1}(\mathbf{P})$ is a subset of the generalized Sommerfeld-Kupradze class.
We can show the following uniqueness theorems.

Theorem 3.4. The homogeneous exterior Dirichlet boundary value problem

$$
A(\partial, \omega) U=0 \text { in } \Omega^{-}, \quad\{U\}^{-}=0 \text { on } S
$$

has only the trivial solution in the class $\left[H_{l o c}^{1}\left(\Omega^{-}\right)\right]^{5} \cap M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$.
Theorem 3.5. The homogeneous exterior Dirichlet boundary value problem

$$
A^{*}(\partial, \omega) V=0 \text { in } \Omega^{-}, \quad\{V\}^{-}=0 \text { on } S
$$

has only the trivial solution in the class $\left[H_{l o c}^{1}\left(\Omega^{-}\right)\right]^{5} \cap M_{m_{1}, m_{2}, m_{3}}\left(\mathbf{P}^{*}\right)$, where $\mathbf{P}^{*}=\operatorname{det} A^{*}(\partial, \omega)$.
If surfaces $S_{\omega, j} j=1,2,3$, have no multiplicity, Theorems 3.4 and 3.5 are valid in generalized the Sommerfeld-Kupradze class (cf. [28]).

Denote by $\Gamma(x, \omega)$ the fundamental matrix of the operator $A(\partial, \omega)$. By means of the Fourier transform method and the limiting absorption principle, we can construct this matrix explicitly (see Ch. 1, Section 1, also see 42])

$$
\begin{equation*}
\Gamma(x, \omega)=\lim _{\varepsilon \rightarrow 0+} F_{\xi \rightarrow x}^{-1}\left[A^{-1}(i \xi, \omega+i \varepsilon)\right] \tag{3.11}
\end{equation*}
$$

where $F^{-1}$ is the inverse Fourier transform. The columns of the matrix $\Gamma(x, \omega)$ are infinitely differentiable in $\mathbb{R}^{3} \backslash\{0\}$ and belong to the class $M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$.

Further, we introduce the single and double layer potentials associated with the differential operator $A(\partial, \omega)$,

$$
\begin{aligned}
\mathbf{V}_{\omega}(g)(x) & =\int_{S} \Gamma(x-y, \omega) g(y) d_{y} S, \quad x \in \Omega^{ \pm} \\
\mathbf{W}_{\omega}(f)(x) & =\int_{S}\left[\widetilde{T}\left(\partial_{y}, n(y)\right) \Gamma^{\top}(x-y, \omega)\right]^{\top} f(y) d_{y} S, \quad x \in \Omega^{ \pm}
\end{aligned}
$$

where $g=\left(g_{1}, \ldots, g_{4}\right)^{\top}$ and $f=\left(f_{1}, \ldots, f_{4}\right)^{\top}$ are density vector-functions.
For a solution $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ to the homogeneous equation (1.9) in $\Omega^{+}$we have the integral representation

$$
U=\mathbf{W}_{\omega}\left(\{U\}^{+}\right)-\mathbf{V}_{\omega}\left(\{T U\}^{+}\right) \text {in } \Omega^{+}
$$

For these potentials the following theorem holds (see [6, 7]).
Theorem 3.6. Let $g \in\left[H^{-1+s}(S)\right]^{4}$ and $f \in\left[H^{s}(S)\right]^{4}, s>0$. Then

$$
\begin{aligned}
\left\{\mathbf{V}_{\omega}(g)(z)\right\}^{ \pm} & =\mathbf{H}_{\omega}(g)(z), \quad z \in S \\
\left\{\mathbf{W}_{\omega}(f)(z)\right\}^{ \pm} & = \pm 2^{-1} f(z)+\widetilde{\mathbf{K}}_{\omega}(f)(z), \quad z \in S \\
\left\{T\left(\partial_{y}, n(y)\right) \mathbf{V}_{\omega}(g)(z)\right\}^{ \pm} & =\mp 2^{-1} g(z)+\mathbf{K}_{\omega}(g)(z), \quad z \in S \\
\left\{T\left(\partial_{z}, n(z)\right) \mathbf{W}_{\omega}(f)(z)\right\}^{+} & =\left\{T\left(\partial_{z}, n(z)\right) \mathbf{W}_{\omega}(f)(z)\right\}^{-}:=\boldsymbol{L}_{\omega}(f)(z), \quad z \in S
\end{aligned}
$$

where $\mathbf{H}_{\omega}$ is a weakly singular integral operator, $\widetilde{\mathbf{K}}_{\omega}$ and $\mathbf{K}_{\omega}$ are singular integral operators, while $\boldsymbol{L}_{\omega}$ is a pseudodifferential operator of order 1,

$$
\begin{aligned}
\mathbf{H}_{\omega}(g)(z) & :=\int_{S} \Gamma(z-y, \omega) g(y) d_{y} S, \quad z \in S \\
\widetilde{\mathbf{K}}_{\omega}(f)(z) & :=\int_{S}\left[\widetilde{T}\left(\partial_{y}, n(y)\right) \Gamma^{\top}(z-y, \omega)\right]^{\top} f(y) d_{y} S, \quad z \in S \\
\mathbf{K}_{\omega}(g)(z) & :=\int_{S} T\left(\partial_{z}, n(z)\right) \Gamma(z-y, \omega) g(y) d_{y} S, \quad z \in S
\end{aligned}
$$

The mapping properties of these potentials and boundary integral operators are described in Appendix.

## 4 The Dirichlet and Neumann type interaction problems for pseudo-oscillation equations

In this section, we consider the Dirichlet and Neumann type interaction problems for the so-called pseudo-oscillation equations. These problems are intermediate auxiliary problems for investigation of interaction problems for the steady state oscillation equations.

### 4.1 Formulation of the problems

The matrix differential operator corresponding to the basic pseudo-oscillation equations of the electro-magneto-elasticity for anisotropic homogeneous media is written as follows:

$$
\begin{gathered}
A(\partial, \tau)=\left[A_{j k}(\partial, \tau)\right]_{5 \times 5} \\
A_{j k}(\partial, \tau)=c_{i j k l} \partial_{i} \partial_{l}+\rho_{1} \tau^{2} \delta_{j k}, \quad A_{j 4}(\partial, \tau)=e_{l i j} \partial_{l} \partial_{i}, \quad A_{j 5}(\partial, \tau)=q_{l i j} \partial_{l} \partial_{i}, \\
A_{4 k}(\partial, \tau)=-e_{i k l} \partial_{i} \partial_{l}, \quad A_{44}(\partial, \tau)=\varepsilon_{i l} \partial_{i} \partial_{l}, \quad A_{45}(\partial, \tau)=a_{i l} \partial_{i} \partial_{l} \\
A_{5 k}(\partial, \tau)=-q_{i k l} \partial_{i} \partial_{l}, \quad A_{54}(\partial, \tau)=a_{i l} \partial_{i} \partial_{l}, \quad A_{55}(\partial, \tau)=\mu_{i l} \partial_{i} \partial_{l}
\end{gathered}
$$

$j, k=1,2,3$, where $\tau$ is a purely imaginary complex parameter: $\tau=i \sigma, \sigma \neq 0, \sigma \in \mathbb{R}$.
Dirichlet type problem $\left(D_{\tau}\right)$ : Find a vector-function $U=\left(u, u_{4}, u_{5}\right)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and a scalar function $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{1}\left(\Omega^{-}\right)$satisfying the differential equations

$$
\begin{align*}
A(\partial, \tau) U & =0 \text { in } \Omega^{+}  \tag{4.1}\\
\Delta \mathrm{w}+\rho_{2} \omega^{2} \mathrm{w} & =0 \text { in } \Omega^{-} \tag{4.2}
\end{align*}
$$

the transmission conditions

$$
\begin{align*}
\{u \cdot n\}^{+} & =b_{1}\left\{\partial_{n} \mathrm{w}\right\}^{-}+f_{0} \text { on } S  \tag{4.3}\\
\left\{[T U]_{j}\right\}^{+} & =b_{2}\{\mathrm{w}\}^{-} n_{j}+f_{j} \text { on } S, \quad j=1,2,3 \tag{4.4}
\end{align*}
$$

and the Dirichlet boundary conditions

$$
\begin{align*}
& \left\{u_{4}\right\}^{+}=f_{1}^{(D)} \quad \text { on } S  \tag{4.5}\\
& \left\{u_{5}\right\}^{+}=f_{2}^{(D)} \quad \text { on } S \tag{4.6}
\end{align*}
$$

where $b_{1}$ and $b_{2}$ are the given complex constants satisfying conditions (1.15), $f_{0} \in H^{-1 / 2}(S), f_{j} \in$ $H^{-1 / 2}(S), j=1,2,3, f_{1}^{(D)} \in H^{1 / 2}(S), f_{2}^{(D)} \in H^{1 / 2}(S)$.
Neumann type problem $\left(N_{\tau}\right)$ : Find a vector-function $U=\left(u, u_{4}, u_{5}\right)^{\top} \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and a scalar function $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right) \cap \operatorname{Som}_{1}\left(\Omega^{-}\right)$satisfying the differential equations (4.1) and (4.2), respectively, transmission conditions (4.3), (4.4), and the Neumann boundary conditions

$$
\begin{align*}
& \left\{[T U]_{4}\right\}^{+}=f_{1}^{(N)} \text { on } S \text { with } f_{1}^{(N)} \in H^{-1 / 2}(S),  \tag{4.7}\\
& \left\{[T U]_{5}\right\}^{+}=f_{2}^{(N)} \text { on } S \text { with } f_{2}^{(N)} \in H^{-1 / 2}(S) . \tag{4.8}
\end{align*}
$$

### 4.2 Uniqueness theorems for problems $\left(D_{\tau}\right)$ and $\left(N_{\tau}\right)$

Theorem 4.1. Let $\tau=i \sigma, \sigma \neq 0, \sigma \in \mathbb{R}$. The homogeneous problem $\left(D_{\tau}\right)$ has only the trivial solution, while the general solution of the homogeneous problem $\left(N_{\tau}\right)$ is the vector $\left(0,0,0, c_{1}, c_{2}\right)$, where $c_{1}$ and $c_{2}$ are an arbitrary complex scalar constants.

Proof. Let $(U, \mathrm{w})$ be a solution of the homogeneous problem $\left(D_{\mathcal{T}}\right)$.
Let us write Green's formula for the Helmholtz equation (4.2) in the domain $\Omega_{R}:=\Omega^{-} \cap B(0, R)$, where $\overline{\Omega^{+}} \subset B(0, R)$,

$$
\begin{align*}
& \int_{\Omega_{R}}\left[\left(\Delta+\rho_{2} \omega^{2}\right) \mathrm{w} \overline{\mathrm{w}}-\mathrm{w}\left(\Delta+\rho_{2} \omega^{2}\right) \overline{\mathrm{w}}\right] d x \\
&=\int_{S(0, R)} \partial_{n} \mathrm{w} \overline{\mathrm{w}} d S-\int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S-\left\langle\left\{\partial_{n} \mathrm{w}\right\}^{-},\{\mathrm{w}\}^{-}\right\rangle_{S}+\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S} . \tag{4.9}
\end{align*}
$$

Now write Green's formula for the operator $A(\partial, \tau)$ in the domain $\Omega^{+}$,

$$
\begin{align*}
& \int_{\Omega^{+}}\left[[A(\partial, \tau) U]_{j} \bar{u}_{j}+[\overline{A(\partial, \tau) U}]_{4} u_{4}+[\overline{A(\partial, \tau) U}]_{5} u_{5}+\mathcal{E}(U, \bar{U})\right] d x \\
&=\left\langle\{T U\}_{j}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}+\left\langle\{\overline{T U}\}_{4}^{+},\left\{\bar{u}_{4}\right\}^{+}\right\rangle_{S}+\left\langle\{\overline{T U}\}_{5}^{+},\left\{\bar{u}_{5}\right\}^{+}\right\rangle_{S} \tag{4.10}
\end{align*}
$$

where $\mathcal{E}(U, \bar{U})=c_{i j l k} \partial_{i} u_{j} \partial_{l} \bar{u}_{k}+\rho_{1} \sigma^{2}|u|^{2}+\varepsilon_{i l} \partial_{i} u_{4} \partial_{l} \bar{u}_{4}+\mu_{j l} \partial_{j} u_{5} \partial_{l} \bar{u}_{5}$. Using (4.1), (4.2), and (4.5), from (4.9) and (4.10) we obtain the following equalities:

$$
\begin{gather*}
\int_{S(0, R)} \partial_{n} w \overline{\mathrm{w}} d S-\int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S-\left\langle\left\{\partial_{n} \mathrm{w}\right\}^{-},\{\mathrm{w}\}^{-}\right\rangle_{S}+\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S}=0  \tag{4.11}\\
\operatorname{Im}\left\langle\left\{[T U]_{j}\right\}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}=0, \quad j=1,2,3 \tag{4.12}
\end{gather*}
$$

In view of the homogeneous transmission conditions, we get

$$
\begin{equation*}
\left\langle\left\{[T U]_{j}\right\}^{+},\left\{u_{j}\right\}^{+}\right\rangle_{S}=\left\langle b_{2}\{\mathrm{w}\}^{-} n_{j},\left\{u_{j}\right\}^{+}\right\rangle_{S}=b_{2} \bar{b}_{1}\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S} . \tag{4.13}
\end{equation*}
$$

Since $\operatorname{Im}\left[\bar{b}_{1} b_{2}\right]=0$, from (4.12) and (4.13) we get

$$
\operatorname{Im}\left\langle\left\{\partial_{n} \overline{\mathrm{w}}\right\}^{-},\{\overline{\mathrm{w}}\}^{-}\right\rangle_{S}=0
$$

and from (4.11) we derive that

$$
\begin{equation*}
\operatorname{Im} \int_{S(0, R)} \partial_{n} \overline{\mathrm{w}} \mathrm{w} d S=0 \tag{4.14}
\end{equation*}
$$

By the Sommerfeld radiation condition, from (4.14) we conclude that

$$
\lim _{R \rightarrow \infty} \int_{S(0, R)}|\mathrm{w}|^{2} d S=0
$$

Using the Rellich-Vekua lemma, we find that $\mathrm{w}=0$ in the domain $\Omega^{-}$.
Then from Green's formula (4.10) it follows that

$$
\begin{equation*}
\int_{\Omega^{+}} \mathcal{E}(U, \bar{U}) d x=0 \tag{4.15}
\end{equation*}
$$

Using (1.2) and (1.3), it is easy to see that for a complex vector $u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}$ and a complex functions $u_{4}, u_{5}$,

$$
\begin{equation*}
c_{i j l k} \partial_{i} u_{j} \partial_{l} \bar{u}_{k} \geq 0, \quad \varepsilon_{j l} \partial_{l} u_{4} \partial_{j} \bar{u}_{4} \geq 0, \quad \mu_{j l} \partial_{l} u_{5} \partial_{j} \bar{u}_{5} \geq 0 \tag{4.16}
\end{equation*}
$$

Taking into account (4.16), from (4.15) we obtain

$$
\begin{equation*}
\int_{\Omega^{+}}\left[c_{i j l k} \partial_{i} u_{j} \partial_{l} \bar{u}_{k}+\rho_{1} \sigma^{2}|u|^{2}+\varepsilon_{j l} \partial_{l} u_{4} \partial_{j} \bar{u}_{4}+\mu_{j l} \partial_{l} u_{5} \partial_{j} \bar{u}_{5}\right] d x=0 \tag{4.17}
\end{equation*}
$$

implying that $u=0$ in $\Omega^{+}$and $u_{4}=c_{1}, u_{5}=c_{2}$ in $\Omega^{+}$, where $c_{1}, c_{2}$ are arbitrary constants. Since $\left\{u_{4}\right\}^{+}=\left\{u_{5}\right\}^{+}=0$ on $S$, we deduce that $u_{4}=u_{5}=0$ in the domain $\Omega^{+}$.

Applying the same arguments, we can show that the general solution of the homogeneous problem $\left(N_{\tau}\right)$ is a vector $\left(0,0,0, c_{1}, c_{2}\right)^{\top}$, where $c_{1}$ and $c_{2}$ are arbitrary complex scalar constants.

### 4.3 Fundamental solution and potentials for the pseudo-oscillation equations of piezoelectro-magneto-elasticity

The full symbol of the pseudo-oscillation operator $A(\partial, \tau)$ is elliptic provided $\tau=i \sigma, \sigma \neq 0, \sigma \in \mathbb{R}$, i.e.,

$$
\operatorname{det} A(-i \xi, \tau) \neq 0 \forall \xi \in \mathbb{R}^{3} \backslash\{0\}
$$

Moreover, the entries of the inverse matrix $A^{-1}(-i \xi, \tau)$ are locally integrable functions decaying at infinity as $O\left(|\xi|^{-2}\right)$. Therefore, we can construct the fundamental matrix $\Gamma(x, \tau)=\left[\Gamma_{k j}(x, \tau)\right]_{5 \times 5}$ of the operator $A(\partial, \tau)$ by the Fourier transform technique,

$$
\begin{equation*}
\Gamma(x, \tau)=F_{\xi \rightarrow x}^{-1}\left[A^{-1}(-i \xi, \tau)\right] \tag{4.18}
\end{equation*}
$$

Note that in a neighbourhood of the origin the following estimates hold $(0<|x|<1)$ :

$$
\begin{align*}
\left|\Gamma_{j k}(x, \tau)-\Gamma_{j k}(x, \omega)\right| & \leq c(\tau, \omega)  \tag{4.19}\\
\left|\partial_{l}\left[\Gamma_{j k}(x, \tau)-\Gamma_{j k}(x, \omega)\right]\right| & \leq c(\tau, \omega) \ln |x|^{-1}  \tag{4.20}\\
\left|\partial^{\alpha}\left[\Gamma_{j k}(x, \tau)-\Gamma_{j k}(x, \omega)\right]\right| & \leq c(\tau, \omega)|x|^{1-|\alpha|}, \quad j, k=\overline{1,5} \tag{4.21}
\end{align*}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ is a multi-index with $|\alpha|=\alpha_{1}+\alpha_{2}+\alpha_{3} \geq 2$, while $c(\tau, \omega)$ is a positive constant depending on $\tau=i \sigma$ and $\omega$ with $\sigma, \omega \in \mathbb{R} \backslash\{0\}$ (cf. [33]).

Let us introduce the single and double layer pseudo-oscillation potentials

$$
\begin{aligned}
\mathbf{V}_{\tau}(h) & =\int_{S} \Gamma(x-y, \tau) h(y) d_{y} S \\
\mathbf{W}_{\tau}(h) & =\int_{S}\left[\widetilde{T}\left(\partial_{y}, n(y)\right) \Gamma^{\top}(x-y, \tau)\right]^{\top} h(y) d_{y} S
\end{aligned}
$$

where $h=\left(h_{1}, h_{2}, h_{3}, h_{4}, h_{5}\right)^{\top}$ is a density vector-function.
These pseudo-oscillation potentials have the following jump properties (see [6]).
Theorem 4.2. Let $h^{(1)} \in\left[H^{-1+s}(S)\right]^{5}, h^{(2)} \in\left[H^{s}(S)\right]^{5}, s>0$. Then the following jump relations hold on $S$ :

$$
\begin{aligned}
\left\{\mathbf{V}_{\tau}\left(h^{(1)}\right)(z)\right\}^{ \pm} & =\int_{S} \Gamma(z-y, \tau) h^{(1)}(y) d_{y} S \\
\left\{\mathbf{W}_{\tau}\left(h^{(2)}\right)(z)\right\}^{ \pm} & = \pm 2^{-1} h^{(2)}(z)+\int_{S}\left[\widetilde{T}\left(\partial_{y}, n(y)\right) \Gamma^{\top}(z-y, \tau)\right]^{\top} h^{(2)}(y) d_{y} S \\
\left\{T \mathbf{V}_{\tau}\left(h^{(1)}\right)(z)\right\}^{ \pm} & =\mp 2^{-1} h^{(1)}(z)+\int_{S} T\left(\partial_{z}, n(z)\right) \Gamma(z-y, \tau) h^{(1)}(y) d_{y} S \\
\left\{T \mathbf{W}_{\tau}\left(h^{(2)}\right)(z)\right\}^{+} & =\left\{T \mathbf{W}_{\tau}\left(h^{(2)}\right)(z)\right\}^{-} .
\end{aligned}
$$

Further, we introduce the boundary operators

$$
\begin{aligned}
& \mathbf{H}_{\tau}(h)(z)=\int_{S} \Gamma(z-y, \tau) h(y) d_{y} S \\
& \mathbf{K}_{\tau}(h)(z)=\int_{S} T\left(\partial_{z}, n(z)\right) \Gamma(z-y, \tau) h(y) d_{y} S \\
& \widetilde{\mathbf{K}}_{\tau}(h)(z)=\int_{S}\left[\widetilde{T}\left(\partial_{y}, n(y)\right) \Gamma^{\top}(z-y, \tau)\right]^{\top} h(y) d_{y} S \\
& \mathbf{L}_{\tau}(h)(z)=\left\{T \mathbf{W}_{\tau}(h)(z)\right\}^{+}=\left\{T \mathbf{W}_{\tau}(h)(z)\right\}^{-}
\end{aligned}
$$

Note that $\mathbf{H}_{\tau}$ is a weakly singular integral operator (pseudodifferential operator of order -1 ), $\mathbf{K}_{\tau}$ and $\widetilde{\mathbf{K}}_{\tau}$ are singular integral operators (pseudodifferential operator of order 0), and $\mathbf{L}_{\tau}$ is a pseudodifferential operator of order 1.

The mapping properties of these potentials are described in Appendix.

### 4.4 Existence of solutions of problem $\left(D_{\tau}\right)$

By Theorem 6.4 (see Appendix) the operator $\mathbf{H}_{\tau}:\left[H^{s}(S)\right]^{5} \rightarrow\left[H^{s+1}(S)\right]^{5}$ is invertible for all $s \in \mathbb{R}$ and we can look for a solution of problem $\left(D_{\tau}\right)$ in the following form

$$
U=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-}, \quad \mu \in \mathbb{C}, \quad \operatorname{Im} \mu \neq 0
$$

where $g=\left(\widetilde{g}, g_{1}, g_{5}\right)^{\top} \in\left[H^{1 / 2}(S)\right]^{5}, \widetilde{g}=\left(g_{1}, g_{2}, g_{3}\right)^{\top}, h \in H^{1 / 2}(S)$ are unknown densities. From Theorems 6.1, 6.3 and 6.4 (see Appendix) it follows that $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and $\mathrm{w} \in H_{l}^{1}\left(\Omega^{-}\right)$.

Transmission conditions (4.3), (4.4) and the Dirichlet type conditions (4.5), (4.6) lead to the following system of pseudodifferential equations with respect to the unknowns $\widetilde{g}, g_{4}, g_{5}$ and $h$ :

$$
\begin{align*}
\tilde{g} \cdot n-b_{1} \mathcal{M}(h) & =f_{0} \text { on } S,  \tag{4.22}\\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\tau}\right) \mathbf{H}_{\tau}^{-1} g\right]_{j}-b_{2} n_{j} \mathcal{N}(h) } & =f_{j} \text { on } S, \quad j=1,2,3,  \tag{4.23}\\
g_{4} & =f_{1}^{(D)} \text { on } S,  \tag{4.24}\\
g_{5} & =f_{2}^{(D)} \text { on } S \tag{4.25}
\end{align*}
$$

where $\mathcal{N}=-2^{-1} I_{1}+\mathcal{K}_{\omega}^{*}+\mu \mathcal{H}_{\omega}, \mathcal{M}=\mathcal{L}_{\omega}+\mu\left(2^{-1} I_{1}+\mathcal{K}_{\omega}\right)$.
Here and in what follows, $I_{m}$ stands for the $m \times m$ unit matrix.
The matrix operator generated by the left-hand side expressions in system (4.22)-(4.25) reads as

$$
\mathcal{P}_{\tau, D}:=\left(\begin{array}{cccc}
{[n]_{1 \times 3}} & 0 & 0 & -b_{1} \mathcal{M} \\
{\left[\mathcal{A}_{\tau}^{j k}\right]_{3 \times 3}} & {\left[\mathcal{A}_{\tau}^{j 4}\right]_{3 \times 1}} & {\left[\mathcal{A}_{\tau}^{j 5}\right]_{3 \times 1}} & {\left[-b_{2} n_{j} \mathcal{N}\right]_{3 \times 1}} \\
{[0]_{1 \times 3}} & I_{1} & 0 & 0 \\
{[0]_{1 \times 3}} & 0 & I_{1} & 0
\end{array}\right)_{6 \times 6} \quad, \quad j, k=1,2,3
$$

where

$$
\begin{equation*}
\mathcal{A}_{\tau}:=\left(-2^{-1} I_{5}+\mathbf{K}_{\tau}\right) \mathbf{H}_{\tau}^{-1}=\left[\mathcal{A}_{\tau}^{j k}\right]_{5 \times 5}, \quad j, k=\overline{1,5} \tag{4.26}
\end{equation*}
$$

is the Steklov-Poincaré type operator on $S$. This operator is a strongly elliptic pseudodifferential operator of order 1 (see [6] for details).

By Theorems 6.2 and 6.4 (see Appendix), the operator $\mathcal{P}_{\tau, D}$ possesses the following mapping property:

$$
\begin{equation*}
\mathcal{P}_{\tau, D}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \tag{4.27}
\end{equation*}
$$

In view of (4.24) and (4.25), equations (4.22) and (4.23) can be rewritten in the following equivalent form as a system with respect to $\widetilde{g}$ and $h$ :

$$
\begin{align*}
\widetilde{g} \cdot n-b_{1} \mathcal{M}(h) & =f_{0} \text { on } S,  \tag{4.28}\\
{\left[\mathcal{A}_{\tau}(\widetilde{g}, 0,0)^{\top}\right]_{j}-b_{2} n_{j} \mathcal{N}(h) } & =F_{j} \text { on } S, \quad j=1,2,3 \tag{4.29}
\end{align*}
$$

where $F_{j}:=f_{j}-\mathcal{A}_{\tau}^{j 4} f_{1}^{(D)}-\mathcal{A}_{\tau}^{j 5} f_{2}^{(D)}, j=1,2,3$.
Denote by $\mathcal{R}_{\tau, D}$ the operator corresponding to system (4.28), (4.29)

$$
\mathcal{R}_{\tau, D}:=\left(\begin{array}{cc}
{[n]_{1 \times 3}} & -b_{1} \mathcal{M} \\
\widetilde{\mathcal{A}}_{\tau} & {\left[-b_{2} n_{k} \mathcal{N}\right]_{3 \times 1}}
\end{array}\right)_{4 \times 4}
$$

where $\widetilde{\mathcal{A}}_{\tau}:=\left[\mathcal{A}_{\tau}^{j k}\right]_{3 \times 3}, j, k=1,2,3$.

Clearly, the operator

$$
\begin{equation*}
\mathcal{R}_{\tau, D}:\left[H^{1 / 2}(S)\right]^{4} \rightarrow\left[H^{-1 / 2}(S)\right]^{4} \tag{4.30}
\end{equation*}
$$

is bounded.
Let us represent the operator $\mathcal{R}_{\tau, D}$ as the sum of two operators

$$
\mathcal{R}_{\tau, D}=\mathcal{R}_{\tau, D}^{(1)}+\mathcal{R}_{\tau, D}^{(2)}
$$

where

$$
\mathcal{R}_{\tau, D}^{(1)}=\left(\begin{array}{cc}
{[0]_{1 \times 3}} & -b_{1} \mathcal{M} \\
\widetilde{\mathcal{A}}_{\tau} & {[0]_{3 \times 1}}
\end{array}\right)_{4 \times 4}, \quad \mathcal{R}_{\tau, D}^{(2)}=\left(\begin{array}{cc}
{[n]_{1 \times 3}} & 0 \\
{[0]_{3 \times 3}} & {\left[-b_{2} n_{k} \mathcal{N}\right]_{3 \times 1}}
\end{array}\right)_{4 \times 4}
$$

It is easy to see that the operator $\mathcal{N}: H^{1 / 2}(S) \rightarrow H^{-1 / 2}(S)$ is compact due to Theorem 3.2 and Rellich compact embedding theorem. Therefore, the operator $\mathcal{R}_{\tau, D}^{(2)}:\left[H^{1 / 2}(S)\right]^{4} \rightarrow\left[H^{-1 / 2}(S)\right]^{4}$ is compact. Further, we show that the operator $\widetilde{\mathcal{A}}_{\tau}$ is Fredholm. Indeed,

$$
\mathcal{A}_{\tau}:\left[H^{1 / 2}(S)\right]^{5} \rightarrow\left[H^{-1 / 2}(S)\right]^{5}
$$

is strongly elliptic pseudodifferential operator of order 1 (see [6]), i.e.,

$$
\operatorname{Re} \mathfrak{S}\left(\mathcal{A}_{\tau} ; x, \xi\right) \zeta \cdot \zeta \geq c|\xi||\zeta|^{2}
$$

where $c$ is a positive constant and $\mathfrak{S}\left(\mathcal{A}_{\tau} ; x, \xi\right)$ with $x \in S, \xi \in \mathbb{R}^{2} \backslash\{0\}$, is the principal homogeneous symbol of the operator $\mathcal{A}_{\tau}$ in some local coordinate system. Therefore, $\forall \xi \in \mathbb{R}^{2} \backslash\{0\}, \forall \zeta^{\prime} \in \mathbb{C}^{3}$ the following estimate holds:

$$
\operatorname{Re} \mathfrak{S}\left(\widetilde{\mathcal{A}}_{\tau} ; x, \xi\right) \zeta^{\prime} \cdot \zeta^{\prime}=\operatorname{Re} \mathfrak{S}\left(\mathcal{A}_{\tau} ; x, \xi\right)\left(\zeta^{\prime}, 0\right)^{\top} \cdot\left(\zeta^{\prime}, 0\right)^{\top} \geq c\left|\xi \| \zeta^{\prime}\right|^{2}
$$

Thus $\widetilde{\mathcal{A}}_{\tau}$ is a strongly elliptic pseudodifferential operator of order 1 . Therefore, by virtue of the general theory of elliptic pseudodifferential operators on a compact manifold without boundary (see 16 , Ch. 19], [14, Ch. 5]), we conclude that

$$
\widetilde{\mathcal{A}}_{\tau}:\left[H^{1 / 2}(S)\right]^{3} \rightarrow\left[H^{-1 / 2}(S)\right]^{3}
$$

is a Fredholm operator. From the strong ellipticity property it also follows that the index of the operator $\widetilde{\mathcal{A}}_{\tau}$ is zero (see [16, Ch. 6], [14, Ch. 2]). Taking into account Theorem 3.2, we find that the operator $\mathcal{R}_{\tau, D}^{(1)}$ is Fredholm with index zero. Therefore, operators (4.30) and, consequently, (4.27) are Fredholm with index zero.

Now we show that the operator $\mathcal{R}_{\tau, D}$ is injective. Let $(\widetilde{g}, h)^{\top}$ with $\widetilde{g} \in\left[H^{1 / 2}(S)\right]^{3}$ and $h \in H^{1 / 2}(S)$ be some solution of the homogeneous system

$$
\mathcal{R}_{\tau, D}(\widetilde{g}, h)^{\top}=0
$$

and set

$$
\widetilde{U}=\left(\widetilde{u}, \widetilde{u}_{4}, \widetilde{u}_{5}\right)^{\top}=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1}(\widetilde{g}, 0,0), \quad \widetilde{\mathrm{w}}=\left(W_{\omega}+\mu V_{\omega}\right) h, \quad \operatorname{Im} \mu \neq 0
$$

Evidently, $\widetilde{U}$ and $\widetilde{\mathrm{w}}$ solve the homogeneous problem $\left(D_{\tau}\right)$.
It follows from the uniqueness result for problem $\left(D_{\tau}\right)$ (see Theorem 4.1) that $\widetilde{U}=0$ in $\Omega^{+}$and $\widetilde{\mathrm{w}}=0$ in $\Omega^{-}$. Then $\{\widetilde{U}\}^{+}=(\widetilde{g}, 0,0)^{\top}=0$ on $S$. Since $\{\widetilde{\mathrm{w}}\}^{-}=\mathcal{N}(h)=0$ and $\mathcal{N}$ is invertible operator, we obtain $h=0$ on $S$. Consequently, the operators

$$
\begin{aligned}
& \mathcal{R}_{\tau, D}:\left[H^{1 / 2}(S)\right]^{4} \rightarrow\left[H^{-1 / 2}(S)\right]^{4}, \\
& \mathcal{P}_{\tau, D}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S)
\end{aligned}
$$

are invertible.
Therefore, system (4.22)-(4.25) is uniquely solvable. Thus the following assertion holds.

Theorem 4.3. Let $\tau=i \sigma, \sigma \neq 0, \sigma \in \mathbb{R}$, and let $f_{0} \in H^{-1 / 2}(S), f_{j} \in H^{-1 / 2}(S), j=1,2,3$, and $f^{(D)} \in H^{1 / 2}(S)$. Then problem $\left(D_{\tau}\right)$ has a unique solution $(U, \mathrm{w}), U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$, $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right) \cap$ $\operatorname{Som}_{1}\left(\Omega^{-}\right)$, which can be represented as

$$
U=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-},
$$

where the densities $g \in\left[H^{1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ are defined from the uniquely solvable system (4.22) - (4.25).

### 4.5 Existence of solutions of problem $\left(N_{\tau}\right)$

As in the previous subsection, we can look for a solution of problem $\left(N_{\tau}\right)$ in the following form:

$$
U=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-}, \quad \mu \in \mathbb{C}, \quad \operatorname{Im} \mu \neq 0
$$

where $g=\left(\widetilde{g}, g_{4}, g_{5}\right)^{\top} \in\left[H^{1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ are unknown densities. From Theorems 6.1, 6.3 and 6.4 of Appendix it follows that $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right)$.

Transmission conditions (4.3), (4.4), and the Neumann type condition (4.7) lead to the following system of pseudodifferential equations with respect to the unknowns $g$ and $h$ :

$$
\begin{align*}
\tilde{g} \cdot n-b_{1} \mathcal{M}(h) & =f_{0} \text { on } S,  \tag{4.31}\\
{\left[\mathcal{A}_{\tau} g\right]_{j}-b_{2} n_{j} \mathcal{N}(h) } & =f_{j} \text { on } S, \quad j=1,2,3,  \tag{4.32}\\
{\left[\mathcal{A}_{\tau} g\right]_{4} } & =f_{1}^{(N)} \text { on } S,  \tag{4.33}\\
{\left[\mathcal{A}_{\tau} g\right]_{5} } & =f_{2}^{(N)} \text { on } S, \tag{4.34}
\end{align*}
$$

where $\mathcal{N}$ and $\mathcal{M}$ are defined in (3.1) and (3.2), while $\mathcal{A}_{\tau}$ is defined in (4.26).
The operator generated by the left-hand side of the system (4.31)-(4.33) reads as

$$
\mathcal{P}_{\tau, N}:=\left(\begin{array}{cc}
{[(n, 0,0)]_{1 \times 5}} & -b_{1} \mathcal{M} \\
{\left[\mathcal{A}_{\tau}^{j k}\right]_{3 \times 5}} & {\left[-b_{2} n_{j} \mathcal{N}\right]_{3 \times 1}} \\
{\left[\mathcal{A}_{\tau}^{4 j}\right]_{1 \times 4}} & {[0]_{1 \times 2}} \\
{\left[\mathcal{A}_{\tau}^{5 j}\right]_{1 \times 4}} & {[0]_{1 \times 2}}
\end{array}\right)_{6 \times 6} \quad, \quad j=1,2,3, \quad k=\overline{1,5} .
$$

The operator $\mathcal{P}_{\tau, N}$ possesses the following mapping property:

$$
\mathcal{P}_{\tau, N}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{6}
$$

From equation (4.31), we define $h$,

$$
h=b_{1}^{-1} \mathcal{M}^{-1}(\widetilde{g} \cdot n)-b_{1}^{-1} \mathcal{M}^{-1} f_{0}
$$

and substitute this into equation (4.32). We obtain the system

$$
\begin{align*}
{\left[\mathcal{A}_{\tau} g\right]_{j}-b_{2} b_{1}^{-1} n_{j} \mathcal{N M}^{-1}(\widetilde{g} \cdot n) } & =F_{j} \text { on } S, \quad j=1,2,3,  \tag{4.35}\\
{\left[\mathcal{A}_{\tau} g\right]_{4} } & =f_{1}^{(N)} \text { on } S,  \tag{4.36}\\
{\left[\mathcal{A}_{\tau} g\right]_{5} } & =f_{2}^{(N)} \text { on } S, \tag{4.37}
\end{align*}
$$

where $F_{j}=f_{j}-b_{1}^{-1} b_{2} n_{j} \mathcal{N} \mathcal{M}^{-1} f_{0}$.
Denote by $\mathcal{R}_{\tau, N}$ the operator generated by the left-hand side of system (4.35)-(4.37),

$$
\mathcal{R}_{\tau, N}=\left(\begin{array}{ccc}
{\left[C_{\tau}\right]_{3 \times 3}} & {\left[\mathcal{A}_{\tau}^{j 4}\right]_{3 \times 1}} & {\left[\mathcal{A}_{\tau}^{j 5}\right]_{3 \times 1}} \\
{\left[\mathcal{A}_{\tau}^{4 j}\right]_{1 \times 3}} & \mathcal{A}_{\tau}^{44} & \mathcal{A}_{\tau}^{45} \\
{\left[\mathcal{A}_{\tau}^{5 j}\right]_{1 \times 3}} & \mathcal{A}_{\tau}^{54} & \mathcal{A}_{\tau}^{55}
\end{array}\right)_{5 \times 5}
$$

where

$$
\left[C_{\tau}\right]_{3 \times 3}=\left[\mathcal{A}_{\tau}^{j k}\right]_{3 \times 3}-b_{2} b_{1}^{-1}\left[n_{j} \mathcal{N}\right]_{3 \times 1}\left[\mathcal{M}^{-1} n_{k}\right]_{1 \times 3}, \quad j, k=1,2,3 .
$$

Note that the difference $\mathcal{A}_{\tau}-\mathcal{R}_{\tau, N}:\left[H^{1 / 2}(S)\right]^{5} \rightarrow\left[H^{-1 / 2}(S)\right]^{5}$ is a compact operator.
Since the Steklov-Poincaré type operator $\mathcal{A}_{\tau}$ is strongly elliptic pseudodifferential operator of order 1, it follows that the operator $\mathcal{A}_{\tau}:\left[H^{1 / 2}(S)\right]^{5} \rightarrow\left[H^{-1 / 2}(S)\right]^{5}$ is Fredholm with index zero. Hence the operators

$$
\mathcal{R}_{\tau, N}:\left[H^{1 / 2}(S)\right]^{5} \rightarrow\left[H^{-1 / 2}(S)\right]^{5}, \quad \mathcal{P}_{\tau, N}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{6}
$$

are Fredholm with index zero.
Now let us investigate the null space of the operator $\mathcal{P}_{\tau, N}$. Let $g \in\left[H^{1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ be solutions of the homogeneous system (4.31)-(4.33)

$$
\mathcal{P}_{\tau, N}(g, h)^{\top}=0,
$$

and put

$$
\widetilde{U}=\left(\widetilde{u}, \widetilde{u}_{4}, \widetilde{u}_{5}\right)^{\top}=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1} g, \quad \widetilde{\mathbf{w}}=\left(W_{\omega}+\mu V_{\omega}\right) h .
$$

Evidently, $\widetilde{U}$ and $\widetilde{\mathrm{w}}$ solve the homogeneous problem $\left(N_{\tau}\right)$.
From the structure of a solution to the homogeneous problem $\left(N_{\tau}\right)$ (see Theorem 4.1) we have

$$
\widetilde{U}=\left(0,0,0, c_{1}, c_{2}\right)^{\top} \text { in } \Omega^{+}, \quad \widetilde{\mathrm{w}}=0 \text { in } \Omega^{-},
$$

where $c_{1}$ and $c_{2}$ are arbitrary constants. Then $\{\widetilde{U}\}^{+}=\left(0,0,0, c_{1}, c_{2}\right)^{\top}=g$ on $S$, i.e. $g_{1}=g_{2}=g_{3}=0$, $g_{4}=c_{1}$ and $g_{5}=c_{2}$. Since $\{\mathrm{w}\}^{-}=\mathcal{N} h=0$ on $S$, the invertibility of the operator $\mathcal{N}$ yields that $h=0$ on $S$. Whence we obtain that if $\mathcal{P}_{\tau, N}(g, h)^{\top}=0$, then $g=\left(0,0,0, c_{1}, c_{2}\right)^{\top}$ and $h=0$.

Therefore, the dimension of the null space of the operator $\mathcal{P}_{\tau, N}$ equals to 2 , $\operatorname{dim} \operatorname{Ker} \mathcal{P}_{\tau, N}=2$. Thus dim $\operatorname{Ker} \mathcal{P}_{\tau, N}^{*}=2$, where $\mathcal{P}_{\tau, N}^{*}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{\tau}$ is the operator adjoint to $\mathcal{P}_{\tau, N}$ : $\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{6}$.

Now we can formulate the following existence theorem.
Theorem 4.4. Let $\tau=i \sigma, \sigma \neq 0, \sigma \in \mathbb{R}$, and let $f_{0} \in H^{-1 / 2}(S), f_{j} \in H^{-1 / 2}(S), j=1,2,3$, and $f_{1}^{(N)} \in H^{-1 / 2}(S), f_{2}^{(N)} \in H^{-1 / 2}(S)$. Then problem $\left(N_{\tau}\right)$ is solvable if and only if the condition

$$
\begin{equation*}
\left\langle f_{0}, \phi_{1}\right\rangle_{S}+\sum_{j=1}^{3}\left\langle f_{j}, \phi_{j+1}\right\rangle_{S}+\left\langle f_{1}^{(N)}, \phi_{5}\right\rangle_{S}+\left\langle f_{2}^{(N)}, \phi_{6}\right\rangle_{S}=0 \tag{4.38}
\end{equation*}
$$

is fulfilled, where $\phi=\left(\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}, \phi_{5}, \phi_{6}\right)^{\top}$ is a nontrivial solution of the homogeneous equation $\mathcal{P}_{\tau, N}^{*} \phi=0$. If condition (4.38) holds, then solutions of problem $\left(N_{\tau}\right)$ are represented by the potentials

$$
U=\mathbf{V}_{\tau} \mathbf{H}_{\tau}^{-1} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-},
$$

where the densities $g \in\left[H^{1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ are defined from system (4.31)-(4.35), and they are defined modulo the addend vector $\left(0,0,0, c_{1}, c_{2}\right)^{\top}$ with arbitrary complex constants $c_{1}$ and $c_{2}$.

## 5 Existence results for the steady state oscillation problems $\left(D_{\omega}\right)$ and $\left(N_{\omega}\right)$

### 5.1 Existence of solution of the Dirichlet type problem $\left(D_{\omega}\right)$

We look for a solution of problem $\left(D_{\omega}\right)$ in the form

$$
U=\mathbf{V}_{\omega} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-}, \quad \mu \in \mathbb{C}, \quad \operatorname{Im} \mu \neq 0,
$$

where $g \in\left[H^{-1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ are unknown densities, and $\omega \in \mathbb{R} \backslash\{0\}$. From Theorems 6.1 and 6.3 of Appendix it follows that $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right)$.

Transmission conditions (1.11), (1.12) and the Dirichlet boundary conditions (1.13), (1.14) lead to the following system of pseudodifferential equations with respect to the unknowns $g$ and $h$ :

$$
\begin{align*}
{\left[\mathbf{H}_{\omega} g\right]_{l} n_{l}-b_{1} \mathcal{M}(h) } & =f_{0} \text { on } S,  \tag{5.1}\\
{\left[\left(-2^{-1} I_{4}+\mathbf{K}_{\omega}\right) g\right]_{j}-b_{2} n_{j} \mathcal{N}(h) } & =f_{j} \text { on } S, \quad j=1,2,3,  \tag{5.2}\\
{\left[\mathbf{H}_{\omega} g\right]_{4} } & =f_{1}^{(D)} \text { on } S  \tag{5.3}\\
{\left[\mathbf{H}_{\omega} g\right]_{5} } & =f_{2}^{(D)} \text { on } S . \tag{5.4}
\end{align*}
$$

The operator generated by the left-hand side of system (5.1)-(5.4) reads as

$$
Q_{\omega, D}=\left(\begin{array}{cc}
{\left[n_{l} \mathbf{H}_{\omega}^{l k}\right]_{1 \times 5}} & -b_{1} \mathcal{M} \\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right)^{j k}\right]_{3 \times 5}} & {\left[-b_{2} n_{j} \mathcal{N}\right]_{3 \times 1}} \\
{\left[\mathbf{H}_{\omega}^{4 k}\right]_{1 \times 5}} & 0 \\
{\left[\mathbf{H}_{\omega}^{5 k}\right]_{1 \times 5}} & 0
\end{array}\right)_{6 \times 6}, \quad j=\overline{1,3}, \quad k=\overline{1,5} .
$$

By Theorem 6.5, the operator

$$
Q_{\omega, D}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{4} \times\left[H^{1 / 2}(S)\right]^{2}
$$

is bounded.
In view of estimates (4.19)-4.21) it follows that the main parts of the operators $\mathbf{H}_{\omega}$ and $\mathbf{H}_{\tau}$ (as well as the main parts of the operators $\mathbf{K}_{\omega}$ and $\mathbf{K}_{\tau}$ ) are the same, implying that the operators

$$
\begin{align*}
& \mathbf{H}_{\omega}-\mathbf{H}_{\tau}:\left[H^{-1 / 2}(S)\right]^{5} \rightarrow\left[H^{1 / 2}(S)\right]^{5}  \tag{5.5}\\
& \mathbf{K}_{\omega}-\mathbf{K}_{\tau}:\left[H^{-1 / 2}(S)\right]^{5} \rightarrow\left[H^{-1 / 2}(S)\right]^{5} \tag{5.6}
\end{align*}
$$

are compact. Hence the operator

$$
Q_{\omega, D}-Q_{\tau, D}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{4} \times\left[H^{1 / 2}(S)\right]^{2}
$$

is compact, where $Q_{\tau, D}:=\mathcal{P}_{\tau, D} \mathcal{T}_{\tau}$ with

$$
\mathcal{T}_{\tau}:=\left(\begin{array}{cc}
\mathbf{H}_{\tau} & {[0]_{4 \times 1}}  \tag{5.7}\\
{[0]_{1 \times 4}} & I_{1}
\end{array}\right)_{5 \times 5}
$$

Therefore, from the invertibility of the operators $\mathcal{P}_{\tau, D}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S)$ and $\mathcal{T}_{\tau}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{1 / 2}(S)\right]^{6}$ (see Section 4) the invertibility of the operator $Q_{\tau, D}$ : $\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S)$ follows. In turn, this implies that the operator

$$
\begin{equation*}
Q_{\omega, D}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{4} \times\left[H^{1 / 2}(S)\right]^{2} \tag{5.8}
\end{equation*}
$$

is Fredholm with index zero.
Let us show that for $\omega \notin J_{D}\left(\Omega^{+}\right)$the operator $Q_{\omega, D}$ is injective. Indeed, let $g \in\left[H^{-1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ be solutions of the homogeneous system

$$
Q_{\omega, D}(g, h)^{\top}=0 \text { on } S
$$

Construct a vector-function $U=\mathbf{V}_{\omega} g$ and a scalar function $\mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h$ with $\mu \in \mathbb{C}, \operatorname{Im} \mu \neq 0$; Clearly, the pair ( $U, \mathrm{w}$ ) solves the homogeneous problem $\left(D_{\omega}\right)$. Since $\omega \notin J_{D}\left(\Omega^{+}\right)$, from Theorem 2.1 we have that

$$
U=\mathbf{V}_{\omega} g=0 \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h=0 \text { in } \Omega^{-} .
$$

In view of the equation $\{\mathrm{w}\}^{-}=\mathcal{N}(h)=0$ on $S$ and the invertibility of the operator $\mathcal{N}$ we deduce that $h=0$ on $S$. From continuity of a single layer potential we have $\{U\}^{+}=\{U\}^{-}=0$ on $S$.

Thus $U=\mathbf{V}_{\omega} g$ solves the exterior homogeneous Dirichlet problem

$$
\begin{equation*}
A(\partial, \omega) U=0 \text { on } \Omega^{-}, \quad\{U\}^{-}=0 \text { on } S \tag{5.9}
\end{equation*}
$$

$U=\mathbf{V}_{\omega} g \in M_{m_{1}, m_{2}, m_{3}}(\mathbf{P})$ and, by Theorem 3.4, $U=\mathbf{V}_{\omega} g \equiv 0$ in $\Omega^{-}$. Using the jump formula $\{T U\}^{-}-\{T U\}^{+}=g$ on $S$, we get $g=0$ on $S$. Thus the null space of the Fredholm operator (5.8) is trivial and since the index equals to zero we conclude that (5.8) is invertible.

These results imply the following assertion.
Theorem 5.1. If $\omega \notin J_{D}\left(\Omega^{+}\right)$, then problem $\left(D_{\omega}\right)$ is uniquely solvable.
Now let us consider the case where $\omega$ is Jones's frequency, $\omega \in J_{D}\left(\Omega^{+}\right)$.
The operator adjoint to $Q_{\omega, D}$ has the following form:

$$
Q_{\omega, D}^{*}=\left(\begin{array}{cccc}
{\left[\mathbf{H}_{\omega}^{* k l} n_{l}\right]_{5 \times 1}} & {\left[\left(-2^{-1} I_{4}+\mathbf{K}_{\omega}^{*}\right)^{k j}\right]_{5 \times 3}} & {\left[\mathbf{H}_{\omega}^{* k 4}\right]_{5 \times 1}} & {\left[\mathbf{H}_{\omega}^{* k 5}\right]_{5 \times 1}} \\
-\bar{b}_{1} \mathcal{M}^{*} & {\left[-\bar{b}_{2} \mathcal{N}^{*} n_{j}\right]_{1 \times 3}} & 0 & 0
\end{array}\right)_{6 \times 6} \quad, \quad j=\overline{1,3}, \quad k=\overline{1,5},
$$

where

$$
\begin{aligned}
\mathbf{H}_{\omega}^{*}(g)(z) & =\int_{S}[\overline{\Gamma(y-z, \omega)}]^{\top} g(y) d_{y} S, \quad z \in S \\
\mathbf{K}_{\omega}^{*}(g)(z) & =\int_{S}\left[T\left(\partial_{y}, n(y) \overline{\Gamma(y-z, \omega)}\right)\right]^{\top} g(y) d_{y} S, \quad z \in S \\
\mathcal{N}^{*}(h)(z) & =\left(-2^{-1} I_{1}+\overline{\mathcal{K}_{\omega}}\right)(h)(z)+\bar{\mu} \mathcal{H}_{\omega}^{*}(h)(z), \quad z \in S \\
\mathcal{M}^{*}(h)(z) & =\mathcal{L}_{\omega}^{*}(h)(z)+\bar{\mu}\left(2^{-1} I_{1}+\overline{\mathcal{K}}_{\omega}^{*}\right)(h)(z), \quad z \in S
\end{aligned}
$$

while

$$
\begin{aligned}
\overline{\mathcal{K}}_{\omega}(h)(z) & =\int_{S} \partial_{n(z)} \overline{\gamma(z-y, \omega)} h(y) d_{y} S, \quad z \in S \\
\overline{\mathcal{K}}_{\omega}^{*}(h)(z) & =\int_{S} \partial_{n(y)} \overline{\gamma(z-y, \omega)} h(y) d_{y} S, \quad z \in S \\
\mathcal{H}_{\omega}^{*}(h)(z) & =\int_{S} \overline{\gamma(z-y, \omega)} h(y) d_{y} S, \quad z \in S \\
\mathcal{L}_{\omega}^{*}(h)(z) & =\left\{\partial_{n(z)} \widetilde{W}_{\omega}(h)(z)\right\}^{ \pm}, \quad z \in S, \\
\widetilde{W}_{\omega}(h)(x) & =\int_{S} \partial_{n(y)} \overline{\gamma(x-y, \omega)} h(y) d_{y} S, \quad x \notin S \\
\widetilde{V}_{\omega}(h)(x) & =\int_{S} \overline{\gamma(x-y, \omega)} h(y) d_{y} S, \quad x \notin S
\end{aligned}
$$

The adjoint operator possesses the following mapping property:

$$
Q_{\omega, D}^{*}:\left[H^{1 / 2}(S)\right]^{4} \times\left[H^{-1 / 2}(S)\right]^{2} \rightarrow\left[H^{1 / 2}(S)\right]^{5} \times H^{-1 / 2}(S)
$$

Let $\Psi:=\left(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}, \psi_{5}, \psi_{6}\right)^{\top} \in\left[H^{1 / 2}(S)\right]^{4} \times\left[H^{-1 / 2}(S)\right]^{2}$ be a solution of the homogeneous adjoint system

$$
\begin{equation*}
Q_{\omega, D}^{*} \Psi=0 \tag{5.10}
\end{equation*}
$$

Construct the potentials

$$
\begin{align*}
\widetilde{U} & =\widetilde{\mathbf{V}}_{\omega} \Psi^{(1)}+\widetilde{\mathbf{W}}_{\omega} \Psi^{(2)}+\widetilde{\mathbf{V}}_{\omega} \Psi^{(3)} \text { in } \Omega^{-}  \tag{5.11}\\
\widetilde{\mathrm{w}} & =-\bar{b}_{1} \widetilde{W}_{\omega} \psi_{1}-\bar{b}_{2} \widetilde{V}_{\omega}\left[\Psi^{\prime} \cdot n\right] \text { in } \Omega^{+} \tag{5.12}
\end{align*}
$$

where

$$
\begin{aligned}
\Psi^{(1)}:=\left(n \psi_{1}, 0\right)^{\top}, \quad \Psi^{(2)} & :=\left(\Psi^{\prime}, 0\right)^{\top}, \quad \Psi^{(3)}:=\left(0,0,0, \psi_{5}, \psi_{6}\right)^{\top}, \quad \Psi^{\prime}=\left(\psi_{2}, \psi_{3}, \psi_{4}\right)^{\top}, \\
\widetilde{\mathbf{V}}_{\omega}(g)(x) & :=\int_{S}[\overline{\Gamma(y-x, \omega)}]^{\top} g(y) d_{y} S, \quad x \in \Omega^{+}, \\
\widetilde{\mathbf{W}}_{\omega}(g)(x) & :=\int_{S}\left[T\left(\partial_{y}, n(y)\right) \overline{\Gamma(y-x, \omega)}\right]^{\top} g(y) d_{y} S, \quad x \in \Omega^{+} .
\end{aligned}
$$

The vectors $\widetilde{\mathbf{V}}_{\omega}(g)$ and $\widetilde{\mathbf{W}}_{\omega}(g)$ are the single and double layer potentials associated with the operator $A^{*}(\partial, \omega)$.

From (5.10) it follows that

$$
\{\widetilde{U}\}^{-}=0 \text { and }\left\{\partial_{n} \widetilde{\mathrm{w}}+\bar{\mu} \widetilde{\mathrm{w}}\right\}^{+}=0 \text { on } S
$$

where $\mu=\mu_{1}+i \mu_{2}, \quad \mu_{2} \neq 0$.
Since the vector $\widetilde{U} \in\left[H_{l o c}^{1}\left(\Omega^{-}\right)\right]^{5} \cap M_{m_{1}, m_{2}, m_{3}}\left(\mathbf{P}^{*}\right)$ and solves the homogeneous Dirichlet problem

$$
A^{*}(\partial, \omega) \widetilde{U}=0 \text { in } \Omega^{-}, \quad\{\tilde{U}\}^{-}=0 \text { on } S
$$

the uniqueness Theorem 3.5 implies that $\widetilde{U}=0$ in $\Omega^{-}$.
On the other hand, the function $\widetilde{\mathrm{w}} \in H^{1}\left(\Omega^{+}\right)$solves the homogeneous Robin type problem

$$
\begin{align*}
\left(\Delta+\rho_{2} \omega^{2}\right) \widetilde{\mathrm{w}} & =0 \text { in } \Omega^{+}  \tag{5.13}\\
\left\{\partial_{n} \widetilde{\mathrm{w}}+\bar{\mu} \widetilde{\mathrm{w}}\right\}^{+} & =0 \text { on } S \tag{5.14}
\end{align*}
$$

This problem possesses only the trivial solution. Indeed, the following Green's first formula holds:

$$
\begin{equation*}
\int_{\Omega^{+}}\left(\Delta+\rho_{2} \omega^{2}\right) \widetilde{\mathrm{w}} \overline{\widetilde{\mathrm{w}}} d x+\int_{\Omega^{+}}|\nabla \widetilde{\mathrm{w}}| d x-\rho_{2} \omega^{2} \int_{\Omega^{+}}|\widetilde{\mathrm{w}}| d x=\left\langle\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{+},\{\widetilde{\mathrm{w}}\}^{+}\right\rangle_{S} \tag{5.15}
\end{equation*}
$$

Taking into account equation (5.13) and the boundary condition (5.14), from (5.15) we get

$$
\int_{\Omega^{+}}|\nabla \widetilde{\mathrm{w}}| d x-\rho_{2} \omega^{2} \int_{\Omega^{+}}|\widetilde{\mathrm{w}}| d x=-\mu_{1} \int_{S}\left|\{\widetilde{\mathrm{w}}\}^{+}\right|^{2} d S+i \mu_{2} \int_{S}\left|\{\widetilde{\mathrm{w}}\}^{+}\right|^{2} d S
$$

Therefore, $\{\widetilde{w}\}^{+}=0$. For a solution $\widetilde{w} \in H^{1}\left(\Omega^{+}\right)$to the homogeneous equation (5.13) we have the following integral representation:

$$
\begin{equation*}
\widetilde{\mathrm{w}}=W_{\omega}\left(\{\widetilde{\mathrm{w}}\}^{+}\right)-V_{\omega}\left(\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{+}\right) \text {in } \Omega^{+} . \tag{5.16}
\end{equation*}
$$

Since $\{\widetilde{\mathrm{w}}\}^{+}=0$ and $\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{+}=0$, from the representation formula (5.16) we find that $\widetilde{\mathrm{w}}=0$ in $\Omega^{+}$.
Using the jump formulae for potentials (5.11) and (5.12), we derive that on the surface $S$ the following relations hold:

$$
\begin{aligned}
\{\widetilde{\mathrm{w}}\}^{-} & =\bar{b}_{1} \psi_{1}, \\
\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{-} & =-\bar{b}_{2} \Psi^{\prime} \cdot n, \\
\left\{[\widetilde{T} \widetilde{U}]_{j}\right\}^{+} & =-n_{j} \psi_{1}, \quad j=1,2,3, \\
\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+} & =-\psi_{5}, \\
\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+} & =-\psi_{6}, \\
\{\widetilde{U}\}^{+} & =\left(\Psi^{\prime}, 0\right)^{\top}, \\
\left\{\widetilde{U}_{4}\right\}^{+} & =0, \\
\left\{\widetilde{U}_{5}\right\}^{+} & =0 .
\end{aligned}
$$

Hence we deduce that $\widetilde{U}=\left(\widetilde{U}_{1}, \widetilde{U}_{2}, \widetilde{U}_{3}, \widetilde{U}_{4}, \widetilde{U}_{5}\right)^{\top}=\left(\widetilde{U}^{\prime}, \widetilde{U}_{4}, \widetilde{U}_{5}\right)^{\top}$ with $\widetilde{U}^{\prime}=\left(\widetilde{U}_{1}, \widetilde{U}_{2}, \widetilde{U}_{3},\right)^{\top}$ and $\widetilde{\mathrm{w}}$ solve the following homogeneous transmission problem:

$$
\begin{aligned}
A^{*}(\partial, \omega) \widetilde{U} & =0 \text { in } \Omega^{+}, \\
\left(\Delta+\rho_{2} \omega^{2}\right) \widetilde{\mathrm{w}} & =0 \text { in } \Omega^{-}, \\
\left\{\left[\widetilde{U}^{\prime} \cdot n\right\}^{+}+\bar{b}_{2}^{-1}\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{-}\right. & =0 \text { on } S, \\
\left.\{\widetilde{T}(\partial, n) \widetilde{U}]_{j}\right\}^{+}+\bar{b}_{1}^{-1}\{\widetilde{\mathrm{w}}\}^{-} n_{j} & =0 \text { on } S, \quad j=1,2,3, \\
\left\{\widetilde{U}_{4}\right\}^{+} & =0 \text { on } S, \\
\left\{\widetilde{U}_{5}\right\}^{+} & =0 \text { on } S,
\end{aligned}
$$

From the uniqueness result (see Remark 2.3) it follows that $\widetilde{\mathrm{w}}=0$ in $\Omega^{-}$and $\widetilde{U} \in X_{D, \omega}^{*}\left(\Omega^{+}\right)$, i.e., $\widetilde{U}$ belongs to the space of Jones modes $X_{D, \omega}^{*}\left(\Omega^{+}\right)$. Then we obtain

$$
\psi_{1}=0, \quad \psi_{j+1}=\left\{\widetilde{U}_{j}\right\}^{+} j=1,2,3, \quad \psi_{5}=-\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+}, \quad \psi_{6}=-\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+}
$$

Vice versa, if $\widetilde{U} \in X_{D, \omega}^{*}\left(\Omega^{+}\right)$, then from the representation formula

$$
\begin{equation*}
\widetilde{U}=\widetilde{\mathbf{W}}_{\omega}\{\widetilde{U}\}^{+}-\widetilde{\mathbf{V}}_{\omega}\{\tilde{T} \tilde{U}\}^{+} \text {in } \Omega^{+} \tag{5.17}
\end{equation*}
$$

it is easy to show that the vector-function $\widetilde{\Psi}:=\left(0,\left\{\widetilde{U}_{1}\right\}^{+},\left\{\widetilde{U}_{2}\right\}^{+},\left\{\widetilde{U}_{3}\right\}^{+},-\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+},-\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+}\right\}^{\top}$ is a solution of the adjoint homogeneous system (5.10). Indeed, let us substitute $\widetilde{\Psi}$ in system (5.10). Therefore, we obtain the equalities

$$
\begin{gather*}
{\left[\left(-2^{-1} I_{4}+\mathbf{K}_{\omega}^{*}\right)^{k j}\right]_{5 \times 3}\left\{\widetilde{U}^{\prime}\right\}^{+}-\left[\mathbf{H}_{\omega}^{*}{ }_{\omega}^{k 4}\right]_{5 \times 1}\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+}-\left[\mathbf{H}_{\omega}^{* k 5}\right]_{5 \times 1}\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+}=0}  \tag{5.18}\\
\quad j=\overline{1,3}, \quad k=\overline{1,5} \\
-\bar{b}_{2} \mathcal{N}^{*}\left(\left\{\widetilde{U}^{\prime}\right\}^{+} \cdot n\right)=0 \tag{5.19}
\end{gather*}
$$

where $\tilde{U}^{\prime}=\left(\widetilde{U}_{1}, \widetilde{U}_{2}, \widetilde{U}_{3}\right)^{\top}$.
By taking a trace of the representation formula (5.17), we get

$$
\{\widetilde{U}\}^{+}=2^{-1}\{\widetilde{U}\}^{+}+\mathbf{K}_{\omega}^{*}\{\widetilde{U}\}^{+}-\mathbf{H}_{\omega}^{*}\{\widetilde{T} \widetilde{U}\}^{+} \text {on } S
$$

i.e., we have

$$
\begin{equation*}
\left(-2^{-1} I+\mathbf{K}_{\omega}^{*}\right)\{\widetilde{U}\}^{+}-\mathbf{H}_{\omega}^{*}\{\widetilde{T} \widetilde{U}\}^{+}=0 \text { on } S \tag{5.20}
\end{equation*}
$$

Since $\widetilde{U} \in X_{D, \omega}^{*}\left(\Omega^{+}\right)$, we have

$$
\begin{gather*}
\left\{\widetilde{U}_{4}\right\}^{+}=0, \quad\left\{\widetilde{U}_{5}\right\}^{+}=0, \quad\left\{[\widetilde{T} \widetilde{U}]_{j}\right\}^{+}=0, \quad j=1,2,3  \tag{5.21}\\
\left\{\widetilde{U}^{\prime}\right\}^{+} \cdot n=0 \tag{5.22}
\end{gather*}
$$

Therefore, taking into account (5.21) in equality (5.20), we find that (5.18) is true, and it follows from (5.22) that (5.19) is true.

Therefore,

$$
\operatorname{dim} \operatorname{ker} Q_{\omega, D}=\operatorname{dim} \operatorname{ker} Q_{\omega, D}^{*}=\operatorname{dim} X_{D, \omega}^{*}\left(\Omega^{+}\right)
$$

Thus the orthogonality condition

$$
\begin{equation*}
\sum_{j=1}^{3}\left\langle f_{j},\left\{\widetilde{U}_{j}\right\}^{+}\right\rangle_{S}-\left\langle\left\{[\widetilde{\widetilde{T} \widetilde{U}}]_{4}\right\}^{+}, \bar{f}_{1}^{(D)}\right\rangle_{S}-\left\langle\left\{[\widetilde{\widetilde{T} \widetilde{U}}]_{5}\right\}^{+}, \bar{f}_{2}^{(D)}\right\rangle_{S}=0 \forall \widetilde{U} \in X_{D, \omega}^{*}\left(\Omega^{+}\right) \tag{5.23}
\end{equation*}
$$

is necessary and sufficient for the system of pseudodifferential equations (5.1)-(5.4) to be solvable.
We can now formulate the following existence theorem.

Theorem 5.2. If $\omega \in J_{D}\left(\Omega^{+}\right)$, then the Dirichlet type problem $\left(D_{\omega}\right)$ is solvable if and only if the orthogonality condition (5.23) holds, and a solution is defined modulo Jones modes $X_{D, \omega}\left(\Omega^{+}\right)$.

Remark 5.3. Let $\left(f_{1}, f_{2}, f_{3}\right)=n \psi$, where $\psi$ is a scalar function and $n$ is the unit normal vector to $S$ (see (1.18)). Then the necessary and sufficient condition (5.23) reads as

$$
\left\langle\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+}, f_{1}^{(D)}\right\rangle_{S}+\left\langle\left\{[\tilde{T} \widetilde{U}]_{5}\right\}^{+}, f_{2}^{(D)}\right\rangle_{S}=0 \forall \widetilde{U} \in X_{D, \omega}^{*}\left(\Omega^{+}\right)
$$

Clearly, if the Dirichlet datum for the electric potential and magnetic potential are constant, or $\omega \notin J_{D}^{*}\left(\Omega^{+}\right)$, then problem $\left(D_{\omega}\right)$ is always solvable.

### 5.2 Existence of solution to the Neumann type problem $\left(N_{\omega}\right)$

We look for a solution of the Neumann type problem $\left(N_{\omega}\right)$ in the form of the following potentials:

$$
U=\mathbf{V}_{\omega} g \text { in } \Omega^{+}, \quad \mathrm{w}=\left(W_{\omega}+\mu V_{\omega}\right) h \text { in } \Omega^{-}
$$

where $g \in\left[H^{-1 / 2}(S)\right]^{5}$ and $h \in H^{1 / 2}(S)$ are unknown densities. From Theorems 6.1 and 6.3 of Appendix it follows that $U \in\left[H^{1}\left(\Omega^{+}\right)\right]^{5}$ and $\mathrm{w} \in H_{l o c}^{1}\left(\Omega^{-}\right)$.

Transmission conditions (1.11), (1.12) and the Neumann boundary conditions (1.16), (1.17) lead to the following system of pseudodifferential equations with respect to the unknowns $g$ and $h$ :

$$
\begin{align*}
{\left[\mathbf{H}_{\omega} g\right]_{l} n_{l}-b_{1} \mathcal{M}(h) } & =f_{0} \text { on } S,  \tag{5.24}\\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right) g\right]_{j}-b_{2} n_{j} \mathcal{N}(h) } & =f_{j} \text { on } S, \quad j=1,2,3,  \tag{5.25}\\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right) g\right]_{4} } & =f_{1}^{(N)} \text { on } S  \tag{5.26}\\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right) g\right]_{5} } & =f_{2}^{(N)} \text { on } S \tag{5.27}
\end{align*}
$$

The operator generated by the left-hand side of system (5.24)-(5.27) reads as

$$
Q_{\omega, N}=\left(\begin{array}{cc}
{\left[n_{l} \mathbf{H}_{\omega}^{l k}\right]_{1 \times 5}} & -b_{1} \mathcal{M} \\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right)^{j k}\right]_{3 \times 5}} & {\left[-b_{2} n_{j} \mathcal{N}\right]_{3 \times 1}} \\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right)^{4 k}\right]_{1 \times 5}} & 0 \\
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}\right)^{5 k}\right]_{1 \times 5}} & 0
\end{array}\right)_{6 \times 6} \quad, \quad j=\overline{1,3}, \quad k=\overline{1,5}
$$

Due to Theorem 6.5 (see Appendix), it is evident that the operator

$$
Q_{\omega, N}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{6}
$$

is bounded.
It follows from (5.5) and (5.6) that the operator

$$
Q_{\omega, N}-Q_{\tau, N}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{6}
$$

is compact, where $Q_{\tau, N}:=\mathcal{P}_{\tau, N} \mathcal{T}_{\tau}$ with the operator $\mathcal{T}_{\tau}$ defined in (5.7). Since the operator $Q_{\tau, N}$ is Fredholm with index zero (see Section 4), we have that the operator

$$
Q_{\omega, N}:\left[H^{-1 / 2}(S)\right]^{5} \times H^{1 / 2}(S) \rightarrow\left[H^{-1 / 2}(S)\right]^{6}
$$

is Fredholm with index zero.
Recall that $J_{N}\left(\Omega^{+}\right)=\mathbb{R}$, due to Theorem 2.2 (see the end of Subsection 2.1).
The operator adjoint to $Q_{\omega, N}$ has the form

$$
\begin{array}{ccc}
Q_{\omega, N}^{*}=\left(\begin{array}{ccc}
{\left[\mathbf{H}^{* k l} n_{l}\right]_{5 \times 1}} & {\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}^{*}\right)^{k j}\right]_{5 \times 3}} & {\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}^{*}\right)^{k 4}\right]_{5 \times 1}} \\
-\bar{b}_{1} \mathcal{M}^{*} & {\left[-\bar{b}_{2} \mathcal{N}^{*} n_{j}\right]_{1 \times 3}} & 0
\end{array}\right] \\
j=\overline{1,3}, \quad k=\overline{1,5},
\end{array},
$$

and

$$
Q_{\omega, N}^{*}:\left[H^{1 / 2}(S)\right]^{6} \rightarrow\left[H^{1 / 2}(S)\right]^{5} \times H^{-1 / 2}(S)
$$

is bounded.
Let $\Phi:=\left(\varphi_{1}, \varphi_{2}, \varphi_{3}, \varphi_{4}, \varphi_{5}, \varphi_{6}\right)^{\top} \in\left[H^{1 / 2}(S)\right]^{6}$ be a solution of the homogeneous adjoint system

$$
\begin{equation*}
Q_{\omega, N}^{*} \Phi=0 \tag{5.28}
\end{equation*}
$$

Construct the potentials

$$
\begin{align*}
\widetilde{U} & =\widetilde{\mathbf{V}}_{\omega} \Phi^{(1)}+\widetilde{\mathbf{W}}_{\omega} \Phi^{(2)} \text { in } \Omega^{-}  \tag{5.29}\\
\widetilde{\mathrm{w}} & =-\bar{b}_{1} \widetilde{W}_{\omega} \varphi_{1}-\bar{b}_{2} \widetilde{V}_{\omega}\left[\Phi^{\prime} \cdot n\right] \text { in } \Omega^{+} \tag{5.30}
\end{align*}
$$

where $\Phi^{(1)}:=\left(n \varphi_{1}, 0\right)^{\top}, \Phi^{(2)}:=\left(\Phi^{\prime}, \varphi_{5}, \varphi_{6}\right)^{\top}, \Phi^{\prime}:=\left(\varphi_{2}, \varphi_{3}, \varphi_{4}\right)^{\top}$.
From (5.28) we have

$$
\begin{aligned}
\{\widetilde{U}\}^{-} & =0 \text { on } S, \\
\left\{\partial_{n} \widetilde{\mathrm{w}}+\bar{\mu} \widetilde{\mathrm{w}}\right\}^{+} & =0 \text { on } S,
\end{aligned}
$$

where $\widetilde{U} \in\left[H_{l o c}^{1}\left(\Omega^{-}\right)\right]^{5} \cap M_{m_{1}, m_{2}, m_{3}}\left(\mathbf{P}^{*}\right)$ and $\widetilde{\mathrm{w}} \in H^{1}\left(\Omega^{+}\right)$.
Therefore, from the uniqueness results for the exterior Dirichlet problem (see Theorem 3.5) and interior Robin type problem, we conclude that $\widetilde{U}=0$ in $\Omega^{-}$and $\widetilde{\mathrm{w}}=0$ in $\Omega^{+}$.

From jump formulae for potentials (5.29) and (5.30) we find that on the surface $S$ the following relations hold:

$$
\begin{align*}
\{\widetilde{\mathrm{w}}\}^{-} & =\bar{b}_{1} \varphi_{1},  \tag{5.31}\\
\left\{\partial_{n} \widetilde{w}\right\}^{-} & =-\bar{b}_{2} \Phi^{\prime} \cdot n,  \tag{5.32}\\
\{\widetilde{U}\}^{+} & =\left(\Phi^{\prime}, \varphi_{5}, \varphi_{6}\right)^{\top},  \tag{5.33}\\
\left\{[\widetilde{T} \widetilde{U}]_{j}\right\}^{+} & =-n_{j} \varphi_{1}, \quad j=1,2,3,  \tag{5.34}\\
\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+} & =0,  \tag{5.35}\\
\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+} & =0 . \tag{5.36}
\end{align*}
$$

Hence we obtain that $\widetilde{U}=\left(\widetilde{U}_{1}, \widetilde{U}_{2}, \widetilde{U}_{3}, \widetilde{U}_{4}, \widetilde{U}_{5}\right)^{\top}=\left(\widetilde{U}^{\prime}, \widetilde{U}_{4}, \widetilde{U}_{5}\right)^{\top}$ with $\widetilde{U}^{\prime}=\left(\widetilde{U}_{1}, \widetilde{U}_{2}, \widetilde{U}_{3}\right)^{\top}$ and $\widetilde{\mathrm{w}}$ solve the following homogeneous problem:

$$
\begin{aligned}
A^{*}(\partial, \omega) \widetilde{U} & =0 \text { in } \Omega^{+}, \\
\left(\Delta+\rho_{2} \omega^{2}\right) \widetilde{\mathrm{w}} & =0 \text { in } \Omega^{-}, \\
\left\{\widetilde{U^{\prime}} \cdot n\right\}^{+}+\bar{b}_{2}^{-1}\left\{\partial_{n} \widetilde{\mathrm{w}}\right\}^{-} & =0 \text { on } S, \\
\left\{[\widetilde{T}(\partial, n) \widetilde{U}]_{j}\right\}^{+}+\bar{b}_{1}^{-1}\{\widetilde{\mathrm{w}}\}^{-} n_{j} & =0 \text { on } S, \quad j=1,2,3, \\
\left\{[\widetilde{T} \widetilde{U}]_{4}\right\}^{+} & =0 \text { on } S, \\
\left\{[\widetilde{T} \widetilde{U}]_{5}\right\}^{+} & =0 \text { on } S
\end{aligned}
$$

From uniqueness result (see Remark 2.4) we have $\widetilde{\mathrm{w}}=0$ in $\Omega^{-}$and $\widetilde{U} \in X_{N, \omega}^{*}\left(\Omega^{+}\right)$, i.e., $\widetilde{U}$ belongs to the space of Jones modes $X_{N, \omega}^{*}\left(\Omega^{+}\right)$.

From (5.31) and (5.33) we get

$$
\varphi_{1}=0, \quad \varphi_{j+1}=\left\{\widetilde{U}_{j}\right\}^{+}, \quad j=\overline{1,5}
$$

On the other hand, if $\widetilde{U} \in X_{N, \omega}^{*}\left(\Omega^{+}\right)$, then using the representation formula (5.17) it is easy to show that the vector-function $\widetilde{\Phi}:=\left(0,\left\{\widetilde{U}_{1}\right\}^{+},\left\{\widetilde{U}_{2}\right\}^{+},\left\{\widetilde{U}_{3}\right\}^{+},\left\{\widetilde{U}_{4}\right\}^{+},\left\{\widetilde{U}_{5}\right\}^{+}\right)^{\top}$ is a solution of the
homogeneous adjoint system (5.28). Indeed, let us substitute $\widetilde{\Phi}$ in system (5.28). Therefore, we obtain the equalities

$$
\begin{align*}
{\left[\left(-2^{-1} I_{5}+\mathbf{K}_{\omega}^{*}\right)\right]\{\widetilde{U}\}^{+} } & =0  \tag{5.37}\\
-\bar{b}_{2} \mathcal{N}^{*}\left(\left\{\widetilde{U}^{\prime}\right\}^{+} \cdot n\right) & =0 \tag{5.38}
\end{align*}
$$

Taking the trace of the representation formula (5.17), we get

$$
\begin{equation*}
\left(-2^{-1} I+\mathbf{K}_{\omega}^{*}\right)\{\widetilde{U}\}^{+}-\mathbf{H}_{\omega}^{*}\{\widetilde{T} \widetilde{U}\}^{+}=0 \text { on } S \tag{5.39}
\end{equation*}
$$

Since $\widetilde{U} \in X_{N, \omega}^{*}\left(\Omega^{+}\right)$, we have

$$
\begin{align*}
\{\widetilde{T} \widetilde{U}\}^{+} & =0  \tag{5.40}\\
\left\{\widetilde{U}^{\prime}\right\}^{+} \cdot n & =0 \tag{5.41}
\end{align*}
$$

Therefore, taking into account (5.40) in equality (5.39), we obtain that (5.37) is true, and it follows from (5.41) that (5.38) is true.

Therefore,

$$
\operatorname{dim} \operatorname{ker} Q_{\omega, N}=\operatorname{dim} \operatorname{ker} Q_{\omega, N}^{*}=\operatorname{dim} X_{N, \omega}^{*}\left(\Omega^{+}\right)
$$

Thus the orthogonality condition

$$
\begin{equation*}
\sum_{j=1}^{3}\left\langle f_{j},\left\{\widetilde{U}_{j}\right\}^{+}\right\rangle_{S}+\left\langle f_{1}^{(N)},\left\{\widetilde{U}_{4}\right\}^{+}\right\rangle_{S}+\left\langle f_{2}^{(N)},\left\{\widetilde{U}_{5}\right\}^{+}\right\rangle_{S}=0 \forall \widetilde{U} \in X_{N, \omega}^{*}\left(\Omega^{+}\right) \tag{5.42}
\end{equation*}
$$

is necessary and sufficient for the system of pseudodifferential equations (5.24)-(5.27) to be solvable.
The following existence theorem follows directly.
Theorem 5.4. The Neumann type problem $\left(N_{\omega}\right)$ is solvable if and only if the orthogonality condition (5.42) holds, and a solution is defined modulo Jones modes $X_{N, \omega}\left(\Omega^{+}\right)$.

Remark 5.5. If $\left(f_{1}, f_{2}, f_{3}\right)=n \psi$, where $\psi$ is a scalar function and $n$ is the unit normal vector to $S$ (see (1.18)), then the necessary and sufficient condition (5.42) can be written in the form

$$
\left\langle f_{1}^{(N)},\left\{\widetilde{U}_{4}\right\}^{+}\right\rangle_{S}+\left\langle f_{2}^{(N)},\left\{\widetilde{U}_{5}\right\}^{+}\right\rangle_{S}=0 \forall \widetilde{U} \in X_{N, \omega}^{*}\left(\Omega^{+}\right)
$$

Clearly, if $f_{1}^{(N)}=f_{2}^{(N)}=0$, then problem $\left(N_{\omega}\right)$ is always solvable.

## 6 Appendix

For the readers convenience, we collect here some results describing properties of the layer potentials. Here, we preserve the notation from the main text of the paper. For the potentials associated with the Helmholtz equation, the following theorems hold (see [13, 20, 32, 37]).
Theorem 6.1. Let $s \in \mathbb{R}, 1<p<\infty, S \in C^{\infty}$. Then the single and double layer scalar potentials can be extended to the following continuous operators:

$$
\begin{aligned}
V_{\omega}: H^{s}(S) \rightarrow H^{s+3 / 2}\left(\Omega^{+}\right), & V_{\omega}: H s(S) \rightarrow H_{l o c}^{s+3 / 2}\left(\Omega^{-}\right) \\
W_{\omega}: H^{s}(S) \rightarrow H^{s+1 / 2}\left(\Omega^{+}\right), & W_{\omega}: H^{s}(S) \rightarrow H_{l o c}^{s+1 / 2}\left(\Omega^{-}\right)
\end{aligned}
$$

Theorem 6.2. Let $s \in \mathbb{R}, 1<p<\infty, S \in C^{\infty}$. Then the operators

$$
\begin{aligned}
\mathcal{H}_{\omega}: H^{s}(S) & \rightarrow H^{s+1}(S), \\
\mathcal{K}_{\omega}, \mathcal{K}_{\omega}^{*}: H^{s}(S) & \rightarrow H^{s+1}(S), \\
\mathcal{L}_{\omega}: H^{s}(S) & \rightarrow H^{s-1}(S)
\end{aligned}
$$

are continuous.

For the potentials of steady state oscillation and pseudo-oscillation equations, the following theorems hold (see [5] 8, 12]).

Theorem 6.3. Let $s \in \mathbb{R}, 1<p<\infty, S \in C^{\infty}$. Then the vector potentials $\mathbf{V}_{\omega}, \mathbf{W}_{\omega}, \mathbf{V}_{\tau}$ and $\mathbf{W}_{\tau}$ are continuous in the following spaces:

$$
\begin{aligned}
& \mathbf{V}_{\omega}, \mathbf{V}_{\tau}:\left[H^{s}(S)\right]^{5} \rightarrow\left[H^{s+3 / 2}\left(\Omega^{+}\right)\right]^{5} \quad\left(\left[H^{s}(S)\right]^{5} \rightarrow\left[H_{l o c}^{s+3 / 2}\left(\Omega^{-}\right)\right]^{5}\right) \\
& \mathbf{W}_{\omega}, \mathbf{W}_{\tau}:\left[H^{s}(S)\right]^{5} \rightarrow\left[H_{p}^{s+1 / 2}\left(\Omega^{+}\right)\right]^{5} \quad\left(\left[H^{s}(S)\right]^{5} \rightarrow\left[H_{l o c}^{s+1 / 2}\left(\Omega^{-}\right)\right]^{5}\right)
\end{aligned}
$$

Theorem 6.4. Let $s \in \mathbb{R}, 1<p<\infty, S \in C^{\infty}$. Then the operators

$$
\begin{aligned}
\mathbf{H}_{\tau}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s+1}(S)\right]^{5} \\
\mathbf{K}_{\tau}, \widetilde{\mathbf{K}}_{\tau}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s}(S)\right]^{5} \\
\mathbf{L}_{\tau}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s-1}(S)\right]^{5}
\end{aligned}
$$

are bounded.
The operators $\mathbf{H}_{\tau}$ and $\boldsymbol{L}_{\tau}$ are strongly elliptic pseudodifferential operators of order -1 , and 1 respectively, while the operators $\pm 2^{-1} I_{5}+\mathbf{K}_{\tau}$ and $\pm 2^{-1} I_{5}+\widetilde{\mathbf{K}}_{\tau}$ are elliptic pseudodifferential operators of order 0 .

Moreover, the operators $\mathbf{H}_{\tau}, 2^{-1} I_{5}+\widetilde{\mathbf{K}}_{\tau}$ and $2^{-1} I_{5}+\mathbf{K}_{\tau}$ are invertible, whereas the operators $\mathbf{L}_{\tau}$, $-2^{-1} I_{5}+\widetilde{\mathbf{K}}_{\tau}$ and $-2^{-1} I_{5}+\mathbf{K}_{\tau}$ are Fredholm operators with index zero.

Theorem 6.5. Let $s \in \mathbb{R}, 1<p<\infty, S \in C^{\infty}$. Then the operators

$$
\begin{aligned}
\mathbf{H}_{\omega}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s+1}(S)\right]^{5} \\
\pm 2^{-1} I_{5}+\mathbf{K}_{\omega}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s}(S)\right]^{5} \\
\pm 2^{-1} I_{5}+\widetilde{\mathbf{K}}_{\omega}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s}(S)\right]^{5} \\
\mathbf{L}_{\omega}:\left[H^{s}(S)\right]^{5} & \rightarrow\left[H^{s-1}(S)\right]^{5}
\end{aligned}
$$

are bounded Fredholm operators with index zero.
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## 1 Introduction

Fractional calculus has played a significant role in engineering, science, economy, and other fields. Most of papers and books on fractional calculus are devoted to the solvability of linear initial fractional differential equations in terms of special functions. Recently, there appeared some papers dealing with the existence of solutions (or positive solutions) of nonlinear initial value problems of fractional differential equation using the techniques of nonlinear analysis (see [2, 9] and the references therein).

In the literature, ${ }^{c} D_{0+}^{\alpha} u(t)+f(t, u(t))=0$ is known as a single-term equation. This kind of fractional differential equation has many applications and has been studied widely. Equations containing more than one fractional differential terms are called multi-term fractional differential equations; they have some concrete applications in many fields. Due to the complexity of such a kind of equations, it seems that there has been no result for a general multi-term fractional differential equation. Only some special cases have been investigated. A classical example is the so-called Bagley-Torvik equation (B-T equation for short) [12],

$$
A u^{\prime \prime}(t)+B^{c} D_{0+}^{\frac{3}{2}} u(t)+C u(t)=f(t)
$$

where $A, B$ and $C$ are certain constants, ${ }^{c} D_{0+}^{\alpha}$ is the Caputo fractional derivative and $f$ is a given function. This equation arises from the mathematical model of the motion of a thin plate in a Newtonian fluid. The B-T equation, as well as various generalizations, have wide applications in fluid dynamics and hence attracted much attention. The analytic solution and the numerical solution for the B-T equation were studied in [4] and [5], respectively.
J. Cermak et al. [3] investigated the two-term fractional differential equation

$$
u^{\prime \prime}(t)+B^{c} D_{0+}^{\beta} u(t)+b u(t)=0
$$

with coefficients $a, b \in R$ and positive real orders $0<\beta<2$. It contains the important case such as the B-T equation for $\beta=\frac{3}{2}$. Qualitative properties of the true and numerical solutions were described and numerical stability regions for the classical and fractional models were compared.

In [14], S. Zhang discussed the following boundary-value problems for two-point nonlinear fractional differential equation:

$$
\left\{\begin{array}{l}
D_{0+}^{\alpha} u(t)+q(t) f\left(u(t), u^{\prime}(t), u^{\prime \prime}(t), \ldots, u^{(n-2)}(t)\right)=0, \quad t \in(0,1) \\
u(0)=u^{\prime}(1)=u^{\prime \prime}(0)=\cdots=u^{(n-2)}(0)=u^{(n-2)}(1)=0
\end{array}\right.
$$

where $\alpha$ is a positive number, $D_{0+}^{\alpha}$ is the Riemann-Liouville's fractional derivative, $q$ may be singular at $t=0$ and $f\left(x_{0}, x_{1}, \ldots, x_{n-2}\right)$ may be singular at $x_{0}=0, x_{1}=0, x_{2}=0, \ldots, x_{(n-2)}=0$. The existence of positive solutions to the problem is obtained by the fixed point theorem for the mixed monotone operator.

In [7], the authors have investigated the existence of solutions for two-point boundary value problems

$$
\left\{\begin{array}{l}
D_{0+}^{\alpha} u(t)+f\left(t, u(t), D_{0+}^{\alpha-2} u(t)\right)=0, \quad t \in(0,1) \\
u^{(k)}(0)=0, \quad k=0,1, \ldots, n-3, \quad n=[\alpha]+1 \\
D_{0+}^{\alpha-2} u(1)=D_{0+}^{\alpha-1} u(0)=0
\end{array}\right.
$$

for fractional differential equations of arbitrary order $\alpha>2$, by applying upper and lower solutions method together with Schauder's fixed point theorem. First, they transformed the posed problem to an ordinary first order initial value problem that they modified to prove the existence of solutions for the problem. Moreover, they gave the explicit expression of the upper and lower solutions of the problem.

Recently, in [13], the authors considered the existence of solutions of the boundary-value problem for two-term three-point nonlinear fractional differential equation:

$$
\left\{\begin{array}{l}
\lambda D_{0+}^{\alpha} u(t)+D_{0+}^{\beta} u(t)=f(t, u(t)), \quad t \in[0, T] \\
u(0)=0, \quad \mu D_{0+}^{\gamma_{1}} u(T)+D_{0+}^{\gamma_{2}} u(\eta)=\gamma_{3}
\end{array}\right.
$$

where $1<\alpha \leq 2,1 \leq \beta<\alpha, 0<\lambda \leq 1,0 \leq \mu \leq 1,0 \leq \gamma_{1} \leq \alpha-\beta, \gamma_{2} \geq 0,0<\eta<T$ are the constants, $D_{0+}^{\alpha}, \overline{D_{0+}^{\beta}}$ are the Riemann-Liouville fractional derivative, and $\bar{f}:[0, T] \times R \rightarrow R$ is continuous. By means of the fixed point theorems and Gronwall type inequality, some results on the existence of solutions and the Hyers-Ulam stability are obtained. (For more results see [1, 6, 10, 11] and the references therein.)

Motivated by the above results, in this paper we deal with the boundary value problem of the two-term fractional differential equation:

$$
\left\{\begin{array}{l}
D_{0+}^{2+\alpha} u(t)+f\left(t, u(t), D_{0+}^{\alpha} u(t)\right)=0, \quad t \in(0,1)  \tag{1.1}\\
u(0)=0,\left.\quad D_{0+}^{\alpha} u(t)\right|_{t=0}=\left.D_{0+}^{\alpha} u(t)\right|_{t=1}=0
\end{array}\right.
$$

where $0<\alpha \leq 1$ is a real number and $D_{0+}^{\alpha}$ is the standard Riemann-Liouville fractional derivative, $f:[0,1] \times R^{2} \rightarrow R$ is continuous. We prove a new comparison theorem, and then establish the existence of solutions for the above-given problem using the comparison theorem, fixed point theory and the method of upper and lower solutions. By these methods, we can obtain the iterative scheme for this problem, which implies that the solutions are computable.

The paper is organized as follows. In Section 2, a new comparison theorem is proved. The existence results for problem (1.1) are established in Section 3. In the same section, we give the proof of the main result. An example is presented in the last section to illustrate the application of our results.

## 2 Preliminaries and comparison theorem

In this section, we first recall some standard definitions and notation.
Let $\alpha>0$ be a constant.
Definition 2.1 ([8] ). The Riemann-Liouville fractional integral $I_{a+}^{\alpha} f$ of order $\alpha$ is defined by

$$
I_{a+}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{f(x)}{(t-x)^{1-\alpha}} d x, t>a
$$

provided that the right-hand side is defined point-wisely, where $\Gamma$ is the Gamma function.
Definition 2.2 ( $[8])$. The Riemann-Liouville fractional derivatives $D_{a+}^{\alpha} f$ of order $\alpha$ are defined by

$$
D_{a+}^{\alpha} f(t)=\left(\frac{d}{d x}\right)^{n}\left(I_{a+}^{n-\alpha} f\right)(t)=\left(\frac{d}{d x}\right)^{n} \frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f(x)}{(t-x)^{\alpha-n+1}} d x, \quad n=[\alpha]+1, \quad t>a
$$

provided that the right-hand side is defined point-wisely, where $[\alpha]$ denotes the integer part of $\alpha$.
Lemma $2.3([8])$. Let $m \in N_{+}$and $D=d / d t$. If the fractional derivatives $\left(D_{a+}^{\alpha} f\right)(t)$ and $\left(D_{a+}^{\alpha+m} f\right)(t)$ exist, then

$$
\left(D^{m} D_{a+}^{\alpha} f\right)(t)=\left(D_{a+}^{\alpha+m} f\right)(t)
$$

## Remark 2.4.

(1) The Riemann-Liouville fractional integral satisfies the equality

$$
I_{0+}^{\alpha} t^{\beta}=\frac{\Gamma(\beta+1)}{\Gamma(\beta+\alpha+1)} t^{\beta+\alpha}, \alpha>0, \beta>-1, \quad t>0
$$

(2) The equality $D_{0+}^{\alpha} I_{0+}^{\alpha} u(t)=u(t)$ holds for $u \in L(0,1)$.
(3) If $\alpha \in(0,1]$, then for $u \in L(0,1), D_{a+}^{\alpha} u \in L(0,1)$ and arbitrary $c \in R$, the equality

$$
I_{0+}^{\alpha} D_{0+}^{\alpha} u(t)=u(t)+c t^{\alpha-1}
$$

holds.

The following comparison theorem is crucial in this paper.
Lemma 2.5. Let $\lambda_{1}, \lambda_{2}$ be two nonnegative numbers, $r>0$ be a constant. If $m(t) \in C^{2}[0,1]$ satisfies

$$
m^{\prime \prime}(t) \geq \frac{\lambda_{1}}{\Gamma(r)} \int_{0}^{t}(t-s)^{r-1} m(s) d s+\lambda_{2} m(t), \quad 0<t<1, \quad m(0) \leq 0, \quad m(1) \leq 0
$$

then $m(t) \leq 0, \forall t \in[0,1]$, provided that $0 \leq \lambda_{1}+\lambda_{2} \Gamma(r+1) \leq 2 \Gamma(r+1)$.
Proof. We will verify the assertion in the following cases.
Case 1. If $\lambda_{1}=\lambda_{2}=0$, then we have $m^{\prime \prime}(t) \geq 0$, which implies that $m(t)$ is a convex function on $[0,1]$. Hence, we have $m(t) \leq \min \{m(0), m(1)\} \leq 0, t \in[0,1]$.
Case 2. Let $\lambda_{1}=0,0<\lambda_{2}<2$.
Conversely, suppose there exists $t_{0} \in(0,1)$ such that $m_{0}=m\left(t_{0}\right)=\max m(t)>0$, then $m^{\prime}\left(t_{0}\right)=0$, $m^{\prime \prime}\left(t_{0}\right) \leq 0$. But $m^{\prime \prime}\left(t_{0}\right) \geq \lambda_{2} m\left(t_{0}\right)$ implies $m^{\prime \prime}\left(t_{0}\right)>0$, which is a contradiction.
Case 3. Let $\lambda_{1}>0, \lambda_{2} \geq 0$ and $0<\lambda_{1}+\lambda_{2} \Gamma(r+1) \leq 2 \Gamma(r+1)$.
Assume that there exists $t_{0} \in(0,1)$ such that $m_{0}=m\left(t_{0}\right)=\max _{0 \leq t \leq 1} m(t)>0$, then $m^{\prime}\left(t_{0}\right)=0$, $m^{\prime \prime}\left(t_{0}\right) \leq 0$. Hence, by

$$
0 \geq m^{\prime \prime}\left(t_{0}\right) \geq \frac{\lambda_{1}}{\Gamma(r)} \int_{0}^{t_{0}}\left(t_{0}-s\right)^{r-1} m(s) d s+\lambda_{2} m\left(t_{0}\right)
$$

we have $\int_{0}^{t_{0}}\left(t_{0}-s\right)^{r-1} m(s) d s<0$.
This implies that there is $t_{1} \in\left[0, t_{0}\right)$ such that $m_{1}=m\left(t_{1}\right)=\min _{t \in\left[0, t_{0}\right]} m(t)<0$. According to Taylor's formula, there is $\lambda \in\left(t_{1}, t_{0}\right)$ such that

$$
m_{1}=m\left(t_{1}\right)=m\left(t_{0}\right)+m^{\prime}\left(t_{0}\right)\left(t_{1}-t_{0}\right)+\frac{m^{\prime \prime}(\lambda)}{2}\left(t_{1}-t_{0}\right)^{2} .
$$

Since $m_{1}<0$, we have

$$
m^{\prime \prime}(\lambda)=\frac{2\left(m_{1}-m_{0}\right)}{\left(t_{1}-t_{0}\right)^{2}}<\frac{2 m_{1}}{\left(t_{1}-t_{0}\right)^{2}} .
$$

Hence

$$
\begin{aligned}
2 m_{1}>m^{\prime \prime}(\lambda) \geq \frac{\lambda_{1}}{\Gamma(r)} \int_{0}^{\lambda}(\lambda-s)^{r-1} m(s) d s+\lambda_{2} m(\lambda) \geq \frac{\lambda_{1}}{\Gamma(r)} \int_{0}^{\lambda}(\lambda-s)^{r-1} m_{1} d s+\lambda_{2} m_{1} \\
=\frac{\lambda_{1}}{\Gamma(r+1)} \lambda^{r} m_{1}+\lambda_{2} m_{1}>\frac{\lambda_{1}}{\Gamma(r+1)} m_{1}+\lambda_{2} m_{1}
\end{aligned}
$$

This implies that $\lambda_{1}+\lambda_{2} \Gamma(r+1)>2 \Gamma(r+1)$, which contradicts the assumption that $0 \leq \lambda_{1}+\lambda_{2} \Gamma(r+$ $1) \leq 2 \Gamma(r+1)$.

This ends the proof.
Corollary 2.6. Let $\lambda_{1}$, $\lambda_{2}$ be two nonnegative numbers, $0<\alpha \leq 1$ be a constant. If $h(t) \in C^{3}[0,1]$ satisfies

$$
\left\{\begin{array}{l}
D_{0+}^{2+\alpha} h(t) \geq \lambda_{1} h(t)+\lambda_{2} D_{0+}^{\alpha} h(t), \quad 0<t<1 \\
h(0)=0,\left.\quad D_{0+}^{\alpha} h(t)\right|_{t=0} \leq 0,\left.\quad D_{0+}^{\alpha} h(t)\right|_{t=1} \leq 0,
\end{array}\right.
$$

then $h(t) \leq 0, \forall t \in[0,1]$ provided that $0 \leq \lambda_{1}+\lambda_{2} \Gamma(\alpha+1) \leq 2 \Gamma(\alpha+1)$.

Proof. Let $m(t)=D_{0+}^{\alpha} h(t)$. Since $h(0)=0$, we have

$$
h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} m(s) d s, \quad m^{\prime \prime}(t)=D_{0+}^{2+\alpha} h(t)
$$

and

$$
m^{\prime \prime}(t) \geq \frac{\lambda_{1}}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} m(s) d s+\lambda_{2} m(t), \quad 0<t<1, \quad m(0) \leq 0, \quad m(1) \leq 0
$$

Due to Lemma 2.5, we have $m(t) \leq 0, \forall t \in[0,1]$. Hence

$$
h(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} m(s) d s \leq 0, \quad \forall t \in[0,1]
$$

This ends the proof.

## 3 The existence criteria

Throughout this section, we assume that $f:[0,1] \times R^{2} \rightarrow R$ is continuous and there exist non-negative numbers $\lambda_{1}, \lambda_{2}$ such that
$\left(\mathrm{H}_{1}\right)$ for $t \in[0,1], z \in R, x_{1} \geq x_{2}, y_{1} \geq y_{2}$

$$
f\left(t, x_{1}, y_{1}\right)-f\left(t, x_{2}, y_{2}\right) \geq-\lambda_{1}\left(x_{1}-x_{2}\right)-\lambda_{2}\left(y_{1}-y_{2}\right)
$$

$\left(\mathrm{H}_{2}\right) \quad 0 \leq \lambda_{1}+\lambda_{2} \Gamma(\alpha+1) \leq 2 \Gamma(\alpha+1)$.
Definition 3.1. A function $u \in C[0,1]$ is called a solution of problem (1.1) if $D_{0+}^{\alpha} u \in C[0,1]$, and $u$ satisfies the equation in (1.1) for $t \in[0,1]$ and the boundary condition in (1.1).

Lemma 3.2. If $u \in C[0,1]$ is a solution of the following boundary value problem

$$
\left\{\begin{array}{l}
\left(D_{0+}^{\alpha} u(t)\right)^{\prime \prime}+f\left(t, u(t), D_{0+}^{\alpha} u(t)\right)=0, \quad t \in(0,1)  \tag{3.1}\\
u(0)=0,\left.\quad D_{0+}^{\alpha} u(t)\right|_{t=0}=\left.D_{0+}^{\alpha} u(t)\right|_{t=1}=0
\end{array}\right.
$$

then $u$ is a solution of (1.1).
Proof. According to Lemma 2.3, we have

$$
\left(D^{2} D_{a+}^{\alpha} u\right)(t)=\left(D_{a+}^{\alpha+2} u\right)(t)
$$

i.e.,

$$
\left(D_{0+}^{\alpha} u\right)^{\prime \prime}(t)=\left(D_{0+}^{\alpha+2} u\right)(t)
$$

So, if $u \in C[0,1]$ is a solution of (3.1), it is a solution of (1.1).
The main result reads as follows.
Theorem 3.3. If $\min _{0 \leq t \leq 1} f(t, 0,0) \geq 0$ and there exists $c>0$ such that

$$
\max \left\{f(t, x, y) \left\lvert\,(t, x, y) \in[0,1] \times\left[0, \frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}\right] \times\left[0, \frac{c}{4}\right]\right.\right\} \leq 2 c
$$

then (1.1) has a solution $u^{*}$ satisfying

$$
0 \leq u^{*}(t) \leq c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right)
$$

Proof. Let $X=C[0,1]$, the norm on $X$ be $\|\cdot\|:\|x\|=\max _{0 \leq t \leq 1}|x(t)|$ for $x \in X$. Let $K=\{x \in$ $X \mid x(t) \geq 0,0 \leq t \leq 1\}$ and the partial order " $\leq$ " on $X$ be induced by $K$ : for $x, y \in X$, $y \leq x \Longleftrightarrow x-y \in K$, then $(X, K)$ is an ordered Banach space.

Having in mind (3.1) (with $D_{0+}^{\alpha} u$ replaced by h), we discuss the problem

$$
\left\{\begin{array}{l}
-h^{\prime \prime}(t)=f\left(t, I_{0+}^{\alpha} h(t), h(t)\right)  \tag{3.2}\\
h(0)=h(1)=0
\end{array}\right.
$$

Let $D=\left\{h \in X \mid h^{\prime \prime} \in X, h(0)=h(1)=0\right\}$. Define $L: D \subset X \rightarrow X$ and $N: X \rightarrow X$ as follows:

$$
\begin{aligned}
L h=-h^{\prime \prime}(t)+\lambda_{1} I_{0+}^{\alpha} h(t)+\lambda_{2} h(t) & \\
& \quad N h=f\left(t, I_{0+}^{\alpha} h(t), h(t)\right)+\lambda_{1} I_{0+}^{\alpha} h(t)+\lambda_{2} h(t) .
\end{aligned}
$$

By the definition of $L$ and $N$, (3.2) can be rewritten as

$$
\begin{equation*}
L h=N h . \tag{3.3}
\end{equation*}
$$

Step 1. $L: D \subset X \rightarrow X$ is a reversible mapping.
Given $\eta \in X$, we consider the following boundary value problem:

$$
\left\{\begin{array}{l}
-h^{\prime \prime}(t)+\lambda_{1} I_{0+}^{\alpha} h(t)+\lambda_{2} h(t)=\eta(t) \\
h(0)=h(1)=0
\end{array}\right.
$$

It is known that $h$ is the solution of the above problem if and only if $h$ is the fixed point of the operator $A_{\eta}: X \rightarrow X$, where

$$
A_{\eta} h(t)=\int_{0}^{1} G(t, s)\left[\eta(s)-\lambda_{1} I_{0+}^{\alpha} h(s)-\lambda_{2} h(s)\right] d s
$$

and

$$
G(t, s)= \begin{cases}s(1-t), & 0 \leq s \leq t \leq 1 \\ t(1-s), & 0 \leq t \leq s \leq 1\end{cases}
$$

Since $\max _{t \in[0,1]} \int_{0}^{1} G(t, s) d s=\frac{1}{8}$, we have

$$
\begin{aligned}
& \left|A_{\eta} x(t)-A_{\eta} y(t)\right|=\int_{0}^{1} G(t, s)\left[\lambda_{1} I_{0+}^{\alpha}(y(s)-x(s))+\lambda_{2}(y(s)-x(s))\right] d s \\
& \quad \leq \int_{0}^{1} G(t, s)\left[\lambda_{1} I_{0+}^{\alpha}\|x-y\|+\lambda_{2}\|x-y\|\right] d s \leq \frac{1}{8}\left[\frac{\lambda_{1}}{\Gamma(\alpha+1)}+\lambda_{2}\right]\|x-y\| \leq \frac{1}{4}\|x-y\|
\end{aligned}
$$

for all $t \in[0,1], x, y \in X$, which implies that $A_{\eta}: X \rightarrow X$ is contractive.
By the completeness of $X$ and an application of the Banach contraction principle, there exists a unique $h \in X$ such that $A_{\eta} h=h$, i.e., $L h=\eta$. In fact, $h \in D$. Hence $L: D \subset X \rightarrow X$ is reversible.
Step 2. $L^{-1}: X \rightarrow D$ is continuous.
Let $\eta \in X,\left\{\eta_{n}\right\} \subset X, \eta_{n} \rightarrow \eta, L^{-1} \eta=x, L^{-1} \eta_{n}=x_{n}$, then

$$
\begin{aligned}
x_{n}(t) & =\int_{0}^{1} G(t, s)\left[\eta_{n}(s)-\lambda_{1} I_{0+}^{\alpha} x_{n}(s)-\lambda_{2} x_{n}(s)\right] d s \\
x(t) & =\int_{0}^{1} G(t, s)\left[\eta(s)-\lambda_{1} I_{0+}^{\alpha} x(s)-\lambda_{2} x(s)\right] d s
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\left|x_{n}(t)-x(t)\right| & =\left|\int_{0}^{1} G(t, s)\left[\eta_{n}(s)-\eta(s)+\lambda_{1} I_{0+}^{\alpha}\left(x-x_{n}\right)(s)+\lambda_{2}\left(x(s)-x_{n}(s)\right)\right] d s\right| \\
& \leq \int_{0}^{1} G(t, s)\left[\left|\eta_{n}(s)-\eta(s)\right|+\lambda_{1} I_{0+}^{\alpha}\left|x-x_{n}\right|(s)+\lambda_{2}\left|x(s)-x_{n}(s)\right|\right] d s \\
& \leq \frac{1}{8}\left[\left\|\eta_{n}-\eta\right\|+\left(\frac{\lambda_{1}}{\Gamma(\alpha+1)}+\lambda_{2}\right)\left\|x-x_{n}\right\|\right] \\
& \leq \frac{1}{8}\left\|\eta_{n}-\eta\right\|+\frac{1}{4}\left\|x-x_{n}\right\|
\end{aligned}
$$

We have

$$
\left\|x_{n}-x\right\| \leq \frac{1}{6}\left\|\eta_{n}-\eta\right\|
$$

Consequently, $x_{n} \rightarrow x$, when $\eta_{n} \rightarrow \eta$. Therefore, $L^{-1}: X \rightarrow D$ is continuous.
Step 3. $L^{-1}: X \rightarrow D$ is compact.
Let $S \subset X$ be a bounded subset, i.e., there exists a constant $M>0$ such that $\|\eta\| \leq M$ for any $\eta \in S$.

Let $\eta \in S, L^{-1} \eta=x$, then

$$
x(t)=\int_{0}^{1} G(t, s)\left[\eta(s)-\lambda_{1} I_{0+}^{\alpha} x(s)-\lambda_{2} x(s)\right] d s
$$

As a result,

$$
\|x\| \leq \frac{1}{8}\|\eta\|+\frac{1}{8}\left(\frac{\lambda_{1}}{\Gamma(\alpha+1)}+\lambda_{2}\right)\|x\| \leq \frac{1}{8}\|\eta\|+\frac{1}{4}\|x\|
$$

hence

$$
\|x\| \leq \frac{1}{6}\|\eta\| \leq \frac{1}{6} M
$$

which implies that $L^{-1}(S)$ is bounded.
Furthermore, let $t_{1}, t_{2} \in[0,1], t_{1}<t_{2}$, then for any $x \in L^{-1}(S)$, there exists $\eta \in D$ such that $L^{-1} \eta=x$ and

$$
\begin{aligned}
\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right| & =\left|A_{\eta} x\left(t_{1}\right)-A_{\eta} x\left(t_{2}\right)\right| \\
& =\left|\int_{0}^{1}\left(G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right)\left[\eta(s)-\lambda_{1} I_{0+}^{\alpha} x(s)-\lambda_{2} x(s)\right] d s\right| \\
& \leq \int_{0}^{1}\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right|\left|\eta(s)-\lambda_{1} I_{0+}^{\alpha} x(s)-\lambda_{2} x(s)\right| d s \\
& \left.\leq \int_{0}^{1}\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right| d s\left[\|\eta\|+\left(\frac{\lambda_{1}}{\Gamma(\alpha+1)}+\lambda_{2}\right)\|x\|\right]\right] \\
& \leq \frac{4 M}{3} \int_{0}^{1}\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right| d s
\end{aligned}
$$

Due to the uniform continuity of $G(t, s)$ on $[0,1] \times[0,1]$, for $\forall \varepsilon>0$, there exists $\sigma>0$ such that $\left|t_{2}-t_{1}\right|<\sigma$ implies

$$
\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right|<\frac{3}{4 M} \varepsilon
$$

At the same time, we have

$$
\left|x\left(t_{1}\right)-x\left(t_{2}\right)\right| \leq \frac{4 M}{3} \int_{0}^{1}\left|G\left(t_{1}, s\right)-G\left(t_{2}, s\right)\right| d s<\frac{4 M}{3} \frac{3}{4 M} \varepsilon=\varepsilon
$$

Hence $L^{-1}(S)$ is equi-continuous.
Since $L^{-1}(S)$ is bounded and equi-continuous, $L^{-1}: X \rightarrow D$ is compact.
Step 4. $L^{-1} N: X \rightarrow D$ is continuous and increasing.
Since $f$ is continuous, by the definition of $N$ and Step $3, N: X \rightarrow X$ and $L^{-1} N: X \rightarrow D$ are continuous.

Moreover, for arbitrary $\eta_{1}, \eta_{2} \in X, \eta_{1} \leq \eta_{2},\left(H_{1}\right)$ implies $N \eta_{1} \leq N \eta_{2}$. Let $v_{1}=L^{-1} N \eta_{1}$, $v_{2}=L^{-1} N \eta_{2}$, then $L v_{1}=N \eta_{1} \leq N \eta_{2}=L v_{2}$. Hence we have $L\left(v_{1}-v_{2}\right) \leq 0$, i.e.,

$$
\begin{gathered}
-\left(v_{1}-v_{2}\right)^{\prime \prime}(t)+\frac{\lambda_{1}}{\Gamma(r)} \int_{0}^{t}(t-s)^{r-1}\left(v_{1}(s)-v_{2}(s)\right) d s+\lambda_{2}\left(v_{1}(t)-v_{2}(t)\right), \quad 0<t<1 \\
\left(v_{1}-v_{2}\right)(0)=\left(v_{1}-v_{2}\right)(1)=0
\end{gathered}
$$

By Lemma 2.5, we obtain $\left(v_{1}-v_{2}\right)(t) \leq 0$ for $t \in[0,1]$, i.e., $v_{1} \leq v_{2}$. Hence $L^{-1} N: X \rightarrow D$ is increasing.
Step 5. There exist $x, y \in D, x \leq y$ such that $L x \leq N x$ and $L y \geq N y$.
Let $v(t)=0$. Since

$$
\min _{0 \leq t \leq 1} f(t, 0,0) \geq 0
$$

we have

$$
\left\{\begin{array}{l}
D_{0+}^{2+\alpha} v(t)+f\left(t, v(t), D_{0+}^{\alpha} v(t)\right) \geq 0, \quad t \in(0,1) \\
v(0)=0,\left.\quad D_{0+}^{\alpha} v(t)\right|_{t=0} \leq 0,\left.\quad D_{0+}^{\alpha} v(t)\right|_{t=1} \leq 0
\end{array}\right.
$$

Let

$$
w(t)=c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right)
$$

Noting that for $t \in[0,1]$,

$$
D_{0+}^{2+\alpha} w(t)=2 c, w(t) \in\left[0, \frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}\right], \quad D_{0+}^{\alpha} w(t) \in\left[0, \frac{c}{4}\right]
$$

and

$$
\max \left\{f(t, x, y) \left\lvert\,(t, x, y) \in[0,1] \times\left[0, \frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}\right] \times\left[0, \frac{c}{4}\right]\right.\right\} \leq 2 c
$$

we get

$$
\left\{\begin{array}{l}
D_{0+}^{2+\alpha} w(t)+f\left(t, w(t), D_{0+}^{\alpha} w(t)\right) \leq 0, \quad t \in(0,1) \\
w(0)=0,\left.\quad D_{0+}^{\alpha} w(t)\right|_{t=0} \geq 0,\left.\quad D_{0+}^{\alpha} w(t)\right|_{t=1} \geq 0
\end{array}\right.
$$

By Step 1 , there exist $x, y \in D$ such that

$$
L x=N\left(D_{0+}^{\alpha} v(t)\right), \quad L y=N\left(D_{0+}^{\alpha} w(t)\right)
$$

Next, we assert that
(1) $x \leq y$;
(2) $D_{0+}^{\alpha} v(t) \leq x$ and $L x \leq N x$;
(3) $y \leq D_{0+}^{\alpha} w(t)$ and $L y \geq N y$.

Since $N$ is nondecreasing, we have $N\left(D_{0+}^{\alpha} v(t)\right) \leq N\left(D_{0+}^{\alpha} w(t)\right)$, hence $L x \leq L y$. Lemma 2.5 implies $x \leq y$. Assertion (1) is verified.

Next, we verify assertion (2).
In fact, by the definition of $x$, we have

$$
\left\{\begin{array}{l}
-x^{\prime \prime}(t)+\lambda_{1} I_{0+}^{\alpha} x(t)+\lambda_{2} x(t)=f\left(t, v(t), D_{0+}^{\alpha} v(t)\right)+\lambda_{1} v(t)+\lambda_{2} D_{0+}^{\alpha} v(t)  \tag{3.4}\\
x(0)=x(1)=0
\end{array}\right.
$$

Let $\phi(t)=D_{0+}^{\alpha} v(t)$. Then

$$
\left\{\begin{array}{l}
-\phi^{\prime \prime}(t)+\lambda_{1} I_{0+}^{\alpha} \phi(t)+\lambda_{2} \phi(t) \leq f\left(t, v(t), D_{0+}^{\alpha} v(t)\right)+\lambda_{1} v(t)+\lambda_{2} D_{0+}^{\alpha} v(t)  \tag{3.5}\\
\phi(0) \leq 0, \quad \phi(1) \leq 0
\end{array}\right.
$$

(3.4), (3.5) together with the assumption $\left(H_{2}\right)$ lead to

$$
\left\{\begin{array}{l}
-(x(t)-\phi(t))^{\prime \prime}+\lambda_{1} I_{0+}^{\alpha}(x-\phi)(t)+\lambda_{2}(x(t)-\phi(t)) \geq 0 \\
(x(0)-\phi(0)) \geq 0, \quad(x(1)-\phi(1)) \geq 0
\end{array}\right.
$$

By virtue of Lemma 2.5, we have $x(t)-\phi(t) \geq 0$ i.e., $x(t) \geq \phi(t)$. The nondecreasing of $N$ gives $N x \geq N \phi$, hence $L x=N \phi \leq N x$.
$y \leq D_{0+}^{\alpha} w(t), N y \leq L y$ can be verified similarly.
Step 6. Problem (1.1) has a solution $u^{*}(t)$ satisfying $v(t) \leq u^{*}(t) \leq w(t)$.
Step 4 and Step 5 implies that the operator $L^{-1} N$ maps $[x, y] \cap D$ into $[x, y] \cap D$. Since $[x, y] \cap D$ is convex, closed and bounded and $L^{-1} N$ is completely continuous, an application of Schauder's fixed point theorem implies that $L h=N h$ has a solution $h^{*}$ in $[x, y]$. Let

$$
u^{*}(t)=\frac{1}{\Gamma(\alpha)} \int_{0}^{t}(t-s)^{\alpha-1} h^{*}(s) d s
$$

then $u^{*}(t)$ is a solution of problem (1.1) satisfying $v(t) \leq u^{*}(t) \leq w(t)$.
Theorem 3.4. If $\max _{0 \leq t \leq 1} f(t, 0,0) \leq 0$ and there exists $c>0$ such that

$$
\min \left\{f(t, x, y) \left\lvert\,(t, u, v) \in[0,1] \times\left[-\frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}, 0\right] \times\left[-\frac{c}{4}, 0\right]\right.\right\} \geq-2 c
$$

then (1.1) has a solution $u^{*}$ satisfying

$$
0 \geq u^{*}(t) \geq-c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right)
$$

Proof. In Step 5 of the proof of Theorem 3.3, let

$$
v(t)=-c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right), w(t) \equiv 0
$$

Then the conclusion of Theorem 3.4 can be verified in a similar way.
Theorem 3.5. If there exists $c>0$ such that

$$
\begin{gathered}
\max \left\{f(t, x, y) \left\lvert\,(t, x, y) \in[0,1] \times\left[0, \frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}\right] \times\left[0, \frac{c}{4}\right]\right.\right\} \leq 2 c \\
\min \left\{f(t, x, y) \left\lvert\,(t, u, v) \in[0,1] \times\left[-\frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}, 0\right] \times\left[-\frac{c}{4}, 0\right]\right.\right\} \geq-2 c
\end{gathered}
$$

then (1.1) has a solution $u^{*}$ satisfying

$$
-c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right) \leq u^{*}(t) \leq c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right)
$$

Proof. In Step 5 of the proof of Theorem 3.3, let

$$
v(t)=-c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right), \quad w(t)=c\left(\frac{t^{\alpha}}{\Gamma(1+\alpha)}-\frac{2 t^{2+\alpha}}{\Gamma(3+\alpha)}\right) .
$$

Then the conclusion of Theorem 3.5 can be verified in a similar way.

## 4 Example and remark

Example 4.1. Consider the following boundary value problem for the fractional differential equation:

$$
\left\{\begin{array}{l}
D_{0+}^{\frac{5}{2}} u(t)+\cos u(t)+\arctan \left(D_{0+}^{\frac{1}{2}} u(t)\right)=0 \\
u(0)=0,\left.\quad D_{0+}^{\frac{1}{2}} u(t)\right|_{t=0}=\left.D_{0+}^{\frac{1}{2}} u(t)\right|_{t=1}=0
\end{array}\right.
$$

Let

$$
f(t, x, y)=\cos x+\arctan y
$$

Then $f(t, 0,0)>0$ and $f$ satisfies $\left(H_{1}-H_{2}\right)$ with $\lambda_{1}=1, \lambda_{2}=0, \alpha=\frac{1}{2}$.
Furthermore, let $c=4$, we have

$$
\max \left\{f(x, y) \left\lvert\,(x, y) \in\left[0, \frac{c}{\Gamma(3+\alpha)}\left(\frac{1+\alpha}{2}\right)^{1+\alpha}\right] \times\left[0, \frac{c}{4}\right]\right.\right\}=1+\frac{\pi}{4} \leq 2 c
$$

Then Theorem 3.3 assures the above problem has a solution between 0 and

$$
\frac{8 t^{\frac{1}{2}}}{\sqrt{\pi}}\left(1-\frac{8 t^{2}}{15}\right)
$$

Remark 4.2. By the proof of Theorem 3.3, we know that the solution of problem (3.3) can be obtained by iterative sequence $\left\{x_{n}\right\}$ or $\left\{y_{n}\right\}$, where

$$
\begin{aligned}
L x_{n+1} & =N\left(x_{n}\right), \quad x_{0}=x, \quad n=0,1,2, \ldots ; \\
L y_{n+1} & =N\left(y_{n}\right), \quad y_{0}=y, \quad n=0,1,2, \ldots
\end{aligned}
$$

This implies that the solution of problem (1.1) is computable.
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DYNAMICAL CONTACT PROBLEMS
WITH REGARD TO FRICTION
OF COUPLE-STRESS VISCOELASTICITY
FOR INHOMOGENEOUS ANISOTROPIC BODIES


#### Abstract

The paper deals with the three-dimensional boundary-contact problems of couple-stress viscoelasticity for inhomogeneous anisotropic bodies with friction. The uniqueness theorem is proved by using the corresponding Green's formulas and positive definiteness of the potential energy. To analyze the existence of solutions, the problem under consideration is reduced equivalently to a spatial variational inequality. A special parameter-dependent regularization of this variational inequality is considered, which is equivalent to the relevant regularized variational equation depending on a real parameter, and its solvability is studied by the Faedo-Galerkin method. Some a priori estimates for solutions of the regularized variational equation are established and with the help of an appropriate limiting procedure the existence theorem for the original contact problem with friction is proved.
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## 1 Introduction

The general and widespread use of the linear theory of viscoelasticity has been observed since the early seventies of the past century. Activity in this area is associated with a wide application of polymeric materials with properties that can obviously be described neither by elastic nor by viscous models, but combine the features of both models. Mathematical strictly grounded theory of linear viscoelasticity with numerous practical applications is contained in the monographs of D. R. Bland and R. M. Christensen (see [1, 2] and the references therein).

Viscoelastic materials are those supplied with the "memory" in the sense that the state at time $t$ depends on all the deformations that the material undergoes. A particularly important class of "viscoelastic equations of state" is associated with materials for which there is a linear relationship between the time derivatives of the stress and strain tensors. We will consider viscoelastic materials with short-term memory, i.e., when the stress of the moment at time $t$ depends only on the deformations, the moment at time $t$ and the nearest previous moments of time. In the considered model of the theory of elasticity, as distinct from the classical theory, every elementary medium particle undergoes both displacement and rotation. In this case, all mechanical values are expressed in terms of the displacement and rotation vectors. In their work [4], E. Cosserat and F. Cosserat created and presented the model of a solid medium in which every material point has six degrees of freedom, three of which are defined by the displacement components and the other three by the components of rotation (for the history of the model of elasticity see [6, 24, 27, 31] and the references therein). The main equations of that model are interrelated and generate a matrix second order differential operator of dimension $6 \times 6$. The basic boundary value problems and also the transmission problems of the hemitropic theory of elasticity for smooth and non-smooth Lipschitz domains were studied in [28]. The one-sided contact problems of statics of the hemitropic theory of elasticity, free from friction, were investigated in [11, 12, 16, 18, 21], and the contact problems of statics and dynamics with a friction were considered in [9, 10, 13-15, 17, 19, 20]. Analogous, one-sided problems of classical linear theory of elasticity have been considered in many works and monographs (see [5, 7, 8, 22. 23] and the references therein). Particular problems of the viscoelasticity theory are considered in $\lfloor 1,2 \|$. As for the dynamical and quasistatical boundary-contact problems of viscoelasticity with friction, we have considered them in [5].

The paper is organized as follows. First, we present general field equations of the linear theory of couple-stress viscoelasticity and formulate the boundary-contact problem of dynamics with regard to the friction. We prove the uniqueness theorem by using Green's formulas and positive definiteness of the potential energy. Afterwards, the contact problem is equivalently reduced to a spacial variational inequality. The latter is in its turn replaced by the relevant regularized equation depending on a real positive parameter $\varepsilon$, and its solvability is studied by the Faedo-Galerkin method in appropriate approximate function spaces of dimension $m$. Furthermore, some a priori estimates are established, which allow us to pass to the limit with respect to dimension $m$ as $m \rightarrow \infty$ and to parameter $\varepsilon$ as $\varepsilon \rightarrow 0$. As a result, we prove that the limiting function is a solution of the variational inequality and, consequently, the limiting function solves the original contact problem.

## 2 Field equations and Green's formulas

### 2.1 Basic equations

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded, simply connected domain with $C^{\infty}$ smooth boundary $S:=\partial \Omega, \bar{\Omega}=\Omega \cup S$. Throughout the paper, $n(x)=\left(n_{1}(x), n_{2}(x), n_{3}(x)\right)$ denotes the outward unit normal vector at a point $x \in S$.

The basic equilibrium equations of dynamics of couple-stress viscoelasticity for inhomogeneous anisotropic bodies read as

$$
\begin{align*}
\partial_{i} \sigma_{i j}(x, t)+\varrho F_{j}(x, t) & =\varrho \frac{\partial^{2} u_{j}(x, t)}{\partial t^{2}}  \tag{2.1}\\
\partial_{i} \mu_{i j}(x, t)+\varepsilon_{i k j} \sigma_{i k}(x, t)+\varrho G_{j}(x, t) & =\mathcal{J} \frac{\partial^{2} \omega_{j}(x, t)}{\partial t^{2}}
\end{align*}
$$

where $t$ is the time variable, $\partial=\left(\partial_{1}, \partial_{2}, \partial_{3}\right)$ with $\partial_{i}=\frac{\partial}{\partial x_{i}}, \varrho$ is the mass density of the elastic material, $\mathcal{J}$ is the moment of inertia per unit volume, $F=\left(F_{1}, F_{2}, F_{3}\right)^{\top}$ and $G=\left(G_{1}, G_{2}, G_{3}\right)^{\top}$ are, respectively, the body force and body couple vectors per unit mass, $u=\left(u_{1}, u_{2}, u_{3}\right)^{\top}$ is the displacement vector, $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)^{\top}$ is the micro-rotation vector, $\varepsilon_{i k j}$ is the permutation (Levi-Civita) symbol;

Here and in what follows, the symbol $(\cdot)^{\top}$ denotes transposition and the repetition of the index means summation over this index from 1 to 3 . For the force stress tensor $\left\{\sigma_{i j}\right\}$ and the couple-stress tensor $\left\{\mu_{i j}\right\}$, we have

$$
\begin{aligned}
& \sigma_{i j}(x, t):=\sigma_{i j}(U(t)) \\
& \quad=a_{i j l k}^{(0)}(x) \zeta_{l k}(U(t))+b_{i j l k}^{(0)}(x) \eta_{l k}(U(t))+a_{i j l k}^{(1)}(x) \partial_{t} \zeta_{l k}(U(t))+b_{i j l k}^{(1)}(x) \partial_{t} \eta_{l k}(U(t)), \\
& \begin{aligned}
\mu_{i j}(x, t):= & \mu_{i j}(U(t)) \\
& =b_{i j l k}^{(0)}(x) \zeta_{l k}(U(t))+c_{i j l k}^{(0)}(x) \eta_{l k}(U(t))+b_{i j l k}^{(1)}(x) \partial_{t} \zeta_{l k}(U(t))+c_{i j l k}^{(1)}(x) \partial_{t} \eta_{l k}(U(t))
\end{aligned}
\end{aligned}
$$

where $U(t):=U(x, t)=(u(x, t), \omega(x, t))^{\top}, \zeta_{l k}(U(t))=\partial_{l} u_{k}(x, t)-\varepsilon_{l k m} \omega_{m}(x, t)$ and $\eta_{l k}(U(t))=$ $\partial_{l} \omega_{k}(x, t)$ are the so-called strain and torsion (curvature) tensors; the real-valued functions $a_{i j l k}^{(0)}, b_{i j l k}^{(0)}$, $c_{i j l k}^{(0)}$ (respectively, $\left.a_{i j l k}^{(1)}, b_{i j l k}^{(1)}, c_{i j l k}^{(1)}\right)$, called the elastic constants (respectively, viscosity constants), satisfy certain smoothness and symmetry conditions
(i) $a_{i j l k}^{(q)}, b_{i j l k}^{(q)}, c_{i j l k}^{(q)} \in C^{1}(\bar{\Omega})$,
(ii) $a_{i j l k}^{(q)}=a_{l k i j}^{(q)}, c_{i j l k}^{(q)}=c_{l k i j}^{(q)}$,
(iii) there exists $\alpha_{0}>0$ such that $\forall x \in \bar{\Omega}$ and $\forall \xi_{i j}, \eta_{i j} \in R$ :

$$
a_{i j l k}^{(q)}(x) \xi_{i j} \xi_{l k}+2 b_{i j l k}^{(q)}(x) \xi_{i j} \eta_{l k}+c_{i j l k}^{(q)}(x) \eta_{i j} \eta_{l k} \geq \alpha_{0}\left(\xi_{i j} \xi_{i j}+\eta_{i j} \eta_{i j}\right) \quad(q=0,1)
$$

We introduce a matrix differential operator corresponding to the left-hand side of system (2.1):

$$
\mathcal{M}(x, \partial)=\left[\begin{array}{ll}
\mathcal{M}^{(1)}(x, \partial) & \mathcal{M}^{(2)}(x, \partial) \\
\mathcal{M}^{(3)}(x, \partial) & \mathcal{M}^{(4)}(x, \partial)
\end{array}\right]_{6 \times 6} \quad, \quad \mathcal{M}^{(p)}(x, \partial)=\left[\mathcal{M}_{j k}^{(p)}(x, \partial)\right]_{3 \times 3}, \quad p=\overline{1,4}
$$

where

$$
\begin{aligned}
\mathcal{M}_{j k}^{(1)}(x, \partial)= & \partial_{i}\left(\left[a_{i j l k}^{(0)}(x)+a_{i j l k}^{(1)}(x) \partial_{t}\right] \partial_{l}\right), \\
\mathcal{M}_{j k}^{(2)}(x, \partial)= & \partial_{i}\left(\left[b_{i j l k}^{(0)}(x)+b_{i j l k}^{(1)}(x) \partial_{t}\right] \partial_{l}\right)-\varepsilon_{l r k} \partial_{i}\left[a_{i j l r}^{(0)}(x)+a_{i j l r}^{(1)}(x) \partial_{t}\right] ; \\
\mathcal{M}_{j k}^{(3)}(x, \partial)= & \partial_{i}\left(\left[b_{l k i j}^{(0)}(x)+b_{l k i j}^{(1)}(x) \partial_{t}\right] \partial_{l}\right)+\varepsilon_{i r j}\left[a_{i r l k}^{(0)}(x)+a_{i r l k}^{(1)}(x) \partial_{t}\right] \partial_{l} ; \\
\mathcal{M}_{j k}^{(4)}(x, \partial)= & \partial_{i}\left(\left[c_{i j l k}^{(0)}(x)+c_{i j l k}^{(1)}(x) \partial_{t}\right] \partial_{l}\right)-\varepsilon_{l r k} \partial_{i}\left[b_{l r i j}^{(0)}(x)+b_{l r i j}^{(1)}(x) \partial_{t}\right] \\
& \quad+\varepsilon_{i r j}\left[b_{i r l k}^{(0)}(x)+b_{i r l k}^{(1)}(x) \partial_{t}\right] \partial_{l}-\varepsilon_{i p j} \varepsilon_{l r k}\left[a_{i p l r}^{(0)}(x)+a_{i p l r}^{(1)}(x) \partial_{t}\right] .
\end{aligned}
$$

Denote by $\mathcal{N}(\partial, n)$ the generalized $6 \times 6$ matrix differential stress operator

$$
\mathcal{N}(\partial, n)=\left[\begin{array}{ll}
\mathcal{N}^{(1)}(\partial, n) & \mathcal{N}^{(2)}(\partial, n) \\
\mathcal{N}^{(3)}(\partial, n) & \mathcal{N}^{(4)}(\partial, n)
\end{array}\right]_{6 \times 6} \quad, \quad \mathcal{N}^{(p)}(\partial, n)=\left[\mathcal{N}_{j k}^{(p)}(\partial, n)\right]_{3 \times 3}, \quad p=\overline{1,4},
$$

where

$$
\begin{align*}
\mathcal{N}_{j k}^{(1)}(\partial, n) & =\left[a_{i j l k}^{(0)}+a_{i j l k}^{(1)} \partial_{t}\right] n_{i} \partial_{l} ; \\
\mathcal{N}_{j k}^{(2)}(\partial, n) & =\left[b_{i j l k}^{(0)}+b_{i j l k}^{(1)} \partial_{t}\right] n_{i} \partial_{l}-\varepsilon_{l r k}\left[a_{i j l r}^{(0)}+a_{i j l r}^{(1)} \partial_{t}\right] n_{i}  \tag{2.2}\\
\mathcal{N}_{j k}^{(3)}(\partial, n) & =\left[b_{l k i j}^{(0)}+b_{l k i j}^{(1)} \partial_{t}\right] n_{i} \partial_{l} ; \\
\mathcal{N}_{j k}^{(4)}(\partial, n) & =\left[c_{i j l k}^{(0)}+c_{i j l k}^{(1)} \partial_{t}\right] n_{i} \partial_{l}-\varepsilon_{l r k}\left[b_{l r i j}^{(0)}+b_{l r i j}^{(1)} \partial_{t}\right] n_{i} .
\end{align*}
$$

Here $\partial_{n}=\partial / \partial n$ denotes the directional derivative along the vector $n$ (normal derivative). In the sequel, for the force stress and couple-stress vectors we use the following notation:

$$
\mathcal{T} U=\mathcal{N}^{(1)} u+\mathcal{N}^{(2)} \omega, \quad M U=\mathcal{N}^{(3)} u+\mathcal{N}^{(4)} \omega
$$

where $\mathcal{N}^{(p)}, p=1,2,3,4$, is defined by formula (2.2).
The system of equations (2.1) can be rewritten in the matrix form

$$
\begin{equation*}
\mathcal{M}(x, \partial) U(x, t)+\mathcal{G}(x, t)=P \frac{\partial^{2} U(x, t)}{\partial t^{2}}, \quad x \in \Omega, \quad 0<t<T \tag{2.3}
\end{equation*}
$$

where $T$ is an arbitrary positive number, $U=(u, \omega)^{\top}, \mathcal{G}=(\varrho F, \varrho G)^{\top}, P=\left[p_{i j}\right]_{6 \times 6}, p_{i i}=\varrho$, when $i=1,2,3, p_{i i}=\mathcal{J}$, when $i=4,5,6$, and $p_{i j}=0$, when $i \neq j$.

Throughout the paper, $L_{p}(\Omega)(1 \leq p \leq \infty), L_{2}(\Omega)=H^{0}(\Omega)$ and $H^{s}(\Omega)=H_{2}^{s}(\Omega), s \in \mathbb{R}$, denote the Lebesgue and Bessel potential spaces (see, e.g., [25, 32]). We denote the corresponding norms by the symbols $\|\cdot\|_{L_{p}(\Omega)}$ and $\|\cdot\|_{H^{s}(\Omega)}$, respectively. Denote by $D(\Omega)$ the class of $C^{\infty}(\Omega)$ functions with a support in the domain $\Omega$. If $M$ is an open proper part of the manifold $\partial \Omega$, i.e., $M \subset \partial \Omega, M \neq \partial \Omega$ : then we denote by $H^{s}(M)$ the restriction of the space $H^{s}(\partial \Omega)$ on $M$,

$$
H^{s}(M):=\left\{r_{M} \varphi: \varphi \in H^{s}(\partial \Omega)\right\}
$$

where $r_{M}$ stands for the restriction operator on the set $M$. Further, let

$$
\widetilde{H}^{s}(M):=\left\{\varphi \in H^{s}(\partial \Omega): \operatorname{supp} \varphi \subset \bar{M}\right\} .
$$

The total strain energy of the respective media has the form

$$
\begin{aligned}
\mathcal{B}^{(q)}(U, V)=\int_{\Omega}\left\{a_{i j l k}^{(q)}(x) \zeta_{i j}(U) \zeta_{l k}(V)\right. & +b_{i j l k}^{(q)}(x) \zeta_{i j}(U) \eta_{l k}(V) \\
& \left.+b_{i j l k}^{(q)}(x) \zeta_{i j}(V) \eta_{l k}(U)+c_{i j l k}^{(q)}(x) \eta_{i j}(U) \eta_{l k}(V)\right\} d x
\end{aligned}
$$

where $q=1,2, U=(u, \omega)^{\top}, V=(v, w)^{\top}$ and $\zeta_{i j}(U)=\partial_{i} u_{j}-\varepsilon_{i j r} \omega_{r}, \eta_{i j}(U)=\partial_{i} \omega_{j}$.
From properties (ii) and (iii), it is clear that $\mathcal{B}^{(q)}(U, V)=\mathcal{B}^{(q)}(V, U)$ and $\mathcal{B}^{(q)}(U, U) \geq 0$. Moreover, there exist positive constants $C_{1}$ and $C_{2}$, depending only on the material parameters, such that Korn's type inequality (cf., [8, Part I, § 12], [3, §6.3])

$$
\begin{equation*}
\mathcal{B}^{(q)}(U, U) \geq C_{1}\|U\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}-C_{2}\|U\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}, \quad q=1,2 \tag{2.4}
\end{equation*}
$$

holds for an arbitrary real-valued vector function $U \in\left[H^{1}(\Omega)\right]^{6}$.
Remark 2.1. If $U \in\left[H^{1}(\Omega)\right]^{6}$ and on some open part $S^{*} \subset \partial \Omega$ the trace $\{U\}^{+}$vanishes, i.e., $r_{S^{*}}\{U\}^{+}=0$, then we have the strict Korn's inequality

$$
\mathcal{B}^{(q)}(U, U) \geq c\|U\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}
$$

with some positive constant $c>0$ which does not depend on the vector $U$. This follows from (2.4) and the fact that in this case $\mathcal{B}^{(q)}(U, U)>0$ for $U \neq 0$ (see [29], [26, Ch. 2, Exercise 2.17]).

### 2.2 Green's formulas

For the real-valued vector functions $U(t)=(u(t), \omega(t))^{\top}$ and $\widetilde{U}(t)=(\widetilde{u}(t), \widetilde{\omega}(t))^{\top}$ of the class $\left[C^{2}(\bar{\Omega})\right]^{6}$ and for an arbitrary $t \in[0 ; T]$, the following Green's formula (see [13])

$$
\begin{align*}
\int_{\Omega} \mathcal{M}(x, \partial) U(t) & \cdot \widetilde{U}(t) d x \\
& =\int_{S}\{\mathcal{N}(\partial, n) U(t)\}^{+} \cdot\{\widetilde{U}(t)\}^{+} d S-\left\{\mathcal{B}^{(0)}(U(t), \widetilde{U}(t))+\partial_{t} \mathcal{B}^{(1)}(U(t), \widetilde{U}(t))\right\} \tag{2.5}
\end{align*}
$$

holds, where $\{\cdot\}^{+}$denotes the trace operator on $S$ from $\Omega$.
By the standard limiting arguments, Green's formula (2.5) can be extended to the Lipschitz domains and to vector functions $U, \widetilde{U} \in\left[H^{1}(\Omega)\right]^{6}$ with $\mathcal{M}(x, \partial) U(t) \in\left[L_{2}(\Omega)\right]^{6}$ (see [25, 29]),

$$
\begin{align*}
\int_{\Omega} \mathcal{M}(x, \partial) U(t) \cdot \widetilde{U}(t) d x=\langle\{\mathcal{N}(\partial, n) & \left.U(t)\}^{+} \cdot\{\widetilde{U}(t)\}^{+}\right\rangle_{s} d S \\
& -\left\{\mathcal{B}^{(0)}(U(t), \widetilde{U}(t))+\partial_{t} \mathcal{B}^{(1)}(U(t), \widetilde{U}(t))\right\}, \quad t \in(0 ; T) \tag{2.6}
\end{align*}
$$

where $\langle\cdot, \cdot\rangle_{S}$ denotes the duality between the spaces $\left[H^{-1 / 2}(S)\right]^{6}$ and $\left[H^{1 / 2}(S)\right]^{6}$, which generalizes the usual inner product in the space $\left[L_{2}(\partial \Omega)\right]^{6}$. By this relation, the generalized trace of the stress operator $\{\mathcal{N}(\partial, n) U\}^{+} \in\left[H^{-1 / 2}(S)\right]^{6}$ is well defined.

The following assertion describes the null space of the energy quadratic form $\mathcal{B}^{(q)}(U(t), U(t))$ (see [13]).

Lemma 2.2. Let for an arbitrary $t \in(0 ; T), U(t)=(u(t), \omega(t))^{\top} \in\left[C^{1}(\bar{\Omega})\right]^{6}$ and $\mathcal{B}^{(q)}(U(t), U(t))=0$ in $\Omega$. Then

$$
u(t)=\left[a^{(q)} \times x\right]+b^{(q)}, \quad \omega(t)=a^{(q)}, \quad x \in \Omega
$$

where $a^{(q)}$ and $b^{(q)}$ are arbitrary three-dimensional constant vectors and the symbol $[\cdot \times \cdot]$ denotes the cross product of two vectors.

The vectors of type $\left(\left[a^{(q)} \times x\right]+b^{(q)}, a^{(q)}\right)$ are called generalized rigid displacement vectors. Observe that a generalized rigid displacement vector vanishes, i.e., $a^{(q)}=b^{(q)}=0$, if it is zero at a single point.

## 3 Contact problems with friction

### 3.1 Coulomb's law

Let the boundary $S$ of the domain $\Omega$ be divided into two open, connected and non-overlapping parts $S_{1}$ and $S_{2}$ of positive measure, $S=\overline{S_{1}} \cup \overline{S_{2}}, S_{1} \cap S_{2}=\varnothing$. Assume that the viscoelastic body occupying the domain $\Omega$ is in a contact with another rigid body along the subsurface $S_{2}$. Denote by $F(x, t)$ the force stress vector by which the hemitropic body acts upon the rigid body at the point $x \in S_{2}$. Throughout the paper, $F_{n}$ and $F_{s}$ stand for the normal and tangential components of the vector $F$, respectively: $F_{n}=F \cdot n$ and $F_{s}=F-(F \cdot n) n$. Further, let $\mathcal{F}(x)$ be the friction coefficient at the point $x \in S_{2}$. It is a nonnegative scalar function which depends on the geometry of the contacting surfaces and also on the physical properties of the interacting materials.

Coulomb's law describing the contact interaction of materials with friction reads as follows (for details see [5]):

If the contact of two bodies is described by the force vector $F$, then

$$
\left|F_{s}(x, t)\right| \leq \mathcal{F}(x)\left|F_{n}(x, t)\right| .
$$

Moreover, if

$$
\left|F_{s}(x, t)\right|<\mathcal{F}(x)\left|F_{n}(x, t)\right|
$$

then

$$
\frac{\partial u_{s}(x, t)}{\partial t}=0
$$

and if

$$
\left|F_{s}(x, t)\right|=\mathcal{F}(x)\left|F_{n}(x, t)\right|,
$$

then there exist nonnegative functions $\lambda_{1}$ and $\lambda_{2}$ not vanish simultaneously such that

$$
\lambda_{1}(x, t) \frac{\partial u_{s}(x, t)}{\partial t}=-\lambda_{2}(x, t) F_{s}(x, t)
$$

### 3.2 Pointwise and variational formulation of the contact problem

Let $X$ be a Banach space with the norm $\|\cdot\|_{X}$. We denote by $L_{p}(0, T ; X)(1 \leq p \leq \infty)$ the space of measurable functions $t \mapsto f(t)$ defined on the interval $(0 ; T)$ with values in the space $X$ such that

$$
\|f\|_{L_{p}(0, T ; X)}:=\left\{\int_{0}^{T}\|f(t)\|_{X}^{p} d t\right\}^{1 / p}<\infty \text { for } 1 \leq p<\infty
$$

and

$$
\|f\|_{L_{\infty}(0, T ; X)}:=\underset{t \in(0 ; T)}{\operatorname{ess} \sup }\left\{\|f(t)\|_{X}\right\}<\infty \text { for } p=\infty
$$

Definition 3.1. The vector-function $U:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6}$ is said to be a weak solution of equation (2.3) for $\mathcal{G}:(0 ; T) \rightarrow\left[L_{2}(\Omega)\right]^{6}$ if

$$
U(t), U^{\prime}(t) \in L_{\infty}\left(0, T ;\left[H^{1}(\Omega)\right]^{6}\right), \quad U^{\prime \prime}(t) \in L_{\infty}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right)
$$

and for every $\Phi \in[\mathcal{D}(\Omega)]^{6}$,

$$
\left(P U^{\prime \prime}(t), \Phi\right)+\mathcal{B}^{(0)}(U(t), \Phi)+\mathcal{B}^{(1)}\left(U^{\prime}(t), \Phi\right)=(\mathcal{G}(t), \Phi)
$$

Here and in what follows, the symbol $(\cdot, \cdot)$ denotes the scalar product in the space $L_{2}(\Omega)$.
Further, let

$$
\mathcal{G}:(0, T) \rightarrow\left[L_{2}(\Omega)\right]^{6}, \quad \varphi:(0 ; T) \rightarrow\left[H^{-1 / 2}\left(S_{2}\right)\right]^{3}, \quad f:(0 ; T) \rightarrow L_{\infty}\left(S_{2}\right)
$$

and set

$$
\begin{equation*}
g:=\mathcal{F}|f| \geq 0 \tag{3.1}
\end{equation*}
$$

Consider the following contact problem of dynamics with friction.
Problem $\left(A_{0}\right)$. Find a weak solution $U:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6}$ of the equation

$$
\begin{equation*}
\mathcal{M}(x, \partial) U(x, t)+\mathcal{G}(x, t)=P \frac{\partial^{2} U(x, t)}{\partial t^{2}}, \quad x \in \Omega, \quad t \in(0 ; T) \tag{3.2}
\end{equation*}
$$

satisfying the inclusion $r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \in\left[L_{\infty}\left(S_{2} \times(0 ; T)\right)\right]^{3}$, the initial conditions

$$
\begin{align*}
& U(x, 0)=0,  \tag{3.3}\\
& U^{\prime}(x, 0)=0,  \tag{3.4}\\
& U^{\prime} \in \Omega
\end{align*}
$$

and the boundary contact conditions

$$
\begin{align*}
r_{S_{1}}\{U\}^{+} & =0 \text { on } S_{1} \times(0 ; T),  \tag{3.5}\\
r_{S_{2}}\left\{(\mathcal{T} U)_{n}\right\}^{+} & =f \text { on } S_{2} \times(0 ; T),  \tag{3.6}\\
r_{S_{2}}\{M U\}^{+} & =\varphi \text { on } S_{2} \times(0 ; T),  \tag{3.7}\\
r_{S_{2}}\left\{\frac{\partial u_{s}}{\partial t}\right\}^{+} & =0 \text { if }\left|r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right|<g \text { on } S_{2} \times(0 ; T), \tag{3.8}
\end{align*}
$$

and if $\left|r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right|=g$, then there exist nonnegative functions $\lambda_{1}$ and $\lambda_{2}$ do not vanishing simultaneously, such that

$$
\begin{equation*}
\lambda_{1}(x, t) r_{S_{2}}\left\{\frac{\partial u_{s}}{\partial t}\right\}^{+}=-\lambda_{2}(x, t) r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \text {on } S_{2} \times(0 ; T) \tag{3.9}
\end{equation*}
$$

This problem can be reformulated in terms of a variational inequality. To this end, on the space $\left[H^{1}(\Omega)\right]^{6}$ we introduce the continuous convex functional

$$
\begin{equation*}
j(V)=\int_{S_{2}} g\left|\left\{v_{s}\right\}^{+}\right| d S, \quad V=(v, w)^{\top}:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6} \tag{3.10}
\end{equation*}
$$

and the closed convex sets $\mathcal{K}$ and $\mathcal{K}_{0}$ :

$$
\begin{aligned}
& \mathcal{K}:=\left\{V \mid V(t), V^{\prime}(t) \in L_{\infty}\left(0, T ;\left[H^{1}(\Omega)\right]^{6}\right),\right. \\
&\left.V^{\prime \prime}(t) \in L_{\infty}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right), r_{S_{1}}\{V\}^{+}=0, V(0)=V^{\prime}(0)=0\right\} \\
& \mathcal{K}_{0}:=\left\{V \mid V \in\left[H^{1}(\Omega)\right]^{6}, r_{S_{1}}\{V\}^{+}=0\right\} .
\end{aligned}
$$

Consider the following variational inequality: Find a $(u, \omega)^{\top} \in \mathcal{K}$ such that the variational inequality

$$
\begin{align*}
& \left(P U^{\prime \prime}(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), V-U^{\prime}(t)\right)+j(V)-j\left(U^{\prime}(t)\right) \\
& \geq\left(\mathcal{G}(t), V-U^{\prime}(t)\right)+\int_{S_{2}} f(t)\left\{v_{n}-u_{n}^{\prime}(t)\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \tag{3.11}
\end{align*}
$$

holds for all $V=(v, w)^{\top} \in \mathcal{K}_{0}$.
Here and in what follows, the symbol $\langle\cdot, \cdot\rangle$ denotes the duality relation between the corresponding dual pairs $X^{*}(M)$ and $X(M)$. In particular, $\langle\cdot, \cdot\rangle_{S_{2}}$ in (3.11) denotes the duality relation between the spaces $\left[H^{-1 / 2}\left(S_{2}\right)\right]^{3}$ and $\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$.

## 4 Equivalence theorem

Here we prove the following equivalence result.
Theorem 4.1. If $U:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6}$ is a solution of problem $\left(A_{0}\right)$, then $U$ is a solution of the variational inequality (3.11), and vice versa.

Proof. Let $U=(u, \omega)^{\top}:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6}$ be a solution of problem $\left(A_{0}\right)$, and $V=(v, w)^{\top} \in \mathcal{K}_{0}$. By virtue of the interior regularity theorems (see [8]), we have $U(t) \in\left[H^{2}\left(\Omega^{\prime}\right)\right]^{6}$ for every domain $\overline{\Omega^{\prime}} \subset \Omega$. Hence the equation

$$
\mathcal{M}(x, \partial) U(x, t)+\mathcal{G}(x, t)=P \frac{\partial^{2} U(x, t)}{\partial t^{2}}, \quad x \in \Omega, \quad t \in(0 ; T)
$$

holds almost everywhere in the domain $\Omega$. By virtue of Green's formula (2.6), we get

$$
\begin{align*}
\left(P U^{\prime \prime}(t), V-U^{\prime}(t)\right)- & \left\langle\{\mathcal{T} U\}^{+},\left\{v-u^{\prime}(t)\right\}^{+}\right\rangle_{S}-\left\langle\{M U\}^{+},\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S} \\
& +\mathcal{B}^{(0)}\left(U(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), V-U^{\prime}(t)\right)=\left(\mathcal{G}(t), V-U^{\prime}(t)\right) \tag{4.1}
\end{align*}
$$

Taking into account the boundary conditions (3.5), (3.6), (3.7) and the form of the functional (3.10), we deduce that for all $V=(v, w)^{\top} \in \mathcal{K}_{0}$ from (4.1), we have

$$
\begin{aligned}
&\left(P U^{\prime \prime}(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), V-U^{\prime}(t)\right)+j(V)-j\left(U^{\prime}(t)\right) \\
&=\left(\mathcal{G}(t), V-U^{\prime}(t)\right)+ \int_{S_{2}} f(t)\left\{v_{n}-u_{n}^{\prime}(t)\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \\
&+\int_{S_{2}}\left[\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}+g\left(\left|\left\{v_{s}\right\}^{+}\right|-\left|\left\{u_{s}^{\prime}(t)\right\}^{+}\right|\right)\right] d S
\end{aligned}
$$

It is easy to see that if conditions (3.8) and (3.9) hold, then

$$
r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}+g\left(\left|r_{S_{2}}\left\{v_{s}\right\}^{+}\right|-\left|r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}\right|\right) \geq 0
$$

Hence we have

$$
\begin{aligned}
\left(P U^{\prime \prime}(t), V-U^{\prime}(t)\right)+ & \mathcal{B}^{(0)}\left(U(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), V-U^{\prime}(t)\right)+j(V)-j\left(U^{\prime}(t)\right) \\
& \geq\left(\mathcal{G}(t), V-U^{\prime}(t)\right)+\int_{S_{2}} f(t)\left\{v_{n}-u_{n}^{\prime}(t)\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}
\end{aligned}
$$

for all $V=(v, w)^{\top} \in \mathcal{K}_{0}$. Thus $U=(u, \omega)^{\top}:(0 ; T) \rightarrow\left[H^{1}(\Omega)\right]^{6}$ is a solution of the variational inequality (3.11).

Let now $U=(u, \omega)^{\top} \in \mathcal{K}$ be a solution of the variational inequality (3.11). Substituting $U^{\prime}(t) \pm \Phi$ instead of $V$ in (3.11) with an arbitrary $\Phi \in[\mathcal{D}(\Omega)]^{6}$, we obtain

$$
\left(P U^{\prime \prime}(t), \Phi\right)+\mathcal{B}^{(0)}(U(t), \Phi)+\mathcal{B}^{(1)}\left(U^{\prime}(t), \Phi\right)=(\mathcal{G}(t), \Phi) \quad \forall \Phi \in[\mathcal{D}(\Omega)]^{6}
$$

which implies that $U$ is a weak solution of equation (3.2). Again, by virtue of the interior regularity theorem (see [8]), equation (3.2) is satisfied almost everywhere in the domain $\Omega$. Thus, taking into account the fact that $r_{S_{1}}\left\{V-U^{\prime}(t)\right\}^{+}=0$ for all $V=(v, w)^{\top} \in \mathcal{K}_{0}$, Green's formula (2.6) yields

$$
\begin{aligned}
& \left(P U^{\prime \prime}(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U(t), V-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), V-U^{\prime}(t)\right) \\
& \quad=\left(\mathcal{G}(t), V-U^{\prime}(t)\right)+\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{n}\right\}^{+}, r_{S_{2}}\left\{v_{n}-u_{n}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \\
& +\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\left\langle r_{S_{2}}\{M U\}^{+}, r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \quad \forall V \in \mathcal{K}_{0} .
\end{aligned}
$$

Subtracting the above equality from (3.11), we obtain

$$
\begin{align*}
& \left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\int_{S_{2}} g\left(\left|\left\{v_{s}\right\}^{+}\right|-\left|\left\{u_{s}^{\prime}(t)\right\}^{+}\right|\right) d S \\
+ & \left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{n}\right\}^{+}-f(t), r_{S_{2}}\left\{v_{n}-u_{n}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\left\langle r_{S_{2}}\{M U\}^{+}-\varphi(t), r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \geq 0 \tag{4.2}
\end{align*}
$$

for all $V=(v, w)^{\top} \in \mathcal{K}_{0}$. For an arbitrary $t$ from the interval $(0 ; T)$, we choose $V=(v, w)^{\top} \in \mathcal{K}_{0}$ such that $r_{S_{2}}\{w\}^{+}=r_{S_{2}}\left\{\omega^{\prime}(t)\right\}^{+}, r_{S_{2}}\left\{v_{s}\right\}^{+}=r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}$, and $r_{S_{2}}\left\{v_{n}\right\}^{+}=r_{S_{2}}\left[\left\{u_{n}^{\prime}(t)\right\}^{+} \pm \psi\right]$, where $\psi \in \widetilde{H}^{1 / 2}\left(S_{2}\right)$ is an arbitrary scalar function. Then from (4.2) we infer

$$
\begin{equation*}
r_{S_{2}}\left\{(\mathcal{T} U)_{n}\right\}^{+}=f(t) \tag{4.3}
\end{equation*}
$$

i.e., condition (3.6) is fulfilled. Taking into account (4.3), from (4.2) we find that

$$
\begin{align*}
&\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\int_{S_{2}} g\left(\left|\left\{v_{s}\right\}^{+}\right|-\left|\left\{u_{s}^{\prime}(t)\right\}^{+}\right|\right) d S \\
&+\left\langle r_{S_{2}}\{M U\}^{+}-\varphi(t), r_{S_{2}}\left\{w-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \geq 0 \quad \forall V=(v, w)^{\top} \in \mathcal{K}_{0} \tag{4.4}
\end{align*}
$$

Let now the vector-function $V=(v, w)^{\top} \in \mathcal{K}_{0}$ be such that $r_{S_{2}}\left\{v_{s}\right\}^{+}=r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}$and $r_{S_{2}}\{w\}^{+}=$ $r_{S_{2}}\left[\left\{\omega^{\prime}(t)\right\}^{+} \pm \psi\right]$, where $\psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$ is an arbitrary vector-function. Then (4.4) yields

$$
\begin{equation*}
r_{S_{2}}\{M U\}^{+}=\varphi(t) \tag{4.5}
\end{equation*}
$$

Consequently, condition (3.7) is satisfied. Note that conditions (3.5) (3.3) and (3.4) are automatically fulfilled, since $U=(u, \omega)^{\top} \in \mathcal{K}$. Taking into account condition (4.5), from (4.4) we obtain

$$
\begin{equation*}
\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\int_{S_{2}} g\left(\left|\left\{v_{s}\right\}^{+}\right|-\left|\left\{u_{s}^{\prime}(t)\right\}^{+}\right|\right) d S \geq 0 \quad \forall V=(v, w)^{\top} \in \mathcal{K}_{0} \tag{4.6}
\end{equation*}
$$

whence

$$
\begin{equation*}
\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}}\left\{v_{s}-u_{s}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}}+\int_{S_{2}} g\left|\left\{v_{s}\right\}^{+}-\left\{u_{s}^{\prime}(t)\right\}^{+}\right| d S \geq 0 \quad \forall V=(v, w)^{\top} \in \mathcal{K}_{0} \tag{4.7}
\end{equation*}
$$

Further, let us choose the vector-function $V=(v, w)^{\top} \in \mathcal{K}_{0}$ such that $r_{S_{2}}\{w\}^{+}=r_{S_{2}}\left\{\omega^{\prime}(t)\right\}^{+}$, $r_{S_{2}}\left\{v_{n}\right\}^{+}=r_{S_{2}}\left\{u_{n}^{\prime}(t)\right\}^{+}$, and $r_{S_{2}}\left\{v_{s}\right\}^{+}=r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+} \pm r_{S_{2}} \psi_{s}$, where $\psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$ is an arbitrary vector-function. Then from (4.7) we obtain

$$
\begin{equation*}
\pm\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}} \psi_{s}\right\rangle_{S_{2}}+\int_{S_{2}} g\left|\psi_{s}\right| d S \geq 0 \tag{4.8}
\end{equation*}
$$

For an arbitrary $\psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$, we have $\left|r_{S_{2}} \psi_{s}\right| \leq\left|r_{S_{2}} \psi\right|$ and

$$
\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}} \psi_{s}\right\rangle_{S_{2}}=\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}} \psi\right\rangle_{S_{2}}
$$

Therefore, from (4.8) we derive

$$
\begin{equation*}
\left|\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}} \psi\right\rangle_{S_{2}}\right| \leq \int_{S_{2}} g|\psi| d S \quad \forall \psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3} \tag{4.9}
\end{equation*}
$$

Let $t \in(0 ; T)$ and consider in the space $\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$ the linear functional

$$
\Phi_{t}(\psi)=\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, r_{S_{2}} \psi\right\rangle_{S_{2}}, \quad \psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}
$$

Due to inequality (4.9), this functional is continuous on the space $\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$ with respect to the topology induced by the space $\left[L_{1}\left(S_{2}\right)\right]^{3}$. Since the space $\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3}$ is dense in $\left[L_{1}\left(S_{2}\right)\right]^{3}$, the functional $\Phi_{t}$ can be continuously extended to the whole space $\left[L_{1}\left(S_{2}\right)\right]^{3}$ preserving the norm. Since the dual of $\left[L_{1}\left(S_{2}\right)\right]^{3}$ is isomorphic to $\left[L_{\infty}\left(S_{2}\right)\right]^{3}$, there exists a function $\Phi_{t}^{*} \in\left[L_{\infty}\left(S_{2}\right)\right]^{3}$ such that

$$
\Phi_{t}(\psi)=\int_{S_{2}} \Phi_{t}^{*} \cdot \psi d S \quad \forall \psi \in\left[L_{1}\left(S_{2}\right)\right]^{3}
$$

Hence

$$
r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}=\Phi_{t}^{*} \in\left[L_{\infty}\left(S_{2}\right)\right]^{3}
$$

Using again inequality (4.9) we derive

$$
\begin{equation*}
\int_{S_{2}}\left[ \pm\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi-g|\psi|\right] d S \leq 0 \quad \forall \psi \in\left[\widetilde{H}^{1 / 2}\left(S_{2}\right)\right]^{3} \tag{4.10}
\end{equation*}
$$

whence the inequality

$$
\left|r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right| \leq g \text { almost everywhere on } S_{2} \times(0 ; T)
$$

follows. Indeed, it is well known that for an arbitrary essentially bounded function $\widetilde{\psi} \in L_{\infty}\left(S_{2}\right)$ there is a sequence $\widetilde{\varphi_{l}} \in C^{\infty}\left(S_{2}\right)$ with supports in $S_{2}$ for which (see 30, Lemma 1.4.2])

$$
\lim _{l \rightarrow \infty} \widetilde{\varphi}_{l}(x)=\widetilde{\psi}(x) \text { for almost all } x \in S_{2} \text { and }\left|\widetilde{\varphi}_{l}(x)\right| \leq \underset{y \in S_{2}}{\operatorname{ess} \sup }|\widetilde{\psi}(y)|
$$

for almost all $x \in S_{2}$. Therefore, from inequality (4.10), by the Lebesque dominated convergence theorem, it follows that

$$
\int_{S_{2}}\left[ \pm\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi-g|\psi|\right] d S \leq 0 \quad \forall \psi \in\left[L_{\infty}\left(S_{2}\right)\right]^{3}
$$

whence we get

$$
\pm r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi-g|\psi| \leq 0
$$

on $S_{2}$ for every $\psi \in\left[L_{\infty}\left(S_{2}\right)\right]^{3}$. Substituting $\psi=r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}$in the above inequality, we finally get the inequality

$$
\begin{equation*}
\left|r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right| \leq g \tag{4.11}
\end{equation*}
$$

Now let us set

$$
\begin{equation*}
\vartheta_{s}:=r_{S_{2}}\left\{v_{s}\right\}^{+}, \quad \vartheta_{0 s}:=r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+} \tag{4.12}
\end{equation*}
$$

Clearly, $\vartheta_{s}, \vartheta_{0 s} \in\left[H^{1 / 2}\left(S_{2}\right)\right]^{3}$. Due to the inclusion

$$
r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \in\left[L_{2}\left(S_{2} \times(0 ; T)\right)\right]^{3}
$$

from (4.6) we get

$$
\begin{equation*}
\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, \vartheta_{s}\right\rangle_{S_{2}}+\int_{S_{2}} g\left|\vartheta_{s}\right| d S-\left\langle r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}, \vartheta_{0 s}\right\rangle_{S_{2}}-\int_{S_{2}} g\left|\vartheta_{0 s}\right| d S \geq 0 \tag{4.13}
\end{equation*}
$$

Let $\psi \in\left[H^{1 / 2}\left(S_{2}\right)\right]^{3}$ be an arbitrary vector-function. Substitute in (4.13) $\vartheta_{s}=q \psi$ for a nonnegative number $q \geq 0$, and take into consideration that $\left|\psi_{s}\right| \leq|\psi|$ and $r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi_{s}=r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi$ to obtain

$$
q \int_{S_{2}}\left[\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \psi+g|\psi|\right] d S-\int_{S_{2}}\left[\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \vartheta_{0 s}+g\left|\vartheta_{0 s}\right|\right] d S \geq 0
$$

Sending $q$ to 0 , we arrive at the inequality

$$
\int_{S_{2}}\left[\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot \vartheta_{0 s}+g\left|\vartheta_{0 s}\right|\right] d S \leq 0
$$

whence by (4.11) and (4.12) we arrive at the equation

$$
\begin{equation*}
r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \cdot r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}+g\left|r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}\right|=0 \tag{4.14}
\end{equation*}
$$

Clearly, if $\left|r_{g_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right|<g$, then it follows from (4.14) that $r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}=0$. But if $\left|r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}\right|=$ $g$, then (4.14) can be rewritten in the form

$$
g\left|r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}\right|(\cos \alpha+1)=0 \text { on } S_{2} \times(0 ; T)
$$

where $\alpha$ is the angle lying between the vectors $r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}$and $r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+}$at the point $x \in S_{2}$. Consequently, there exist the functions $\lambda_{1}$ and $\lambda_{2}$ such that $\lambda_{1}(x, t)+\lambda_{2}(x, t)>0$ and

$$
\lambda_{1}(x, t) r_{S_{2}}\left\{u_{s}^{\prime}(t)\right\}^{+}=-\lambda_{2}(x, t) r_{S_{2}}\left\{(\mathcal{T} U)_{s}\right\}^{+} \text {on } S_{2} \times(0 ; T)
$$

Moreover, we may assume that $\lambda_{1}$ belongs to the same class as $\left\{(\mathcal{T} U)_{s}\right\}^{+}$, while $\lambda_{2}$ belongs to the same class as $\left\{u_{s}^{\prime}(t)\right\}^{+}$. This completes the proof.

## 5 The uniqueness theorem

We start the investigation of the variational inequality (3.11) with the following uniqueness result.
Theorem 5.1. The variational inequality (3.11) and hence Problem $\left(A_{0}\right)$ have at most one weak solution.

Proof. Let $U=(u, \omega)^{\top} \in \mathcal{K}$ and $\widetilde{U}=(\widetilde{u}, \widetilde{\omega})^{\top} \in \mathcal{K}$ be two solutions of inequality (3.11). Substituting in (3.11) $\widetilde{U}^{\prime}(t)$ instead of $V$, we obtain

$$
\begin{align*}
& \left(P U^{\prime \prime}(t), \widetilde{U}^{\prime}(t)-U^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U(t), \widetilde{U}^{\prime}(t)-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), \widetilde{U}^{\prime}(t)-U^{\prime}(t)\right)+j\left(\widetilde{U}^{\prime}(t)\right)-j\left(U^{\prime}(t)\right) \\
& \quad \geq\left(\mathcal{G}(t), \widetilde{U}^{\prime}(t)-U^{\prime}(t)\right)+\int_{S_{2}} f(t)\left\{\widetilde{u}_{n}^{\prime}(t)-u_{n}^{\prime}(t)\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\left\{\widetilde{\omega}^{\prime}(t)-\omega^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \tag{5.1}
\end{align*}
$$

Analogously, substituting $U(t)=\widetilde{U}(t)$ and $V=U^{\prime}(t)$ in (3.11), we get

$$
\begin{align*}
& \left(P \widetilde{U}^{\prime \prime}(t), U^{\prime}(t)-\widetilde{U}^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(\widetilde{U}(t), U^{\prime}(t)-\widetilde{U}^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(\widetilde{U}^{\prime}(t), U^{\prime}(t)-\widetilde{U}^{\prime}(t)\right)+j\left(U^{\prime}(t)\right)-j\left(\widetilde{U}^{\prime}(t)\right) \\
& \quad \geq\left(\mathcal{G}(t), U^{\prime}(t)-\widetilde{U}^{\prime}(t)\right)+\int_{S_{2}} f(t)\left\{u_{n}^{\prime}(t)-\widetilde{u}_{n}^{\prime}(t)\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\left\{\omega^{\prime}(t)-\widetilde{\omega}^{\prime}(t)\right\}^{+}\right\rangle_{S_{2}} \tag{5.2}
\end{align*}
$$

Combining (5.1) and (5.2) and denoting the difference $U(t)-\widetilde{U}(t)$ by $W(t)$, we obtain

$$
\begin{equation*}
-\left(P W^{\prime \prime}(t), W^{\prime}(t)\right)-\mathcal{B}^{(0)}\left(W(t), W^{\prime}(t)\right)-\mathcal{B}^{(1)}\left(W^{\prime}(t), W^{\prime}(t)\right) \geq 0 \tag{5.3}
\end{equation*}
$$

Note that

$$
\left(P W^{\prime \prime}(t), W^{\prime}(t)\right)=\frac{1}{2} \frac{d}{d t}\left(\sqrt{P} W^{\prime}(t), \sqrt{P} W^{\prime}(t)\right)=\frac{1}{2} \frac{d}{d t}\left[\left\|\sqrt{P} W^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}\right]
$$

and

$$
\mathcal{B}^{(0)}\left(W(t), W^{\prime}(t)\right)=\frac{1}{2} \frac{d}{d t} \mathcal{B}^{(0)}(W(t), W(t))
$$

where $\sqrt{P}=\left[\sqrt{p_{i j}}\right]_{6 \times 6}$ with $\sqrt{p_{i i}}=\sqrt{\varrho}$ for $i=1,2,3, \sqrt{p_{i i}}=\sqrt{\mathcal{J}}$ for $i=4,5,6$, and $p_{i j}=0$ if $i \neq j$.
Then, from (5.3) we get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\{\left\|\sqrt{P} W^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}(W(t), W(t))\right\}+\mathcal{B}^{(1)}\left(W^{\prime}(t), W^{\prime}(t)\right) \leq 0 \tag{5.4}
\end{equation*}
$$

Since $\mathcal{B}^{(1)}\left(W^{\prime}(t), W^{\prime}(t)\right)$ is nonnegative, (5.4) can be rewritten as

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\{\left\|\sqrt{P} W^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}(W(t), W(t))\right\} \leq 0 \tag{5.5}
\end{equation*}
$$

On the basis of (5.5), we can conclude that the scalar function

$$
\left\|\sqrt{P} W^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}(W(t), W(t))
$$

decreases on the interval $(0 ; T)$. Since $\mathcal{B}^{(0)}(W(t), W(t)) \geq 0 \forall t \in(0 ; T)$ and $W(0)=W^{\prime}(0)=0$, we see that $\mathcal{B}^{(0)}(W(t), W(t))=0$. Hence, by virtue of Lemma 2.2, we conclude that $W(t)=0$, which completes the proof.

## 6 The existence results

The existence of a solution to the variational inequality (3.11) is obtained by the following scheme. First, we reduce the variational inequality (3.11) to an equivalent regularized variational equation depending on a small parameter $\varepsilon$ whose solvability is studied by the Faedo-Galerkin approximation method. Then we establish some a priori estimates which allow us to pass to the limit with respect to the dimension $m$ of the approximation space of test functions as $m \rightarrow+\infty$ and with respect to the parameter as $\varepsilon \rightarrow 0$. We will show that the limiting function solves the variational inequality (3.11) and, consequently, by virtue of Theorem 4.1, it will be a solution of problem $\left(A_{0}\right)$, as well. The assumptions which are to be satisfied by the data of problem $\left(A_{0}\right)$ will be given below in the course of discussions and, finally, we will formulate the basic existence theorem.

### 6.1 Reduction to regularized variational equation

To reduce the variational inequality (3.11) to the regularized variational equation, we consider on the space $\mathcal{K}_{0}$ the convex differentiable functional

$$
\begin{equation*}
j_{\varepsilon}(V)=\int_{S_{2}} g(x) \varphi_{\varepsilon}\left(\left|\left\{v_{s}\right\}^{+}\right|\right) d S, \quad V=(v, w)^{\top} \in \mathcal{K}_{0} \tag{6.1}
\end{equation*}
$$

where $\varepsilon$ is an arbitrary positive number, $\varphi_{\varepsilon}: \mathbb{R} \rightarrow(0 ; \infty)$ is defined by

$$
\varphi_{\varepsilon}(\lambda)=\sqrt{\lambda^{2}+\varepsilon^{2}}
$$

$g$ is defined by (3.1) and, in what follows, we assume that it does not depend on the time variable $t$. Denote by $\mathcal{K}_{0}^{\prime}$ the dual space to $\mathcal{K}_{0}$ and by $j_{\varepsilon}^{\prime}$ the Gâteaux derivative of the functional (6.1). It is easy to show that for almost all $t$ from the interval $(0 ; T)$,

$$
j_{\varepsilon}^{\prime}: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0}^{\prime}
$$

is given by

$$
\begin{equation*}
\left\langle j_{\varepsilon}^{\prime}(V), U\right\rangle_{S_{2}}=\int_{S_{2}} g(x) \frac{\left\{v_{s}\right\}^{+} \cdot\left\{u_{s}\right\}^{+}}{\sqrt{\left|\left\{v_{s}\right\}^{+}\right|^{2}+\varepsilon^{2}}} d S \quad \forall V=(v, w)^{\top} \in \mathcal{K}_{0}, \quad \forall U=(u, \omega)^{\top} \in \mathcal{K}_{0} \tag{6.2}
\end{equation*}
$$

Consider the following regularized variational equation: Find $U_{\varepsilon} \in \mathcal{K}$ satisfying for almost all $t$ from the interval $(0 ; T)$, the equation

$$
\begin{equation*}
\left(P U_{\varepsilon}^{\prime \prime}(t), V\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), V\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), V\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(t)\right), V\right\rangle_{S_{2}}=\langle\Psi(t), V\rangle_{\mathcal{K}_{0}} \tag{6.3}
\end{equation*}
$$

where $V=(v, w)^{\top} \in \mathcal{K}_{0}$ and the linear functional $\Psi(t)$ is defined as

$$
\begin{equation*}
\langle\Psi(t), V\rangle_{\mathcal{K}_{0}}:=(\mathcal{G}(t), V)+\int_{S_{2}} f(t)\left\{v_{n}\right\}^{+} d S+\left\langle\varphi(t), r_{S_{2}}\{w\}^{+}\right\rangle_{S_{2}} \tag{6.4}
\end{equation*}
$$

with $\mathcal{G}, f$, and $\varphi$ involved in the formulation of Problem $\left(A_{0}\right)$.
It can be easily shown that the variational inequality (3.11), in which $U$ and $j$ are replaced, respectively, by $U_{\varepsilon}$ and $j_{\varepsilon}$, is equivalent to the regularized variational equation (6.3). Therefore, we investigate the regularized variational equation (6.3).

Since the space $\mathcal{K}_{0}$ is separable, there exists a countable basis $W_{1}, W_{2}, \ldots, W_{m}, \ldots$ in the sense that for every $m$ the system of vectors $W_{1}, W_{2}, \ldots, W_{m}$ is linearly independent and the space of all finite linear combinations is dense in $\mathcal{K}_{0}$. We denote by $\mathbf{W}_{m}:=\left[W_{1}, W_{2}, \ldots, W_{m}\right]$ the linear span of elements $W_{1}, W_{2}, \ldots, W_{m}$.

Consider the auxiliary problem: Find a vector-function $U_{\varepsilon m}:(0 ; T) \rightarrow \mathbf{W}_{m}$ such that $U_{\varepsilon m}, U_{\varepsilon m}^{\prime}$, $U_{\varepsilon m}^{\prime \prime} \in L_{\infty}\left(0, T ; \mathbf{W}_{m}\right)$ and the variational equation

$$
\begin{equation*}
\left(P U_{\varepsilon m}^{\prime \prime}(t), V\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), V\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime}(t), V\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), V\right\rangle_{S_{2}}=\langle\Psi(t), V\rangle_{\mathcal{K}_{0}} \tag{6.5}
\end{equation*}
$$

and the initial conditions

$$
\begin{align*}
& U_{\varepsilon m}(0)=0  \tag{6.6}\\
& U_{\varepsilon m}^{\prime}(0)=0 \tag{6.7}
\end{align*}
$$

are satisfied for almost all $t$ from the interval $(0 ; T)$ and $\forall V \in \mathbf{W}_{m}$.
Let us look for a solution of the above problem in the form of a linear combination with unknown coefficients $C_{j \varepsilon m}(t)$ :

$$
\begin{equation*}
U_{\varepsilon m}(t)=\sum_{j=1}^{m} C_{j \varepsilon m}(t) W_{j} \tag{6.8}
\end{equation*}
$$

Replace in (6.5) the test vector-function $V$ by $W_{k}$ and instead of $U_{\varepsilon m}$ substitute the above linear combination to obtain

$$
\begin{align*}
\sum_{j=1}^{m}\left(P W_{j}, W_{k}\right) C_{j \varepsilon m}^{\prime \prime}(t)+\sum_{j=1}^{m} & \mathcal{B}^{(0)}\left(W_{j}, W_{k}\right) C_{j \varepsilon m}(t)+\sum_{j=1}^{m} \mathcal{B}^{(1)}\left(W_{j}, W_{k}\right) C_{j \varepsilon m}^{\prime}(t) \\
& +\left\langle j_{\varepsilon}^{\prime}\left(\sum_{j=1}^{m} C_{j \varepsilon m}^{\prime}(t) W_{j}\right), W_{k}\right\rangle_{S_{2}}=\left\langle\Psi(t), W_{k}\right\rangle_{\mathcal{K}_{0}}, \quad k=1,2, \ldots, m \tag{6.9}
\end{align*}
$$

Introduce the notation:

$$
\begin{gathered}
\Phi_{k}\left(C_{1 \varepsilon m}^{\prime}, \ldots, C_{m \varepsilon m}^{\prime}\right):=\left\langle j_{\varepsilon}^{\prime}\left(\sum_{j=1}^{m} C_{j \varepsilon m}^{\prime}(t) W_{j}\right), W_{k}\right\rangle_{S_{2}}, \quad \Phi:=\left(\Phi_{1}, \ldots, \Phi_{m}\right)^{\top} \\
\mathcal{P}_{k}(t):=\left\langle\Psi(t), W_{k}\right\rangle_{\mathcal{K}_{0}}, \quad k=\overline{1, m}, \quad \mathcal{P}:=\left(\mathcal{P}_{1}, \mathcal{P}_{2}, \ldots, \mathcal{P}_{m}\right)^{\top} \\
\mathcal{B}:=\left[\left(P W_{j}, W_{k}\right)\right]_{m \times m}, \quad D^{(0)}:=\left[\mathcal{B}^{(0)}\left(W_{j}, W_{k}\right)\right]_{m \times m} \\
D^{(1)}:=\left[\mathcal{B}^{(1)}\left(W_{j}, W_{k}\right)\right]_{m \times m}, \quad C_{\varepsilon m}(t):=\left(C_{1 \varepsilon m}(t), C_{2 \varepsilon m}(t), \ldots, C_{m \varepsilon m}(t)\right)^{\top} .
\end{gathered}
$$

System (6.9) can be then rewritten as

$$
\begin{equation*}
\mathcal{B} C_{\varepsilon m}^{\prime \prime}(t)+D^{(1)} C_{\varepsilon m}^{\prime}(t)+D^{(0)} C_{\varepsilon m}(t)+\Phi\left(C_{\varepsilon m}^{\prime}(t)\right)=\mathcal{P}(t) \tag{6.10}
\end{equation*}
$$

The initial conditions (6.6) and (6.7) result in

$$
\begin{equation*}
C_{\varepsilon m}(0)=C_{\varepsilon m}^{\prime}(0)=0 \tag{6.11}
\end{equation*}
$$

Note that $\operatorname{det} \mathcal{B} \neq 0$, since the system of vectors $W_{1}, W_{2}, \ldots, W_{m}$ is linearly independent, and hence from (6.10) we get

$$
\begin{equation*}
C_{\varepsilon m}^{\prime \prime}(t)+\mathcal{B}^{-1} D^{(1)} C_{\varepsilon m}^{\prime}(t)+\mathcal{B}^{-1} D^{(0)} C_{\varepsilon m}(t)+\mathcal{B}^{-1} \Phi\left(C_{\varepsilon m}^{\prime}(t)\right)=\mathcal{B}^{-1} \mathcal{P}(t) \tag{6.12}
\end{equation*}
$$

To reduce system (6.12) to the normal type, we introduce the notation

$$
S_{\varepsilon m}(t):=C_{\varepsilon m}^{\prime}(t), \quad Y_{\varepsilon m}(t):=\left(S_{\varepsilon m}(t), C_{\varepsilon m}(t)\right)^{\top}
$$

and

$$
\mathcal{L}\left(t, Y_{\varepsilon m}\right):=\left[\begin{array}{c}
\mathcal{B}^{-1} \mathcal{P}(t)-\mathcal{B}^{-1} \Phi\left(S_{\varepsilon m}\right)-\mathcal{B}^{-1} D^{(1)} C_{\varepsilon m}^{\prime}-\mathcal{B}^{-1} D^{(0)} C_{\varepsilon m} \\
S_{\varepsilon m}
\end{array}\right]_{2 m \times 1}
$$

Then equation (6.12) and the initial conditions (6.11) take the form

$$
Y_{\varepsilon m}^{\prime}(t)=\mathcal{L}\left(t, Y_{\varepsilon m}\right), \quad Y_{\varepsilon m}(0)=\left[\begin{array}{c}
0  \tag{6.13}\\
\vdots \\
0
\end{array}\right]_{2 m \times 1}
$$

Let us show that the matrix function $\mathcal{L}$ is continuous with respect to the first argument $t$. To this end, we estimate the difference

$$
\begin{aligned}
& \left|\mathcal{P}_{k}(t+\Delta t)-\mathcal{P}_{k}(t)\right|=\left|\left\langle\Psi(t+\Delta t)-\Psi(t), W_{k}\right\rangle_{\mathcal{K}_{0}}\right| \\
& =\left|\left(\mathcal{G}(t+\Delta t)-\mathcal{G}(t), W_{k}\right)+\int_{S_{2}}(f(t+\Delta t)-f(t))\left\{\left(\xi_{k}\right)_{n}\right\}^{+} d S+\left\langle\varphi(t+\Delta t)-\varphi(t), r_{S_{2}}\left\{\eta_{k}\right\}^{+}\right\rangle_{S_{2}}\right| \\
& \leq\left(\|\mathcal{G}(t+\Delta t)-\mathcal{G}(t)\|_{\left[L_{2}(\Omega)\right]^{6}}+\|f(t+\Delta t)-f(t)\|_{L_{2}\left(S_{2}\right)}\right. \\
& \left.\quad+\|\varphi(t+\Delta t)-\varphi(t)\|_{\left[H^{-1 / 2}\left(S_{2}\right)\right]^{3}}\right)\left\|W_{k}\right\|_{\left[H^{1}(\Omega)\right]^{6}},
\end{aligned}
$$

where $W_{k}=\left(\xi_{k}, \eta_{k}\right)^{\top} \in \mathcal{K}_{0}$.
In what follows, we assume that

$$
\begin{equation*}
\mathcal{G}, \mathcal{G}^{\prime}, \mathcal{G}^{\prime \prime} \in L_{2}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right), \quad f \in L_{\infty}\left(S_{2}\right), \quad \varphi, \varphi^{\prime}, \varphi^{\prime \prime} \in L_{2}\left(0, T ;\left[H^{-1 / 2}\left(S_{2}\right)\right]^{3}\right) \tag{6.14}
\end{equation*}
$$

Note that the further analysis of the problem shows that $g$ cannot be dependent on $t$, and hence $f$ also cannot be dependent on $t$. Assumptions $\mathcal{G}, f$, and $\varphi$ are continuously differentiable with respect to $t$ almost everywhere in the interval $(0 ; T)$, and hence $\left|\mathcal{P}_{k}(t+\Delta t)-\mathcal{P}_{k}(t)\right| \rightarrow 0$ as $\Delta t \rightarrow 0$, implying that the function $\mathcal{L}$ is continuous with respect to the first argument.

To prove the continuity of the function $\mathcal{L}$ with respect to $Y_{\varepsilon m}$, it suffices to consider only the term $\Phi\left(S_{\varepsilon m}\right)$. By formula (6.2), we have

$$
\Phi_{k}\left(S_{\varepsilon m}\right)=\left\langle j_{\varepsilon}^{\prime}\left(\sum_{j=1}^{m} S_{j \varepsilon m} W_{j}\right), W_{k}\right\rangle_{S_{2}}=\int_{S_{2}} g(x) \frac{\left(\sum_{j=1}^{m} S_{j \varepsilon m}\left\{\left(\xi_{j}\right)_{s}\right\}^{+}\right) \cdot\left\{\left(\xi_{k}\right)_{s}\right\}^{+}}{\sqrt{\left|\sum_{j=1}^{m} S_{j \varepsilon m}\left\{\left(\xi_{j}\right)_{s}\right\}^{+}\right|^{2}+\varepsilon^{2}}} d S
$$

It is easily seen that $\Phi_{k}$ is continuous and continuously differentiable with respect to the variables $S_{j \varepsilon m}$. Moreover, $\Phi_{k}$ and its derivatives with respect to $S_{j \varepsilon m}$ are bounded by an absolute constant depending on $\varepsilon$. Therefore the function $\mathcal{L}$ satisfies the Lipschitz condition in the second argument. Consequently, system (6.13) possesses at most one solution.

Any vector function $Y_{\varepsilon m}$ that is a solution to problem (6.13) possesses second order continuous derivatives with respect to $t$. The same is valid for $U_{\varepsilon m}(t)$ defined by formula (6.8) with $C_{j \varepsilon m}(t)$, being a solution of problem (6.13). It can be shown that $U_{\varepsilon \eta}(t)$ possesses actually continuous third order derivatives with respect to $t$ and solves problem (6.5)-(6.7).

In the next subsections we derive some a priori estimates which we need to perform the limiting procedure with respect to the dimension $m$.

### 6.2 A priori estimates I

Insert the solution of system (6.13) in (6.8) and then substitute $U_{\varepsilon m}^{\prime}(t)$ instead of $V$ into (6.5) to obtain

$$
\begin{aligned}
&\left(P U_{\varepsilon m}^{\prime \prime}(t), U_{\varepsilon m}^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), U_{\varepsilon m}^{\prime}(t)\right) \\
&+\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime}(t), U_{\varepsilon m}^{\prime}(t)\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), U_{\varepsilon m}^{\prime}(t)\right\rangle_{S_{2}}=\left\langle\Psi(t), U_{\varepsilon m}^{\prime}(t)\right\rangle_{\mathcal{K}_{0}} .
\end{aligned}
$$

Since

$$
\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), U_{\varepsilon m}^{\prime}(t)\right\rangle_{S_{2}}=\int_{S_{2}} g(x) \frac{\left|\left\{\left(u_{\varepsilon m}^{\prime}(t)\right)_{s}\right\}^{+}\right|^{2}}{\sqrt{\left|\left\{\left(u_{\varepsilon m}^{\prime}(t)\right)_{s}\right\}^{+}\right|^{2}+\varepsilon^{2}}} d S \geq 0
$$

and $\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime}(t), U_{\varepsilon m}^{\prime}(t)\right) \geq 0$, from the preceding equality we have

$$
\frac{d}{d t}\left\{\left\|\sqrt{P} U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), U_{\varepsilon m}(t)\right)\right\} \leq 2\left\langle\Psi(t), U_{\varepsilon m}^{\prime}(t)\right\rangle_{\mathcal{K}_{0}}
$$

Consequently, due to the homogeneous initial conditions, we arrive at the inequality

$$
\left\|\sqrt{P} U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), U_{\varepsilon m}(t)\right) \leq 2 \int_{0}^{t}\left\langle\Psi(\sigma), U_{\varepsilon m}^{\prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma
$$

By virtue of (2.4), we get

$$
\begin{equation*}
\left\|\sqrt{P} U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+C_{1}\left\|U_{\varepsilon m}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \leq C_{2}\left\|U_{\varepsilon m}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+2 \int_{0}^{t}\left\langle\Psi(\sigma), U_{\varepsilon m}^{\prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \tag{6.15}
\end{equation*}
$$

with $C_{1}$ and $C_{2}$ from (2.4). Since $U_{\varepsilon m}(0)=0$, we can write

$$
U_{\varepsilon m}(t)=\int_{0}^{t} U_{\varepsilon m}^{\prime}(\sigma) d \sigma
$$

whence

$$
\begin{equation*}
\left\|U_{\varepsilon m}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2} \leq \int_{0}^{t}\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2} d \sigma \tag{6.16}
\end{equation*}
$$

For the last term in (6.15) we have

$$
\begin{align*}
& 2 \int_{0}^{t}\left\langle\Psi(\sigma), U_{\varepsilon m}^{\prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma=2\left\langle\Psi(t), U_{\varepsilon m}(t)\right\rangle_{\mathcal{K}_{0}}-2 \int_{0}^{t}\left\langle\Psi^{\prime}(\sigma), U_{\varepsilon m}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \\
& \leq \frac{1}{\delta}\|\Psi(t)\|_{\mathcal{K}_{0}^{\prime}}^{2}+\delta\left\|U_{\varepsilon m}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}+\int_{0}^{t}\left(\left\|\Psi^{\prime}(\sigma)\right\|_{\mathcal{K}_{0}^{\prime}}^{2}+\left\|U_{\varepsilon m}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}\right) d \sigma \\
& \leq C_{3}+\delta\left\|U_{\varepsilon m}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}+\int_{0}^{t}\left\|U_{\varepsilon m}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} d \sigma \tag{6.17}
\end{align*}
$$

Taking into account estimates (6.16) and (6.17) and choosing $\delta$ in inequality (6.17) smaller than $C_{1}$ from (6.15), we finally get

$$
\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \leq C_{4} \int_{0}^{t}\left(\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}\right) d \sigma+C_{5}
$$

with some constants $C_{4}$ and $C_{5}$ independent of $m$ and $\varepsilon$. Now, by using Gronwall's lemma, we obtain

$$
\begin{equation*}
\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \leq C \tag{6.18}
\end{equation*}
$$

with the constant $C$ independent of $m$ and $\varepsilon$.

### 6.3 A priori estimates II

Differentiating (6.5) with respect to $t$ and replacing $V$ with the vector-function $U_{\varepsilon m}^{\prime \prime}(t)$, we obtain

$$
\begin{align*}
\left(P U_{\varepsilon m}^{\prime \prime \prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right) & +\mathcal{B}^{(0)}\left(U_{\varepsilon m}^{\prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right) \\
& +\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime \prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right)+\left\langle\frac{d}{d t} j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), U_{\varepsilon m}^{\prime \prime}(t)\right\rangle_{S_{2}}=\left\langle\Psi^{\prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right\rangle_{\mathcal{K}_{0}} \tag{6.19}
\end{align*}
$$

Due to formula (6.2), for every $W=(\xi, \eta)^{\top} \in \mathcal{K}_{0}$ and $V=(v, w)^{\top} \in \mathcal{K}_{0}$, we have

$$
\begin{equation*}
\left\langle j_{\varepsilon}^{\prime}(W(t)), V\right\rangle_{S_{2}}=\int_{S_{2}} g(x) Q_{\varepsilon}\left(\xi_{s}(t)\right) \cdot\left\{v_{s}\right\}^{+} d S \tag{6.20}
\end{equation*}
$$

where

$$
Q_{\varepsilon}\left(\xi_{s}(t)\right):=\frac{r_{S_{2}}\left\{\xi_{s}(t)\right\}^{+}}{\sqrt{\left|r_{S_{2}}\left\{\xi_{s}(t)\right\}^{+}\right|^{2}+\varepsilon^{2}}}
$$

Equality (6.20) yields

$$
\left\langle\frac{d}{d t} j_{\varepsilon}^{\prime}(W(t)), V\right\rangle_{S_{2}}=\int_{S_{2}} g(x) \lim _{h \rightarrow 0} \frac{1}{h}\left[Q_{\varepsilon}\left(\xi_{s}(t+h)\right)-Q_{\varepsilon}\left(\xi_{s}(t)\right)\right] \cdot\left\{v_{s}\right\}^{+} d S
$$

Replace here $V$ by the vector-function $W^{\prime}(t)$, then

$$
\left\langle\frac{d}{d t} j_{\varepsilon}^{\prime}(W(t)), W^{\prime}(t)\right\rangle_{S_{2}}=\int_{S_{2}} g(x) \lim _{h \rightarrow 0} \frac{1}{h}\left[Q_{\varepsilon}\left(\xi_{s}(t+h)\right)-Q_{\varepsilon}\left(\xi_{s}(t)\right)\right] \cdot \frac{1}{h}\left\{\xi_{s}(t+h)-\xi_{s}(t)\right\}^{+} d S
$$

Since $j_{\varepsilon}$ is a convex differentiable functional on $\mathcal{K}_{0}$, the operator $j_{\varepsilon}^{\prime}: \mathcal{K}_{0} \rightarrow \mathcal{K}_{0}^{\prime}$ is monotone and we have

$$
\begin{aligned}
& 0 \leq\left\langle j_{\varepsilon}^{\prime}(W(t+h))-j_{\varepsilon}^{\prime}(W(t)),\right.W(t+h)-W(t)\rangle_{S_{2}} \\
&=\int_{S_{2}} g(x) Q_{\varepsilon}\left(\xi_{s}(t+h)\right) \cdot\left\{\xi_{s}(t+h)-\xi_{s}(t)\right\}^{+} d S+\int_{S_{2}} g(x) Q_{\varepsilon}\left(\xi_{s}(t)\right) \cdot\left\{\xi_{s}(t)-\xi_{s}(t+h)\right\}^{+} d S \\
&=\int_{S_{2}} g(x)\left[Q_{\varepsilon}\left(\xi_{s}(t+h)\right)-Q_{\varepsilon}\left(\xi_{s}(t)\right)\right] \cdot\left\{\xi_{s}(t+h)-\xi_{s}(t)\right\}^{+} d S
\end{aligned}
$$

Thus we obtain

$$
\begin{equation*}
\left\langle\frac{d}{d t} j_{\varepsilon}^{\prime}(W(t)), W^{\prime}(t)\right\rangle_{S_{2}} \geq 0 \tag{6.21}
\end{equation*}
$$

Taking into account (6.21), it follows from (6.19) that

$$
\left(P U_{\varepsilon m}^{\prime \prime \prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon m}^{\prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime \prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right) \leq\left\langle\Psi^{\prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right\rangle_{\mathcal{K}_{0}}
$$

whence, since $\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime \prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right)$ is nonnegative, we have

$$
\frac{1}{2} \frac{d}{d t}\left\{\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+B^{(0)}\left(U_{\varepsilon m}^{\prime}(t), U_{\varepsilon m}^{\prime}(t)\right)\right\} \leq\left\langle\Psi^{\prime}(t), U_{\varepsilon m}^{\prime \prime}(t)\right\rangle_{\mathcal{K}_{0}}
$$

Using (2.4) and the homogeneous initial condition (6.7), by the integration of the foregoing formula we get

$$
\begin{align*}
& \left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+C_{1}\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \\
& \qquad \leq C_{2}\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+2 \int_{0}^{t}\left\langle\Psi^{\prime}(\sigma), U_{\varepsilon m}^{\prime \prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \tag{6.22}
\end{align*}
$$

with $C_{1}$ and $C_{2}$ from (2.4). Since

$$
\begin{equation*}
\int_{0}^{t}\left\langle\Psi^{\prime}(\sigma), U_{\varepsilon m}^{\prime \prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma=\left\langle\Psi^{\prime}(t), U_{\varepsilon m}^{\prime}(t)\right\rangle_{\mathcal{K}_{0}}-\int_{0}^{t}\left\langle\Psi^{\prime \prime}(\sigma), U_{\varepsilon m}^{\prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \tag{6.23}
\end{equation*}
$$

using the inclusions (6.14), we infer that $\Psi^{\prime \prime} \in L_{2}\left(0, T ; \mathcal{K}_{0}^{\prime}\right)$, and hence for an arbitrary positive $\delta$ it follows from (6.23) that

$$
\begin{align*}
\int_{0}^{t}\left\langle\Psi^{\prime}(\sigma), U_{\varepsilon m}^{\prime \prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \leq \frac{1}{2 \delta}\left\|\Psi^{\prime}(t)\right\|_{\mathcal{K}_{0}^{\prime}}^{2} & +\frac{\delta}{2}\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \\
& +C_{3} \int_{0}^{t}\left\|\Psi^{\prime \prime}(\sigma)\right\|_{\mathcal{K}_{0}^{\prime}}^{2} d \sigma+C_{4} \int_{0}^{t}\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} d \sigma \tag{6.24}
\end{align*}
$$

Taking now into account the inequality

$$
\left\|\Psi^{\prime}(t)\right\|_{\mathcal{K}_{0}^{\prime}}^{2} \leq 2 \int_{0}^{t}\left\|\Psi^{\prime \prime}(\sigma)\right\|_{\mathcal{K}_{0}^{\prime}}^{2} d \sigma+2\left\|\Psi^{\prime}(0)\right\|_{\mathcal{K}_{0}^{\prime}}^{2} \leq C_{5}
$$

from (6.24) we get

$$
\begin{equation*}
\int_{0}^{t}\left\langle\Psi^{\prime}(\sigma), U_{\varepsilon m}^{\prime \prime}(\sigma)\right\rangle_{\mathcal{K}_{0}} d \sigma \leq C_{6}+\frac{\delta}{2}\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}+C_{4} \int_{0}^{t}\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} d \sigma \tag{6.25}
\end{equation*}
$$

Choosing $\delta$ sufficiently small and taking into account estimates (6.25) and

$$
\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2} \leq \int_{0}^{t}\left\|U_{\varepsilon m}^{\prime \prime}(\sigma)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2} d \sigma
$$

from (6.22) we derive

$$
\begin{align*}
& \left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \\
& \quad \leq C_{7}\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+C_{8} \int_{0}^{t}\left[\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(\sigma)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}\right] d \sigma+C_{9} . \tag{6.26}
\end{align*}
$$

Let us now estimate $\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}$. Substituting $t=0$ in (6.5), we obtain

$$
\begin{equation*}
\left(P U_{\varepsilon m}^{\prime \prime}(0), V\right)=\langle\Psi(0), V\rangle_{\mathcal{K}_{0}} \quad \forall V \in \mathbf{W}_{m} \tag{6.27}
\end{equation*}
$$

where, in view of (6.4),

$$
\langle\Psi(0), V\rangle_{\mathcal{K}_{0}}=(\mathcal{G}(0), V)+\int_{S_{2}} f(0)\left\{v_{n}\right\}^{+} d S+\left\langle\varphi(0), r_{S_{2}}\{w\}^{+}\right\rangle_{S_{2}}
$$

Here we formulate one more restriction on the data of the problem: we assume that there exists a vector-function $U_{0} \in\left[L_{2}(\Omega)\right]^{6}$ such that

$$
\begin{equation*}
\langle\Psi(0), V\rangle_{\mathcal{K}_{0}}=\left(U_{0}, V\right) \quad \forall V \in \mathcal{K}_{0} \tag{6.28}
\end{equation*}
$$

Note that if $\varphi \in L_{2}\left(0, T ;\left[L_{2}\left(S_{2}\right)\right]^{3}\right)$, then (6.28) holds.
Since $U_{\varepsilon m}^{\prime \prime}(0) \in \mathbf{W}_{m}$, we can take $U_{\varepsilon m}^{\prime \prime}(0)$ instead of $V$ in (6.27) and, using (6.28), we arrive at the inequality

$$
\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}=\left(U_{0}, U_{\varepsilon m}^{\prime \prime}(0)\right) \leq\left\|U_{0}\right\|_{\left[L_{2}(\Omega)\right]^{6}}\left\|U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}
$$

whence

$$
\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(0)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2} \leq C_{10}
$$

with $C_{10}$ independent of $\varepsilon$ and $m$. Therefore (6.26) takes the form

$$
\begin{aligned}
& \left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \\
& \quad \leq C_{11}+C_{12} \int_{0}^{t}\left[\left\|\sqrt{P} U_{\varepsilon m}^{\prime \prime}(\sigma)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}^{\prime}(\sigma)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2}\right] d \sigma
\end{aligned}
$$

Using again Gronwall's lemma, we find

$$
\begin{equation*}
\left\|U_{\varepsilon m}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\left\|U_{\varepsilon m}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}^{2} \leq C \tag{6.29}
\end{equation*}
$$

where $C$ does not depend on $\varepsilon$ and $m$.

### 6.4 The basic existence theorem

First, we pass to the limit with respect to the dimension $m$. The estimates (6.18) and (6.29) show that $U_{\varepsilon m}$ and $U_{\varepsilon m}^{\prime}$ (respectively, $U_{\varepsilon m}^{\prime \prime}$ ) are bounded by the constants independent of $\varepsilon$ and $m$ in the space $L_{\infty}\left(0, T ; \mathcal{K}_{0}\right)$ (respectively, in the space $L_{\infty}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right)$. Thus we can choose from the sequence $U_{\varepsilon m}$ a subsequence, which we again denote by $U_{\varepsilon m}$, such that

$$
\begin{align*}
& U_{\varepsilon m} \rightarrow U_{\varepsilon} * \text {-weakly in } L_{\infty}\left(0, T ; \mathcal{K}_{0}\right) \text { as } m \rightarrow \infty \\
& U_{\varepsilon m}^{\prime} \rightarrow U_{\varepsilon}^{\prime} \text { *-weakly in } L_{\infty}\left(0, T ; \mathcal{K}_{0}\right) \text { as } m \rightarrow \infty  \tag{6.30}\\
& U_{\varepsilon m}^{\prime \prime} \rightarrow U_{\varepsilon}^{\prime \prime} * \text {-weakly in } L_{\infty}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right) \text { as } m \rightarrow \infty
\end{align*}
$$

Let us show that the limiting function $U_{\varepsilon}$ satisfies the regularized variational equation (6.3) with the homogeneous initial conditions for $t=0$. We proceed as follows. Let $\vartheta_{j} \in C^{1}([0 ; T]), \vartheta_{j}(T)=0$, $j=\overline{1, \infty}$, be smooth scalar functions and consider the vector-function $\Phi(t)=\sum_{j=1}^{m_{0}} \vartheta_{j}(t) W_{j}$ with a natural number $m_{0 .}$. It is easy to see that $\Phi \in \mathbf{W}_{m}$ for every $m \geq m_{0}$ and $\forall t \in[0 ; T]$ and, consequently, from (6.5) we have

$$
\begin{align*}
&\left(P U_{\varepsilon m}^{\prime \prime}(t), \Phi(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), \Phi(t)\right) \\
&+\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime}(t), \Phi(t)\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), \Phi(t)\right\rangle_{S_{2}}=\langle\Psi(t), \Phi(t)\rangle_{\mathcal{K}_{0}} . \tag{6.31}
\end{align*}
$$

Integrate (6.31) with respect to $t$ from 0 to $T$,

$$
\begin{aligned}
\int_{0}^{T}\left[\left(P U_{\varepsilon m}^{\prime \prime}(t), \Phi(t)\right)+\right. & \mathcal{B}^{(0)}\left(U_{\varepsilon m}(t), \Phi(t)\right) \\
& \left.+\mathcal{B}^{(1)}\left(U_{\varepsilon m}^{\prime}(t), \Phi(t)\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon m}^{\prime}(t)\right), \Phi(t)\right\rangle_{S_{2}}\right] d t=\int_{0}^{T}\langle\Psi(t), \Phi(t)\rangle_{\mathcal{K}_{0}} d t .
\end{aligned}
$$

Taking now into account (6.30) and passing to the limit in the last equality as $m \rightarrow \infty$, we get

$$
\begin{align*}
& \int_{0}^{T}\left[\left(P U_{\varepsilon}^{\prime \prime}(t), \Phi(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), \Phi(t)\right)\right. \\
&  \tag{6.32}\\
& \left.\quad+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), \Phi(t)\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(t)\right), \Phi(t)\right\rangle_{S_{2}}\right] d t=\int_{0}^{T}\langle\Psi(t), \Phi(t)\rangle_{\mathcal{K}_{0}} d t .
\end{align*}
$$

Since the finite linear combinations $\sum_{j} \vartheta_{j}(t) W_{j}$ are dense in $\mathcal{K}_{0}$ for every $t \in[0 ; T]$, equality (6.32) allows us to conclude that

$$
\begin{align*}
\int_{0}^{T}\left[\left(P U_{\varepsilon}^{\prime \prime}(t), V\right)+\right. & \mathcal{B}^{(0)}\left(U_{\varepsilon}(t), V\right) \\
& \left.+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), V\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(t)\right), V\right\rangle_{S_{2}}-\langle\Psi(t), \Phi(t)\rangle_{\mathcal{K}_{0}}\right] d t=0 \quad \forall V \in \mathcal{K}_{0} \tag{6.33}
\end{align*}
$$

To obtain equality (6.3), it remains to derive a pointwise equation from the integral equality (6.33). To this end, we take an arbitrary fixed number $\tau \in(0 ; T)$ and an arbitrary vector-function $W \in \mathcal{K}_{0}$. Consider the family of neighborhoods of the point $\tau$,

$$
\Gamma_{k}=\left(\tau-\frac{1}{k}, \tau+\frac{1}{k}\right)
$$

and define the function $V(t)$ as follows:

$$
V(t)= \begin{cases}0, & \text { if } t \notin \Gamma_{k} \\ W, & \text { if } t \in \Gamma_{k}\end{cases}
$$

Denoting the measure of $\Gamma_{k}$ by $\left|\Gamma_{k}\right|$, from (6.33) we find that

$$
\begin{align*}
\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} P U_{\varepsilon}^{\prime \prime}(t) d t, W\right)+\mathcal{B}^{(0)} & \left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} U_{\varepsilon}(t) d t, W\right)+\mathcal{B}^{(1)}\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} U_{\varepsilon}^{\prime}(t) d t, W\right) \\
+ & \left\langle j_{\varepsilon}^{\prime}\left(\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} U_{\varepsilon}^{\prime}(t) d t\right), W\right\rangle_{S_{2}}-\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}}\langle\Psi(t), W\rangle_{\mathcal{K}_{0}} d t=0 . \tag{6.34}
\end{align*}
$$

According to the Lebesgue theorem, since

$$
\frac{1}{\left|\Gamma_{k}\right|} \int_{\Gamma_{k}} \psi(t) d t \longrightarrow \psi(\tau) \text { as } k \rightarrow \infty
$$

for almost all $\tau$, it follows from (6.34) that

$$
\left(P U_{\varepsilon}^{\prime \prime}(\tau), W\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(\tau), W\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(\tau), W\right)+\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(\tau)\right), W\right\rangle_{S_{2}}=\langle\Psi(\tau), W\rangle_{\mathcal{K}_{0}} \quad \forall W \in \mathcal{K}_{0}
$$

that is, the limiting function $U_{\varepsilon}$ satisfies the regularized variational equation (6.3). As for the initial conditions for $t=0$, we notice that the conditions (6.30) allow us to conclude that $U_{\varepsilon}(t)$ and $U_{\varepsilon}^{\prime}(t)$ are the continuous mappings of the interval $[0 ; T]$ onto $\mathcal{K}_{0}$. Thus $U_{\varepsilon}(0)$ and $U_{\varepsilon}^{\prime}(0)$ are well defined and, in view of $(6.30)$, we see that $U_{\varepsilon m}(0)$ and $U_{\varepsilon m}^{\prime}(0)$ converge weakly in $\mathcal{K}_{0}$ to $U_{\varepsilon}(0)$ and $U_{\varepsilon}^{\prime}(0)$, respectively. Since $U_{\varepsilon m}(0)=0$ and $U_{\varepsilon m}^{\prime}(0)=0$, we can show that $U_{\varepsilon}(0)=0$ and $U_{\varepsilon}^{\prime}(0)=0$, i.e., the initial conditions are fulfilled.

It remains to pass to the limit in equality (6.3) with respect to the parameter $\varepsilon$. Repeating the arguments applied above, we can derive the estimate

$$
\left\|U_{\varepsilon}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}+\left\|U_{\varepsilon}^{\prime}(t)\right\|_{\left[H^{1}(\Omega)\right]^{6}}+\left\|U_{\varepsilon}^{\prime \prime}(t)\right\|_{\left[L_{2}(\Omega)\right]^{6}} \leq C
$$

with the constant $C$ independent of $\varepsilon$. Thus from the sequence $\left\{U_{\varepsilon}(t)\right\}$ we can choose a subsequence, which we denote again by $\left\{U_{\varepsilon}\right\}$, such that

$$
\begin{aligned}
& U_{\varepsilon} \rightarrow U * \text {-weakly in } L_{\infty}\left(0, T ; \mathcal{K}_{0}\right) \text { as } \varepsilon \rightarrow 0 \\
& U_{\varepsilon}^{\prime} \rightarrow U^{\prime} * \text {-weakly in } L_{\infty}\left(0, T ; \mathcal{K}_{0}\right) \text { as } \varepsilon \rightarrow 0 \\
& U_{\varepsilon}^{\prime \prime} \rightarrow U^{\prime \prime} * \text {-weakly in } L_{\infty}\left(0, T ;\left[L_{2}(\Omega)\right]^{6}\right) \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

Let us show that the limiting function $U$ satisfies the variational inequality (3.11). Replacing in (6.3) $V$ by the vector-function $W-U_{\varepsilon}^{\prime}(t)$, where $W \in \mathcal{K}_{0}$ is arbitrary, we have

$$
\begin{align*}
\left(P U_{\varepsilon}^{\prime \prime}(t), W-\right. & \left.U_{\varepsilon}^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), W-U_{\varepsilon}^{\prime}(t)\right) \\
+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), W\right. & \left.-U_{\varepsilon}^{\prime}(t)\right)+j_{\varepsilon}(W)-j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)-\left\langle\Psi(t), W-U_{\varepsilon}^{\prime}(t)\right\rangle_{\mathcal{K}_{0}} \\
& =j_{\varepsilon}(W)-j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)-\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(t)\right), W-U_{\varepsilon}^{\prime}(t)\right\rangle_{S_{2}} \quad \forall W \in \mathcal{K}_{0} \tag{6.35}
\end{align*}
$$

The right-hand side of the above inequality is non-negative. Indeed, since the functional $j_{\varepsilon}$ is convex, we find that

$$
\begin{aligned}
& j_{\varepsilon}(W)-j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)-\left\langle j_{\varepsilon}^{\prime}\left(U_{\varepsilon}^{\prime}(t)\right), W-U_{\varepsilon}^{\prime}(t)\right\rangle_{S_{2}} \\
&=j_{\varepsilon}(W)-j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)-\lim _{h \rightarrow 0} \frac{1}{h}\left[j_{\varepsilon}\left(h W+(1-h) U_{\varepsilon}^{\prime}(t)\right)-j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)\right] \geq 0
\end{aligned}
$$

Taking into account the last inequality, from (6.35) we have

$$
\begin{aligned}
\int_{0}^{T}\left[\left(P U_{\varepsilon}^{\prime \prime}(t), W\right)+\right. & \left.\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), W\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), W\right)+j_{\varepsilon}(W)-\left\langle\Psi(t), W-U_{\varepsilon}^{\prime}(t)\right\rangle_{\mathcal{K}_{0}}\right] d t \\
& \geq \int_{0}^{T}\left[\left(P U_{\varepsilon}^{\prime \prime}(t), U_{\varepsilon}^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), U_{\varepsilon}^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), U_{\varepsilon}^{\prime}(t)\right)+j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)\right] d t .
\end{aligned}
$$

On the other hand, the equality

$$
\begin{aligned}
& \int_{0}^{T}\left[\left(P U_{\varepsilon}^{\prime \prime}(t), U_{\varepsilon}^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U_{\varepsilon}(t), U_{\varepsilon}^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), U_{\varepsilon}^{\prime}(t)\right)+j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)\right] d t \\
& \quad=\frac{1}{2}\left[\left\|\sqrt{P} U_{\varepsilon}^{\prime}(T)\right\|_{\left[L_{2}(\Omega)\right]^{6}}^{2}+\mathcal{B}^{(0)}\left(U_{\varepsilon}(T), U_{\varepsilon}(T)\right)\right]+\int_{0}^{T}\left[\mathcal{B}^{(1)}\left(U_{\varepsilon}^{\prime}(t), U_{\varepsilon}^{\prime}(t)\right)+j_{\varepsilon}\left(U_{\varepsilon}^{\prime}(t)\right)\right] d t
\end{aligned}
$$

with the help of the inequality

$$
\liminf _{\varepsilon \rightarrow 0} \mathcal{B}^{(0)}\left(U_{\varepsilon}(T), U_{\varepsilon}(T)\right) \geq \mathcal{B}^{(0)}(U(T), U(T))
$$

leads to the inequality

$$
\begin{align*}
\int_{0}^{T}\left[\left(P U^{\prime \prime}(t), W-U^{\prime}(t)\right)+\right. & \mathcal{B}^{(0)}\left(U(t), W-U^{\prime}(t)\right)+\mathcal{B}^{(1)}\left(U^{\prime}(t), W-U^{\prime}(t)\right) \\
& \left.+j(W)-j\left(U^{\prime}(t)\right)-\left\langle\Psi(t), W-U^{\prime}(t)\right\rangle_{\mathcal{K}_{0}}\right] d t \geq 0 \quad \forall W \in \mathcal{K}_{0} \tag{6.36}
\end{align*}
$$

From the integral relation (6.36) we can derive as above the pointwise inequality

$$
\begin{aligned}
\left(P U^{\prime \prime}(t), W\right. & \left.-U^{\prime}(t)\right)+\mathcal{B}^{(0)}\left(U(t), W-U^{\prime}(t)\right) \\
& +\mathcal{B}^{(1)}\left(U^{\prime}(t), W-U^{\prime}(t)\right)+j(W)-j\left(U^{\prime}(t)\right)-\left\langle\Psi(t), W-U^{\prime}(t)\right\rangle_{\mathcal{K}_{0}} \geq 0 \quad \forall W \in \mathcal{K}_{0}
\end{aligned}
$$

and by an analogous reasoning we conclude that the homogeneous initial conditions are fulfilled. Thus we have proved the following existence theorem.

Theorem 6.1. Let conditions (6.14) be fulfilled, $g$ be independent of $t$, and let there exist a vectorfunction $U_{0} \in\left[L_{2}(\Omega)\right]^{6}$ such that

$$
\left(U_{0}, V\right)=(\mathcal{G}(0), V)+\int_{S_{2}} f(0)\left\{v_{n}\right\}^{+} d S+\left\langle\varphi(0), r_{S_{2}}\{w\}^{+}\right\rangle_{S_{2}} \quad \forall V=(v, w)^{\top} \in \mathcal{K}_{0}
$$

Then there exists one and only one function $U \in \mathcal{K}$ which is a solution of the variational inequality (3.11) and, according to Theorem 4.1, it is a solution of problem $\left(A_{0}\right)$, as well.
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## 1 Introduction

We consider the following system denoted by $\left(B q_{\alpha}\right)$ :

$$
\begin{gathered}
\partial_{t} \theta-\Delta \theta+(u \cdot \nabla) \theta=0, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}, \\
\partial_{t} v-\Delta v+(v \cdot \nabla) u=-\nabla p+\theta e_{3}, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}, \\
v=u-\alpha^{2} \Delta u, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}, \\
\operatorname{div} u=\operatorname{div} v=0, \quad(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}, \\
\left.(u, \theta)\right|_{t=0}=\left(u^{0}, \theta^{0}\right), \quad x \in \mathbb{T}^{3},
\end{gathered}
$$

where the unknown vector field $u$, the scalars $p$ and $\theta$ denote, respectively, the velocity, the pressure and the temperature of the fluid at the point $(t, x) \in \mathbb{R}_{+} \times \mathbb{T}^{3}$. Here, $\mathbb{T}^{3}$ is the three-dimensional torus and $\alpha>0$ is a real parameter that has to go to zero. The data $\theta^{0}$ and $u^{0}$ are initial temperature and initial divergence free velocity. In [7], the author explained motivations behind considering regularized systems such as $\left(B q_{\alpha}\right)$, and he gave a wide review of related literature. Here, we just recall that alpharegularization consists in replacing the velocity $u$ in some of its occurrences by the most regular field $v=u-\alpha^{2} \Delta u$. So, contrarily to the non-regularized fluid mechanic equation, we have the existence of a unique three-dimensional solution that depends continuously on initial data. Moreover, as explained in [2], these models can be implemented in a relatively simple way in numerical computation of the threedimensional fluid equations. Thus, they are to be known as regularization stimulated by numerical motivations. In the framework of computational fluid dynamics, for zero valued temperature, it was proved in [4] that the model we are actually considering, provides a computationally sound analytical subgrid scale model for large eddy simulation of turbulence. More important is that when the regularizing parameter $\alpha$ tends to zero, the solution of $\left(B q_{\alpha}\right)$ coincides with the solution of Boussinesq system $\left(B q_{\alpha=0}\right)$. Furthermore, as time tends to infinity, the system $\left(B q_{\alpha>0}\right)$ behaves like ( $B q_{\alpha=0}$ ).

In this paper, we will investigate the weak solution to the modified Leray-alpha model for the Boussinesq system. More than the linear part, the nonlinear part of the fluid equation is to be regularized as well. This is one of the main differences between systems we considered in [7] and [3], where we regularized only the linear part and studied, respectively, the weak and the strong solutions.

Our first result is the existence of the weak solution to the system $\left(B q_{\alpha}\right)$ in the context of the minimal regularity to the initial data.

Theorem 1.1. Let $\theta^{0} \in L^{2}\left(\mathbb{T}^{3}\right)$ and let $u^{0} \in H^{1}\left(\mathbb{T}^{3}\right)$ be a divergence-free vector field. Then there exists a unique weak solution $\left(u_{\alpha}, \theta_{\alpha}\right)$ of system $\left(B q_{\alpha}\right)$ such that $u_{\alpha}$ belongs to $C\left(\mathbb{R}_{+}, H^{1}\left(\mathbb{T}^{3}\right)\right) \cap$ $L^{2}\left(\mathbb{R}_{+}, H^{2}\left(\mathbb{T}^{3}\right)\right)$ and $\theta_{\alpha}$ belongs to $C\left(\mathbb{R}_{+}, L^{2}\left(\mathbb{T}^{3}\right)\right) \cap L^{2}\left(\mathbb{R}_{+}, H^{1}\left(\mathbb{T}^{3}\right)\right)$. Moreover, this solution satisfies the energy estimate

$$
\begin{align*}
& \left\|\theta_{\alpha}\right\|_{L^{2}}^{2}+\left\|u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}+2 \int_{0}^{t}\left\|\nabla \theta_{\alpha}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} d \tau \\
& \quad+2 \int_{0}^{t}\left(\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\Delta u_{\alpha}\right\|_{L^{2}}^{2}\right) d \tau \leq\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+\sigma_{\alpha}(t) \tag{1.1}
\end{align*}
$$

where

$$
\sigma_{\alpha}(t)=\left(e^{2 t}-1\right)\left(\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}\right)
$$

If the initial velocity is mean free, the solution is continuously dependent on the initial data on any bounded interval $[0, T]$. In particular, it is unique.

The proof is done in the frequency space and uses the compactness method. To close the energy estimates, the buoyancy force presents some difficulties that we have overcome by Grönwall' s lemma, without useless sharpness. More than the uniqueness, we have continuous dependence of the weak
solution on the initial data. This is the main advantage provided by alpha regularization, since such dependence plays an important role in numerical schemes.

To prove continuous dependence with respect to the initial data, we consider the system satisfied by the difference of two solutions and apply energy methods. The Young product inequalities and suitable Sobolev products allow to estimate the nonlinear terms. Grönwall's type differential inequality finishes the proof. In particular, we infer the uniqueness of solution. Compared to [7] and [3], the mean free condition is compulsory, since we are regularizing the nonlinear term and thus the Poincaré inequality turns to be a necessary tool to run the argument of the continuous dependence to initial data.

Our next result asserts that for long time, the regularized temperature and the regularized velocity fields vanish exponentially fast as time tends to infinity. This convergence is uniform with respect to $\alpha$. One recovers, for $\alpha>0$, a similar property of the long time behavior to the Leray-Hopf solution of the non-regularized system.
Theorem 1.2. Let $a \in(0,1)$. Let $\theta_{\alpha}$ and $u_{\alpha}$ be the family of solutions from Theorem 1.1. If $\theta^{0}$ and $u^{0}$ are both mean free and satisfy the inequality

$$
\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2} \leq 1-a
$$

then $\theta_{\alpha}$ and $u_{\alpha}$ decay exponentially fast to zero as time tends to infinity as soon as the initial data (hence the solution) are mean free:

$$
\left\|\theta_{\alpha}(t)\right\|_{L^{2}}+\left\|u_{\alpha}(t)\right\|_{H^{1}} \leq(1-a) e^{-a t} \quad \forall t \geq 0
$$

To prove this result, we use a change of the function that depends explicitly on time. This leads to an energy estimate that is sharper than the one of the existence result. For zero-mean valued temperature and velocity, this estimation allows to derive the vanishing limit and the rate of convergence, as time tends to infinity.

Our last result describes the weak and strong convergence, as $\alpha \rightarrow 0$, of the unique weak solution of the regularized system $\left(B q_{\alpha}\right)$ to the Leray-Hopf solution of the system $\left(B q_{0}\right)$. This convergence asserts that as smaller is alpha, as better we describe reality.
Theorem 1.3. Let $T>0,\left(u_{\alpha}, \theta_{\alpha}\right)$ be the unique solution of system $\left(B q_{\alpha}\right)$. Then there exist the subsequences $u_{\alpha_{k}}$, $v_{\alpha_{k}}$ and $\theta_{\alpha_{k}}$, a scalar function $\theta$, and a divergence-free vector field $u$, both belonging to $L^{\infty}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right) \cap L^{2}\left([0, T], H^{1}\left(\mathbb{T}^{3}\right)\right)$, such that as $\alpha_{k} \rightarrow 0^{+}$, we have:

1. The sequence $u_{\alpha_{k}}$ converges to $u$ and $\theta_{\alpha_{k}}$ converges to $\theta$ weakly in $L^{2}\left([0, T], H^{1}\left(\mathbb{T}^{3}\right)\right)$ and strongly in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$.
2. The sequence $v_{\alpha_{k}}$ converges to $u$ weakly in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$ and strongly in $L^{2}\left([0, T], H^{-1}\left(\mathbb{T}^{3}\right)\right)$.
3. The sequence $u_{\alpha_{k}}$ converges to $u$ and $\theta_{\alpha_{k}}$ converges to $\theta$ weakly in $L^{2}\left(\mathbb{T}^{3}\right)$ and uniformly over $[0, T]$. Furthermore, $(u, \theta)$ is the weak solution of the Boussinesq system $\left(B q_{0}\right)$ on $[0, T]$ associated with the initial data $\left(u^{0}, \theta^{0}\right)$ satisfying for all $t \in[0, T]$ the energy inequality

$$
\begin{equation*}
\|\theta\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2}+\int_{0}^{t}\|\nabla \theta\|_{L^{2}}^{2}+\|\nabla u\|_{L^{2}}^{2} d \tau \leq\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\sigma_{0}(t) \tag{1.2}
\end{equation*}
$$

Here, $\left(B q_{0}\right)$ and $\sigma_{0}$ denote, respectively, $\left(B q_{\alpha}\right)$ and $\sigma_{\alpha}$ for $\alpha=0$.
The purpose of the proof is to extract subsequences that converge to the solution of $(B q)$ as $\alpha \rightarrow 0^{+}$. First, we derive a uniform bound independent of the parameter $\alpha$. This gives the weak convergence. Then, following the lines of the existence proof, we establish strong convergence of such subsequences in suitable spaces. This strong convergence allows to take the limit in the quadratic terms, and hence a weak convergence of the unique weak solution of $(B q)$ to a weak solution of $(B q)$ is proved and the associated energy estimate is derived.

The remainder of the paper is organized as follows. We start with recalling some useful background. Section 3 is devoted to the proof of the existence result and the continuous dependence of the weak solution on the initial data, in particular, uniqueness. In Section 4, we investigate the long time behaviour of the regularized temperature and the regularized velocity. Section 5 is devoted to proving several convergence results, as the regularizing parameter $\alpha$ vanishes.

## 2 Preliminary results

For $n \in N$, let $P_{n}$ denote the projection into the Fourier modes of order up to $n$, that is,

$$
P_{n}\left(\sum_{k \in Z^{3}} \widehat{u}_{k} e^{i k \cdot x}\right)=\sum_{|k| \leq n} \widehat{u}_{k} e^{i k \cdot x}
$$

We define for $s \geq 0$ the operator $\Lambda^{s}$ acting on $H^{s}\left(\mathbb{T}^{3}\right)$ by

$$
\Lambda^{s} u(x)=\sum_{k \in Z^{3}}|k|^{s} \widehat{u}_{k} e^{i k \cdot x} \in L^{2}\left(\mathbb{T}^{3}\right)
$$

Moreover, we denote by $\|\cdot\|_{\dot{H}^{s}}$ the seminorm $\|\cdot\|_{L^{2}}$. This is, of course, compatible with the definition of the Sobolev norm that $\|\cdot\|_{H^{s}}$ is equivalent to $\|\cdot\|_{L^{2}}+\|\cdot\|_{\dot{H}^{s}}$. We will also make use of the fact that $\|u\|_{\dot{H}^{s}} \leq\|u\|_{\dot{H}^{t}}$ if $0<s \leq t$ and $\Lambda^{2}=-\Delta$. Moreover, if $\operatorname{div} u=0$, we have $(v \cdot \nabla u, u)_{L^{2}\left(\mathbb{T}^{3}\right)}=0$ and $(u \cdot \nabla \theta, \theta)_{L^{2}\left(\mathbb{T}^{3}\right)}=0$. Finally, we recall the version of the Aubin-Lions Theorem that will be used.

Lemma 2.1. Let $X_{0}, X$ and $X_{1}$ be three Banach spaces with $X_{0} \subset X \subset X_{1}$. Suppose that $X_{0}$ is compactly embedded in $X$ and $X$ is continuously embedded in $X_{1}$. For $1 \leq p, q \leq \infty$, let

$$
\mathcal{W}=\left\{u \in L^{p}\left([0, T], X_{0}\right): \frac{d u}{d t} \in L^{q}\left([0, T], X_{1}\right)\right\}
$$

- If $p<+\infty$, then the embedding of $\mathcal{W}$ into $L^{p}([0, T] ; X)$ is compact.
- If $p=+\infty$ and $q>1$, then the embedding of $\mathcal{W}$ into $C([0, T] ; X)$ is compact.

Also, we need the following inequalities:

$$
\begin{align*}
\|\vartheta\|_{L^{3}} & \leq\|\vartheta\|_{L^{2}}^{1 / 2}\|\nabla \vartheta\|_{L^{2}}^{1 / 2}  \tag{2.1}\\
\|\vartheta\|_{L^{\infty}} & \leq\|\vartheta\|_{\dot{H}^{1}}^{1 / 2}\|\vartheta\|_{\dot{H}^{2}}^{1 / 2}  \tag{2.2}\\
\|\vartheta\|_{L^{6}} & \leq\|\nabla \vartheta\|_{L^{2}} \tag{2.3}
\end{align*}
$$

## 3 Existence and uniqueness results

Let $u_{n}=P_{n} u$. One approximates the continuous problem $\left(B q_{\alpha}\right)$ by the following problem denoted by $\left(B q_{\alpha}\right)_{n}$ :

$$
\begin{gather*}
\partial_{t} \theta_{n}-\Delta \theta_{n}+P_{n} \operatorname{div}\left(\theta_{n} u_{n}\right)=0,  \tag{3.1}\\
\partial_{t} v_{n}-\Delta v_{n}+P_{n} \operatorname{div}\left(v_{n} u_{n}\right)-\theta_{n} e_{3}=P_{n} \nabla \Delta^{-1}\left(\sum_{i, j=1}^{3} \partial_{i} \partial_{j}\left(v_{n}^{i} u_{n}^{j}\right)-\partial_{3} \theta_{n}\right),  \tag{3.2}\\
v_{n}=u_{n}-\alpha^{2} \Delta u_{n}  \tag{3.3}\\
\operatorname{div} u_{n}=\operatorname{div} v_{n}=0,  \tag{3.4}\\
\left(u_{n}, \theta_{n}\right)_{t=0}=\left(u_{n}^{0}, \theta_{n}^{0}\right)=\left(P_{n} u^{0}, P_{n} \theta^{0}\right) . \tag{3.5}
\end{gather*}
$$

The ordinary differential equation theory implies that there exists some maximal $T_{*}^{*}>0$ and a unique local solution $u_{n} \in C^{\infty}\left(\left[0, T_{n}^{*}\right) \times \mathbb{T}^{3}\right)$ to $\left(B q_{\alpha}\right)_{n}$. Taking the inner product of (3.1) by $\theta_{n}$ and (3.2) by $u_{n}$, applying the Cauchy-Schwarz inequality to the forcing term $<\theta_{n} e_{3}, u_{n}>_{L^{2}}$ and dropping the viscous term, we obtain

$$
\frac{d}{d t}\left(\left\|\theta_{n}\right\|_{L^{2}}^{2}+\left\|u_{n}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}\right\|_{L^{2}}^{2}\right) \leq 2\left(\left\|\theta_{n}\right\|_{L^{2}}^{2}+\left\|u_{n}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}\right\|_{L^{2}}^{2}\right)
$$

Let

$$
\phi(t)=\left\|\theta_{n}\right\|_{L^{2}}^{2}+\left\|u_{n}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}\right\|_{L^{2}}^{2}
$$

then the above equation reads $\phi^{\prime}(t) \leq 2 \phi(t)$. Applying Grönwall's inequality and integrating over $[0, t]$, we obtain $\phi(t) \leq \phi(0) e^{2 t}$. Thus,

$$
\left\|\theta_{n}(t)\right\|_{L^{2}}^{2}+\left\|u_{n}(t)\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}(t)\right\|_{L^{2}}^{2} \leq\left(\left\|\theta_{n}^{0}\right\|_{L^{2}}^{2}+\left\|u_{n}^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}^{0}\right\|_{L^{2}}^{2}\right) e^{2 t}
$$

This implies that

$$
\begin{aligned}
\left\|\theta_{n}(t)\right\|_{L^{2}}^{2}+ & \left\|u_{n}(t)\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}(t)\right\|_{L^{2}}^{2}+2 \int_{0}^{t}\left\|\nabla \theta_{n}(\tau)\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} d \tau \\
& +2 \int_{0}^{t}\left(\left\|\nabla u_{n}(\tau)\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\Delta u_{n}(\tau)\right\|_{L^{2}}^{2}\right) d \tau \leq\left\|\theta_{n}^{0}\right\|_{L^{2}}^{2}+\left\|u_{n}^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}^{0}\right\|_{L^{2}}^{2}+\sigma_{\alpha}(t)
\end{aligned}
$$

where

$$
\sigma_{\alpha}(t)=\left(e^{2 t}-1\right)\left(\left\|\theta_{n}^{0}\right\|_{L^{2}}^{2}+\left\|u_{n}^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{n}^{0}\right\|_{L^{2}}^{2}\right)
$$

So, the maximal solution to problem (3.1)-(3.5) is global and $T_{n}^{*}=+\infty$.
Using the product laws and interpolation inequality, we obtain

$$
\left\|\operatorname{div}\left(v_{n} \otimes u_{n}\right)\right\|_{\dot{H}^{-2}} \leq\left\|v_{n}\right\|_{L^{2}}\left\|u_{n}\right\|_{L^{2}}^{1 / 2}\left\|u_{n}\right\|_{\dot{H}^{1}}^{1 / 2}
$$

Hence, $\frac{d}{d t} v_{n} \in L^{2}\left([0, T], \dot{H}^{-2}\right)$. We denote by $\mathcal{W}$ the set of functions defined by

$$
\mathcal{W}=\left\{u_{n}: u_{n} \in L^{2}\left([0, T], \dot{H}^{2}\left(\mathbb{T}^{3}\right)\right), \frac{d u_{n}}{d t} \in L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)\right\}
$$

By the Aubin-Lions Theorem, we conclude that there is a subsequence $u_{n^{\prime}}$ such that $u_{n^{\prime}} \rightharpoonup u_{\alpha}$ weakly in $L^{2}\left([0, T], \dot{H}^{2}\left(\mathbb{T}^{3}\right)\right)$, and $u_{n^{\prime}} \rightarrow u_{\alpha}$ strongly in $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, moreover, $u_{n^{\prime}} \rightarrow u_{\alpha}$ in $C\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$. Likewise, if we denote

$$
\mathcal{W}^{\prime}=\left\{\theta_{n}: \theta_{n} \in L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right), \frac{d \theta_{n}}{d t} \in L^{2}\left([0, T], \dot{H}^{-1}\left(\mathbb{T}^{3}\right)\right)\right\}
$$

then there exists $\theta_{\alpha}$ such that $\theta_{n^{\prime}} \rightharpoonup \theta_{\alpha}$ weakly in $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, and $\theta_{n^{\prime}} \rightarrow \theta_{\alpha}$ strongly in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right.$ ), moreover, $\theta_{n^{\prime}} \rightarrow \theta_{\alpha}$ in $C\left([0, T], \dot{H}^{-1}\left(\mathbb{T}^{3}\right)\right)$. Further, we relabel $u_{n^{\prime}}, v_{n^{\prime}}$ and $\theta_{n^{\prime}}$ by $u_{n}, v_{n}$ and $\theta_{n}$ and note that the strong convergence is compulsory when taking the limit in the nonlinear term. Let us begin with proving that

$$
\lim _{n \rightarrow+\infty} P_{n}\left[\left(u_{n} \nabla\right) \theta_{n}\right]=\left[\left(u_{\alpha} \nabla\right) \theta_{\alpha}\right]
$$

in $\mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{*} \times \mathbb{T}^{3}\right)$. Let $\Psi \in \dot{H}^{2}$ be a vector divergence-free test function, $\Phi \in \dot{H}^{1}$ be a scalar test function, and $\forall t \in \mathbb{R}^{+}$,

$$
\begin{aligned}
& I_{n}^{1}=\int_{0}^{t}\left\langle P_{n}\left[\left(u_{n}-u_{\alpha}\right) \nabla \theta_{n}\right], \Phi\right\rangle_{L^{2}} d \tau \\
& I_{n}^{2}=\int_{0}^{t}\left\langle P_{n}\left[\left(u_{\alpha}\right) \nabla\left(\theta_{n}-\theta_{\alpha}\right)\right], \Phi\right\rangle_{L^{2}} d \tau, \\
& I_{n}^{3}=\int_{0}^{t}\left\langle\left(P_{n}-I\right)\left(u_{\alpha} \nabla\right) \theta_{\alpha}, \Phi\right\rangle_{L^{2}} d \tau .
\end{aligned}
$$

Using, respectively, the Cauchy-Schwarz inequality and Sobolev product laws, we obtain

$$
\begin{aligned}
\left|I_{n}^{1}\right| & \leq\left\|u_{n}-u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{1}\right)}\left\|\theta_{n}\right\|_{L^{2}\left([0, T], \dot{H}^{1}\right)}\|\Phi\|_{\dot{H}^{1}} \\
\left|I_{n}^{2}\right| & \leq\left\|u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{2}\right)}\left\|\theta_{n}-\theta_{\alpha}\right\|_{L^{2}\left([0, T], L^{2}\right)}\|\Phi\|_{\dot{H}^{1}}
\end{aligned}
$$

As for $I_{n}^{3}$, first, we estimate the term

$$
\begin{aligned}
\left\langle\left(P_{n}-I\right)\left(u_{\alpha} \nabla\right) \theta_{\alpha}, \Phi\right\rangle_{L^{2}}=\int_{\mathbb{T}^{3}} \sum_{|k|>n} & \left(u_{\alpha, k} \nabla\right) \theta_{\alpha, k} e^{i k \cdot x} \Phi d x \\
& \leq \int_{\mathbb{T}^{3}} \sum_{|k|>n} \frac{|k|}{n}\left(u_{\alpha, k} \widehat{\nabla}\right) \theta_{\alpha, k} e^{i k \cdot x} \Phi d x \leq \frac{1}{n} \int_{\mathbb{T}^{3}} \Lambda\left(\operatorname{div}\left(u_{\alpha} \theta_{\alpha}\right)\right) \Phi d x
\end{aligned}
$$

Then, by inequality (2.2) and Hölder's inequality, we obtain

$$
\left|I_{n}^{3}\right| \leq \frac{1}{n} \int_{0}^{t}\left\|\Lambda\left(\operatorname{div}\left(u_{\alpha} \theta_{\alpha}\right)\right)\right\|_{\dot{H}^{-1}}\|\Phi\|_{\dot{H}^{1}} d \tau \leq \frac{1}{n}\left\|u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{2}\right)}\left\|\theta_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{1}\right)}\|\Phi\|_{\dot{H}^{1}}
$$

Now, let us prove that

$$
\lim _{n \rightarrow+\infty} P_{n}\left(v_{n} \cdot \nabla\right) u_{n}=\left(v_{\alpha} \cdot \nabla\right) u_{\alpha}
$$

in $\mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{*} \times \mathbb{T}^{3}\right)$. Let

$$
\begin{aligned}
J_{n}^{1} & =\int_{0}^{t}\left\langle P_{n}\left(v_{n}-v_{\alpha}\right) \cdot \nabla u_{n}, \Psi\right\rangle_{L^{2}} d \tau \\
J_{n}^{2} & =\int_{0}^{t}\left\langle P_{n} v_{\alpha} \cdot \nabla\left(u_{n}-u_{\alpha}\right), \Psi\right\rangle_{L^{2}} d \tau \\
J_{n}^{3} & =\int_{0}^{t}\left\langle\left(P_{n}-I\right)\left(v_{\alpha} \cdot \nabla\right) u_{\alpha}, \Psi\right\rangle_{L^{2}} d \tau
\end{aligned}
$$

As for $J_{n}^{1}$, we have

$$
\begin{aligned}
\left|J_{n}^{1}\right| \leq & \int_{0}^{t}\left\|\left(v_{n}-v_{\alpha}\right) \cdot \nabla u_{n}\right\|_{\dot{H}^{-2}}\|\Psi\|_{\dot{H}^{2}} d \tau \\
& \leq c \int_{0}^{t}\left\|v_{n}-v_{\alpha}\right\|_{\dot{H}^{-1}}\left\|\nabla u_{n}\right\|_{\dot{H}^{1 / 2}}\|\Psi\|_{\dot{H}^{2}} d \tau \leq c\left\|v_{n}-v_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{-1}\right)}\left\|u_{n}\right\|_{L^{2}\left([0, T], \dot{H}^{2}\right)}\|\Psi\|_{\dot{H}^{2}}
\end{aligned}
$$

Since $u_{n}$ is bounded in $L^{2}\left([0, T], \dot{H}^{2}\right)$ and $v_{n} \rightarrow v_{\alpha}$ in $L^{2}\left([0, T], \dot{H}^{-1}\right)$, we get $\lim _{n \rightarrow+\infty} J_{n}^{1}=0$. Applying the Cauchy-Schwarz inequality and Sobolev product laws, we have

$$
\begin{aligned}
& \left|J_{n}^{2}\right| \leq \int_{0}^{t}\left\|v_{\alpha} \cdot \nabla\left(u_{n}-u_{\alpha}\right)\right\|_{\dot{H}^{-2}}\|\Psi\|_{\dot{H}^{2}} d \tau \\
& \quad \leq \int_{0}^{t}\left\|v_{\alpha}\right\|_{\dot{H}^{-1 / 2}}\left\|\nabla\left(u_{n}-u_{\alpha}\right)\right\|_{L^{2}}\|\Psi\|_{\dot{H}^{2}} d \tau \leq\left\|v_{\alpha}\right\|_{L^{2}\left([0, T], L^{2}\right)}\left\|u_{n}-u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{1}\right)}\|\Psi\|_{\dot{H}^{2}}
\end{aligned}
$$

Since $v_{\alpha}$ is bounded in $L^{2}\left([0, T], L^{2}\right)$ and $u_{n} \rightarrow u_{\alpha}$ strongly in $L^{2}\left([0, T], \dot{H}^{1}\right)$, we get $\lim _{n \rightarrow+\infty} J_{n}^{2}=0$. As for $J_{n}^{3}$, at a first step, we estimate the term

$$
\left\langle\left(P_{n}-I\right)\left(v_{\alpha} \cdot \nabla\right) u_{\alpha}, \Psi\right\rangle_{L^{2}}=\int_{\mathbb{T}^{3}}\left(P_{n}-I\right)\left(v_{\alpha} \cdot \nabla\right) u_{\alpha} \Psi d x \leq \frac{1}{n} \int_{\mathbb{T}^{3}} \Lambda\left(\operatorname{div}\left(v_{\alpha} \otimes u_{\alpha}\right)\right) \Psi d x
$$

where we have used the divergence-free condition and a standard calculation. Then, by the CauchySchwarz inequality and Sobolev product laws, we get

$$
\begin{aligned}
\left|J_{n}^{3}\right| \leq \frac{1}{n} \int_{0}^{t}\langle & \left\langle\Lambda\left(\operatorname{div}\left(v_{\alpha} \otimes u_{\alpha}\right)\right), \Psi\right\rangle_{L^{2}} d \tau \\
& \leq \frac{1}{n} \int_{0}^{t}\left\|\Lambda\left(\operatorname{div}\left(v_{\alpha} \otimes u_{\alpha}\right)\right)\right\|_{\dot{H}^{-2}}\|\Psi\|_{\dot{H}^{2}} d \tau \leq \frac{1}{n}\left\|v_{\alpha}\right\|_{L^{2}\left([0, T], L^{2}\right)}\left\|u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{2}\right)}\|\Psi\|_{\dot{H}^{2}} .
\end{aligned}
$$

To prove the continuity of the solution, it suffices to prove at a first step that for all $t_{0} \in \mathbb{R}_{+}$,

$$
\left\|\theta_{\alpha}(t)-\theta_{\alpha}\left(t_{0}\right)\right\|_{L^{2}\left(\mathbb{T}^{3}\right)} \rightarrow 0 \text { as } t \rightarrow t_{0}
$$

Towards this end, we have to prove that the function $t \longmapsto\left\|\theta_{\alpha}(t)\right\|_{L^{2}}$ is continuous and the function $t \longmapsto \theta_{\alpha}(t)$ is weakly continuous with value in $L^{2}\left(\mathbb{T}^{3}\right)$. We have $\theta_{\alpha} \in L^{\infty}\left(\mathbb{R}_{+}, L^{2}\left(\mathbb{T}^{3}\right)\right) \cap$ $L^{2}\left(\mathbb{R}_{+}, \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, so, $\frac{d}{d t}\left\|\theta_{\alpha}(t)\right\|_{L^{2}}^{2}$ belongs to $L^{1}([0, T])$. Hence, $\left\|\theta_{\alpha}(t)\right\|_{L^{2}}^{2}$ belongs to $C([0, T])$. Since $\theta_{\alpha} \in L^{2}\left(\mathbb{R}_{+}, \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$ and $\Phi \in \dot{H}^{1}$, we find that as $t$ tends to $t_{0}$, the inequality

$$
\left|\int_{t_{0}}^{t}\left\langle\nabla \theta_{\alpha}, \nabla \Phi\right\rangle_{L^{2}} d \tau\right| \leq\left(\int_{t_{0}}^{t}\left\|\nabla \theta_{\alpha}(\tau)\right\|_{L^{2}}^{2} d \tau\right)^{1 / 2}\left(\int_{t_{0}}^{t}\|\nabla \Phi(\tau)\|_{L^{2}}^{2} d \tau\right)^{1 / 2}
$$

tends to zero. Using inequality (2.2) and the Cauchy-Schwarz and Hölder inequalities, we find that

$$
\mid \int_{t_{0}}^{t}\left\langle\operatorname{div}\left(\theta_{\alpha} u_{\alpha}\right), \Phi>_{L^{2}} d \tau\right| \leq\left(\int_{t_{0}}^{t}\left\|\theta_{\alpha}\right\|_{L^{2}}^{2} d \tau\right)^{1 / 2}\left(\int_{t_{0}}^{t}\left\|u_{\alpha}\right\|_{\dot{H}^{2}}^{2} d \tau\right)^{1 / 2}\|\Phi\|_{\dot{H}^{1}}
$$

tends to zero as $t$ tends to $t_{0}$. Therefore langle $\left.\theta_{\alpha}(t), \Phi\right\rangle_{L^{2}} \rightarrow\left\langle\theta\left(t_{0}\right), \Phi\right\rangle_{L^{2}}$ as $t \rightarrow t_{0}$ for every $\Phi \in \dot{H}^{1}$. In particular, $\theta_{\alpha}(t) \in L^{2}$ and $\Phi \in \dot{H}^{1} \subset L^{2}$. Since the Sobolev space $\dot{H}^{1}$ is dense in $L^{2}$, we have for $t \in[0, T],\left\langle\theta_{\alpha}(t), \Phi\right\rangle_{L^{2}} \rightarrow\left\langle\theta\left(t_{0}\right), \Phi\right\rangle_{L^{2}}$ as $t \rightarrow t_{0}$ for every $\Phi \in L^{2}$. Hence, $\theta_{\alpha} \in C\left([0, T), L^{2}\right)$. Similarly, we obtain $\left\|\nabla u_{\alpha}(t)-\nabla u_{\alpha}\left(t_{0}\right)\right\|_{L^{2}}^{2} \rightarrow 0$ as $t \rightarrow t_{0}$.

To prove continuous dependence of solutions on initial data, we assumer that $(u, \theta)$ and $(\bar{u}, \bar{\theta})$ are any two solutions of the system $\left(B q_{\alpha}\right)$ on the interval $[0, T]$, with initial values $\left(u^{0}, \theta^{0}\right)$ and $\left(\bar{u}^{0}, \bar{\theta}^{0}\right)$, respectively. Let us denote $v=u-\alpha^{2} \Delta u, \bar{v}=\bar{u}-\alpha^{2} \overline{\Delta u}, \delta u=u-\bar{u}, \delta v=v-\bar{v}, \delta \theta=\theta-\bar{\theta}$, and by $\delta p=p-\bar{p}$. Then

$$
\begin{gathered}
\partial_{t} \delta \theta-\Delta \delta \theta+(\delta u \cdot \nabla) \theta+(\bar{u} \cdot \nabla) \delta \theta=0, \\
\partial_{t} \delta v-\Delta \delta v+(\delta v \cdot \nabla) u+(\bar{v} \cdot \nabla) \delta u=-\nabla \delta p+\delta \theta e_{3}, \\
\delta v=\delta u-\alpha^{2} \Delta \delta u \\
\operatorname{div} \delta u=\operatorname{div} \delta v=0 \\
(\delta u, \delta \theta)_{t=0}=\left(u^{0}-\bar{u}^{0}, \theta^{0}-\bar{\theta}^{0}\right) .
\end{gathered}
$$

We have $\frac{d}{d t} \delta \theta \in L^{2}\left([0, T], \dot{H}^{-1}\right)$ and $\delta \theta \in L^{2}\left([0, T], \dot{H}^{1}\right)$. Moreover, $\frac{d}{d t} \delta v$ belongs to $L^{2}\left([0, T], \dot{H}^{-2}\right)$ and $\delta u \in L^{2}\left([0, T], \dot{H}^{2}\right)$. By appropriate duality action, for almost every time $t$ in $[0, T]$ we have

$$
\begin{aligned}
\left\langle\frac{d}{d t} \delta \theta, \delta \theta\right\rangle_{\dot{H}^{-1}}+\|\nabla \delta \theta\|_{L^{2}}^{2}+\langle\delta u \cdot \nabla \theta, \delta \theta\rangle_{\dot{H}^{-1}} & =0 \\
\left\langle\frac{d}{d t} \delta v, \delta u\right\rangle_{\dot{H}^{-2}}+\left(\|\nabla \delta u\|_{L^{2}}^{2}+\alpha^{2}\|\Delta \delta u\|_{L^{2}}^{2}\right)+\langle\delta v \cdot \nabla u, \delta u\rangle_{\dot{H}^{-2}} & =\langle\delta \theta, \delta u\rangle_{\dot{H}^{-1}}
\end{aligned}
$$

Using the fact that (see, e.g., [8, Chapter 3, p. 169])

$$
\begin{aligned}
\left\langle\frac{d}{d t} \delta \theta, \delta \theta\right\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)} & =\frac{1}{2} \frac{d}{d t}\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}, \\
\left\langle\frac{d}{d t} \delta v, \delta u\right\rangle_{\dot{H^{-2}}\left(\mathbb{T}^{3}\right)} & =\frac{1}{2} \frac{d}{d t}\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right),
\end{aligned}
$$

and summing up, we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\right.\left.\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right) \\
&+\left(\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\Delta \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right)+\|\nabla \delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} \\
&=\langle\delta \theta, \delta u\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)} \underbrace{-\langle\delta v \cdot \nabla u, \delta u\rangle_{\dot{H}^{-2}\left(\mathbb{T}^{3}\right)}}_{I_{2}} \underbrace{-\langle\delta u \cdot \nabla \theta, \delta \theta\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)}}_{I_{3}} .
\end{aligned}
$$

Using, respectively, the Cauchy-Schwarz and Young's inequalities, we obtain

$$
\begin{equation*}
\left|\langle\delta \theta, \delta u\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)}\right| \leq \frac{1}{2}\left(\|\delta u\|_{L^{2}}^{2}+\|\delta \theta\|_{L^{2}}^{2}\right) \tag{3.6}
\end{equation*}
$$

For $I_{2}$, we note that

$$
\left|\langle\delta v \cdot \nabla u, \delta u\rangle_{\dot{H}^{-2}\left(\mathbb{T}^{3}\right)}\right|=\left|\langle\delta v \cdot \nabla u, \delta u\rangle_{L^{2}\left(\mathbb{T}^{3}\right)}\right| \leq\|\delta u\|_{L^{\infty}\left(T^{3}\right)}\|\nabla u\|_{L^{2}\left(T^{3}\right)}\|\delta v\|_{L^{2}\left(T^{3}\right)}
$$

Using inequality (2.2), we obtain

$$
\left|I_{2}\right| \leq C\|\delta v\|_{L^{2}\left(T^{3}\right)}\|\nabla u\|_{L^{2}\left(T^{3}\right)}\|\delta u\|_{\dot{H}^{1}\left(T^{3}\right)}^{1 / 2}\|\delta u\|_{\dot{H}^{2}\left(T^{3}\right)}^{1 / 2}
$$

The velocity has zero average for positive times, thus we have

$$
\begin{equation*}
\|\delta v\|_{L^{2}\left(T^{3}\right)} \leq\left(c+\alpha^{2}\right)\|\Delta \delta u\|_{L^{2}\left(T^{3}\right)} \tag{3.7}
\end{equation*}
$$

using (3.7) and Young's inequality, we obtain

$$
\begin{align*}
\left|I_{2}\right| & \leq C\left(c+\alpha^{2}\right)\|\nabla u\|_{L^{2}\left(T^{3}\right)}\|\delta u\|_{\dot{H}^{1}\left(T^{3}\right)}^{1 / 2}\|\delta u\|_{\dot{H}^{2}\left(T^{3}\right)}^{3 / 2} \\
& \leq \frac{C}{\alpha^{6}}\left(c+\alpha^{2}\right)^{4}\|\nabla u\|_{L^{2}\left(T^{3}\right)}^{4}\|\nabla \delta u\|_{L^{2}\left(T^{3}\right)}^{2}+\frac{\alpha^{2}}{2}\|\Delta \delta u\|_{L^{2}\left(T^{3}\right)}^{2} . \tag{3.8}
\end{align*}
$$

To estimate $I_{3}$, we use the Cauchy-Schwarz inequality twice to obtain

$$
\left|\langle\delta u \cdot \nabla \theta, \delta \theta\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)}\right| \leq\|\delta u\|_{L^{3}}\|\nabla \theta\|_{L^{2}}\|\delta \theta\|_{L^{6}}
$$

Next, inequalities (2.1), (2.3) and Sobolev's norm definition imply that

$$
\left|\langle\delta u \cdot \nabla \theta, \delta \theta\rangle_{\dot{H}^{-1}\left(\mathbb{T}^{3}\right)}\right| \leq\|\delta u\|_{L^{2}}^{1 / 2}\|\delta u\|_{\dot{H}^{1}}^{1 / 2}\|\nabla \theta\|_{L^{2}}\|\delta \theta\|_{\dot{H}^{1}} \leq\|\delta u\|_{L^{2}}^{1 / 2}\|\nabla \delta u\|_{L^{2}}^{1 / 2}\|\nabla \theta\|_{L^{2}}\|\nabla \delta \theta\|_{L^{2}}
$$

Using twice the Young product inequality, we obtain

$$
\begin{equation*}
\left|I_{3}\right| \leq \frac{1}{4 \alpha}\left(\|\delta u\|_{L^{2}}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}}^{2}\right)\|\nabla \theta\|_{L^{2}}^{2}+\frac{1}{2}\|\nabla \delta \theta\|_{L^{2}}^{2} \tag{3.9}
\end{equation*}
$$

Summing up estimates (3.6), (3.8) and (3.9), we infer that

$$
\begin{aligned}
& \frac{d}{d t}\left(\|\delta u\|_{L^{2}}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}}^{2}+\|\delta \theta\|_{L^{2}}^{2}\right)+\left(\|\nabla \delta u\|_{L^{2}}^{2}+\alpha^{2}\|\Delta \delta u\|_{L^{2}}^{2}\right)+\|\nabla \delta \theta\|_{L^{2}}^{2} \\
& \leq g(t)\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right)
\end{aligned}
$$

where

$$
g(t)=\left(1+C\left(\frac{1}{\alpha^{8}}+1\right)\|\nabla u\|_{L^{2}}^{4}+\frac{1}{2 \alpha}\|\nabla \theta\|_{L^{2}}^{2}\right)
$$

Dropping the dissipative positive term from the left-hand side, we obtain

$$
\frac{d}{d t}\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right) \leq g(t)\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right)
$$

Since $\theta \in L^{2}\left([0, T], \dot{H}^{1}\right)$ and $u \in L^{\infty}\left([0, T], \dot{H}^{1}\right)$, Grönwall's lemma (cf. [5, Appendix A, p. 377]) leads to

$$
\left(\|\delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\|\nabla \delta u\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\|\delta \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right) \leq\left(\left\|\delta u^{0}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\alpha^{2}\left\|\nabla \delta u^{0}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}+\left\|\delta \theta^{0}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2}\right) e^{\int_{0}^{t} g(s) d s}
$$

This implies the continuous dependence of the weak solution on the initial data in any bounded interval of time $[0, T]$. In particular, the solution is unique.

## 4 Decay results

Following [1], we introduce the change of functions $\varphi_{n}:=\mathcal{F}^{-1}\left(e^{a t|k|} \widehat{\theta}_{n}\right)$ and $w_{n}:=\mathcal{F}^{-1}\left(e^{a t|k|} \widehat{u}_{n}\right)$. Applying Fourier transform to (3.1) and to (3.2), we obtain

$$
\begin{array}{r}
\partial_{t} \widehat{\varphi}_{n}+|k|(|k|-a) \widehat{\varphi}_{n}+e^{a t|k|} \mathcal{F}\left(P_{n}\left(u_{n} \cdot \nabla \theta_{n}\right)\right)=0, \\
\left(1+\alpha^{2}|k|^{2}\right)\left(\partial_{t} \widehat{w}_{n}+|k|(|k|-a) \widehat{w}_{n}\right)-\widehat{\varphi}_{n} e_{3}+e^{a t|k|} \mathcal{F}\left(P_{n}\left(v_{n} \cdot \nabla \theta_{n}\right)\right)=0 \tag{4.2}
\end{array}
$$

We note that under the divergence free condition, the pressure term vanishes. The Plancherel identity implies that the trilinear expressions vanish as $(v \cdot \nabla u, u)_{L^{2}}=0$ and $(u \cdot \nabla \theta, \theta)_{L^{2}}=0$. Taking the combinations $\overline{(\boxed{4.7})} \widehat{\varphi}_{n}+\left(\boxed{4 .-1)} \overline{\hat{\varphi}}_{n}\right.$ and $\overline{(4.2)} \widehat{w}_{n}+(\boxed{4.2)}) \widehat{\widehat{w}}_{n}$, using the Cauchy-Schwarz inequality and the fact that

$$
(1-a)|k|^{2} \leq|k|(|k|-a) \quad \forall k \in Z^{3},
$$

one obtains

$$
\begin{equation*}
\partial_{t}\left|\widehat{\varphi}_{n}\right|^{2}+2(1-a)|k|^{2}\left|\widehat{\varphi}_{n}\right|^{2}=0 \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(1+\alpha^{2}|k|^{2}\right) \partial_{t}\left|\widehat{w}_{n}\right|^{2}+2(1-a)|k|^{2}\left(1+\alpha^{2}|k|^{2}\right)\left|\widehat{w}_{n}\right|^{2} \leq\left|\widehat{\varphi}_{n}\right|\left|\widehat{w}_{n}\right| . \tag{4.4}
\end{equation*}
$$

Integrating (4.3) with respect to time and summing up over $k \in Z^{3}$, we obtain

$$
\begin{equation*}
\|\varphi(t, \cdot)\|_{L^{2}}^{2}+(1-a) \int_{0}^{t}\|\nabla \varphi(\tau)\|_{L^{2}}^{2} d \tau \leq\left\|\theta^{0}\right\|_{L^{2}}^{2} \tag{4.5}
\end{equation*}
$$

Integrating (4.4) with respect to time and summing up over $k \in Z^{3}$, we obtain

$$
\begin{aligned}
\|w(t)\|_{L^{2}}^{2}+\alpha^{2}\|\nabla w(t)\|_{L^{2}}^{2}+(1-a) \int_{0}^{t}\|\nabla w(s)\|_{L^{2}}^{2} & +\alpha^{2}\|\Delta w(s)\|_{L^{2}}^{2} d s \\
& \leq\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+\left\|\theta^{0}\right\|_{L^{2}} \int_{0}^{t}\|w(\tau)\|_{L^{2}} d \tau
\end{aligned}
$$

Since $\partial_{t}\left|\widehat{w}_{n}\right|^{2} \leq\left|\widehat{\varphi}_{n} \| \widehat{w}_{n}\right|$, we can deduce that

$$
\begin{align*}
\|w(t)\|_{L^{2}}^{2}+\alpha^{2}\|\nabla w(t)\|_{L^{2}}^{2}+(1-a) \int_{0}^{t}\|\nabla w(s)\|_{L^{2}}^{2}+\alpha^{2} \| & \Delta w(s) \|_{L^{2}}^{2} d s \\
& \leq\left(\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+t\left\|\theta^{0}\right\|_{L^{2}}\right)^{2} \tag{4.6}
\end{align*}
$$

Summing up estimates (4.5) and (4.6), one obtains

$$
\begin{aligned}
\|\varphi(t)\|_{L^{2}}^{2}+\|w(t)\|_{L^{2}}^{2}+\alpha^{2}\|\nabla w(t)\|_{L^{2}}^{2}+ & (1-a) \int_{0}^{t}\|\nabla \varphi(t)\|_{L^{2}}^{2}+\|\nabla w(t)\|_{L^{2}}^{2}+\alpha^{2}\|\Delta w(t)\|_{L^{2}}^{2} \\
& \leq\left(\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+t\left\|\theta^{0}\right\|_{L^{2}}\right)^{2}
\end{aligned}
$$

As for the existence result, this energy estimate allows to run a standard compactness argument and to obtain the existence of $(\varphi, w)$ such that $\varphi \in C\left(\mathbb{R}^{+}, L^{2}\right) \cap L^{2}\left(\mathbb{R}^{+}, H^{1}\right)$ and $w \in C\left(\mathbb{R}^{+}, H^{1}\right) \cap L^{2}\left(\mathbb{R}^{+}, H^{2}\right)$. In particular,

$$
\begin{equation*}
\sum_{k \in Z^{3}} e^{2 a t|k|}\left(|\theta(t, k)|^{2}+\left(1+\alpha^{2}|k|^{2}\right)|u(t, k)|^{2}\right) \leq\left(\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+t\left\|\theta^{0}\right\|_{L^{2}}\right)^{2} \tag{4.7}
\end{equation*}
$$

For zero-mean valued $(\theta, u)$, multiplying by $\exp (-2 a t)$, we deduce that $\theta$ and $u$ vanish, respectively, in the $L^{2}$ and $H^{1}$ norm as time tends to infinity. Note that estimation (4.7) does not allow to deduce the decay result, so a sharper estimation is needed.

## 5 Convergence results

As $\alpha$ is destined to vanish, we can suppose that there exists a fixed $\alpha_{0}$ such that $0<\alpha \leq \alpha_{0}$. It follows that

$$
\begin{align*}
&\left\|\theta_{\alpha}\right\|_{L^{2}}^{2}+\left\|u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}+2 \int_{0}^{t}\left\|\nabla \theta_{\alpha}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} d \tau \\
&+2 \int_{0}^{t}\left(\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\Delta u_{\alpha}\right\|_{L^{2}}^{2}\right) d \tau \leq\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha_{0}^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+\sigma_{\alpha_{0}}(t) \tag{5.1}
\end{align*}
$$

This implies that $\theta_{\alpha}$ and $u_{\alpha}$ are uniformly bounded in $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$ and $v_{\alpha}$ is uniformly bounded in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$, then the Banach-Alaoglu theorem $[6]$ allows to extract subsequences $\left(u_{\alpha}\right)$, $\left(v_{\alpha}\right)$, and $\left(\theta_{\alpha}\right)$ such that $\left(\theta_{\alpha}, u_{\alpha}\right) \rightharpoonup(\theta, u)$ weakly in $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$ and $v_{\alpha} \rightharpoonup u$ weakly in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$ as $\alpha \rightarrow 0$. Using the energy estimate, we infer that $\left(u_{\alpha}, \theta_{\alpha}\right)$ converges to (u, $\left.\theta\right)$ weakly in $L^{2}\left(\mathbb{T}^{3}\right)$ and uniformly over $[0, T]$. At this step, we have proved the two first results of statements 1 and 2 and the third statement of Theorem 1.3.

About time derivatives, since $\theta_{\alpha}$ is uniformly bounded independently on $\alpha$ in the space $L^{2}\left([0, T] \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, we find that $\Delta \theta_{\alpha}$ belongs to $L^{2}\left([0, T], \dot{H}^{-1}\left(\mathbb{T}^{3}\right)\right)$. Furthermore, the energy estimate (5.1) implies that

$$
\begin{aligned}
\int_{0}^{T}\left\|\operatorname{div} \theta_{\alpha} u_{\alpha}\right\|_{\dot{H}^{-3 / 2}}^{2} & \leq\left\|\theta_{\alpha}\right\|_{L^{\infty}\left([0, T], L^{2}\right)}^{2}\left\|u_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{1}\right)}^{2} \\
& \leq \frac{1}{2}\left(\left\|\theta^{0}\right\|_{L^{2}}^{2}+\left\|u^{0}\right\|_{L^{2}}^{2}+\alpha_{0}^{2}\left\|\nabla u^{0}\right\|_{L^{2}}^{2}+\sigma_{\alpha_{0}}(t)\right)^{2}
\end{aligned}
$$

Then we obtain

$$
\left\|\frac{d}{d t} \theta_{\alpha}\right\|_{L^{2}\left([0, T], \dot{H}^{-3 / 2}\right)} \leq K_{1}
$$

where $K_{1}$ is a real positive constant. To handle the velocity derivatives, we apply the operator $\left(I-\alpha^{2} \Delta\right)^{-1}$ to the equation (3.2) and obtain

$$
\begin{equation*}
\frac{d}{d t} u_{\alpha}=\Delta u_{\alpha}-\left(I-\alpha^{2} \Delta\right)^{-1}\left(v_{\alpha} \cdot \nabla\right) u_{\alpha}+\left(I-\alpha^{2} \Delta\right)^{-1} \nabla p_{\alpha}+\left(I-\alpha^{2} \Delta\right)^{-1} \theta_{\alpha} e_{3} \tag{5.2}
\end{equation*}
$$

We have that $u_{\alpha}$ is uniformly bounded independently of $\alpha$ in $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, and it follows that $\Delta u_{\alpha}$ belongs to $L^{2}\left([0, T], \dot{H}^{-1}\left(\mathbb{T}^{3}\right)\right)$. First, we note that

$$
\left\|\left|\left(I-\alpha^{2} \Delta\right)^{-1}\right|\right\| \leq 1
$$

Then we use the Sobolev norms definition and product laws to get

$$
\begin{aligned}
\int_{0}^{T}\left\|\left(I-\alpha^{2} \Delta\right)^{-1} \operatorname{div}\left(v_{\alpha} \otimes u_{\alpha}\right)\right\|_{\dot{H}^{-5 / 2}}^{2} & \leq \int_{0}^{T}\left\|\operatorname{div}\left(v_{\alpha} \otimes u_{\alpha}\right)\right\|_{\dot{H}^{-5 / 2}}^{2} \\
& \leq \int_{0}^{T}\left\|v_{\alpha}\right\|_{L^{2}}^{2}\left\|u_{\alpha}\right\|_{L^{2}}^{2} \leq\left\|u_{\alpha}\right\|_{L^{\infty}\left([0, T], L^{2}\right)}^{2}\left\|v_{\alpha}\right\|_{L^{2}\left([0, T], L^{2}\right)}^{2} .
\end{aligned}
$$

Thus, estimate (5.1) allows to bound the convective term. The linear terms are not problematic. Equation (5.2) implies that $\left\|\frac{d}{d t} u_{\alpha_{k}}\right\|_{L^{2}\left([0, T], \dot{H}^{-5 / 2}\left(\mathbb{T}^{3}\right)\right)} \leq K$, where $K$ is a real positive constant, and so on for $\frac{d}{d t} v_{\alpha_{k}}$ in the space $L^{2}\left([0, T], \dot{H}^{-9 / 2}\left(\mathbb{T}^{3}\right)\right)$.

At this step, using Aubin's compactness theorem, we can extract subsequences of $\theta_{\alpha}, u_{\alpha}$ that converge strongly in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right)$ and subsequence of $v_{\alpha}$ converging strongly in $L^{2}\left([0, T], \dot{H}^{-1}\left(\mathbb{T}^{3}\right)\right)$.

Thus, as in the existence section, using Aubin's compactness theorem, we can take the weak limit in the variational formulation associated to the system $\left(B q_{\alpha}\right)$. For $t \in[0 ; T]$ one obtains

$$
\begin{array}{r}
(\theta(t), \Phi)-(\theta(0), \Phi)-\int_{0}^{t}(\theta, \Delta \Phi) d \tau+\int_{0}^{t}((u \nabla) \theta, \Phi) d \tau=0 \\
(u(t), \Psi)-(u(0), \Psi)-\int_{0}^{t}(u, \Delta \Psi) d \tau+\int_{0}^{t}((u \nabla) u, \Psi) d \tau-\int_{0}^{t}\left(\theta e_{3}, \Psi\right) d \tau=0
\end{array}
$$

for all $\Phi$ and $\Psi$ belonging to the space of infinitely differentiable functions with a compact support $\mathcal{D}\left(\mathbb{T}^{3} \times[0, T)\right)$.

On the other hand, $\theta_{\alpha}$ converges weakly to $\theta$ and $u_{\alpha}$ converges weakly to $u$ in $L^{2}\left([0, T], L^{2}\left(\mathbb{T}^{3}\right)\right) \cap$ $L^{2}\left([0, T], \dot{H}^{1}\left(\mathbb{T}^{3}\right)\right)$, which are Hilbert spaces. So, for all non-negative time $t$, we have

$$
\|\theta\|_{L^{2}}^{2}+\|u\|_{L^{2}}^{2} \leq \liminf _{\alpha \rightarrow 0}\left(\left\|\theta_{\alpha}\right\|_{L^{2}}^{2}+\left\|u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}\right),
$$

and

$$
\begin{aligned}
2 \int_{0}^{t}\|\nabla \theta\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} d \tau & +2 \int_{0}^{t}\|\nabla u\|_{L^{2}}^{2} d \tau \\
& \leq \liminf _{\alpha \rightarrow 0} 2 \int_{0}^{t}\left\|\nabla \theta_{\alpha}\right\|_{L^{2}\left(\mathbb{T}^{3}\right)}^{2} d \tau+2 \int_{0}^{t}\left(\left\|\nabla u_{\alpha}\right\|_{L^{2}}^{2}+\alpha^{2}\left\|\Delta u_{\alpha}\right\|_{L^{2}}^{2}\right) d \tau
\end{aligned}
$$

Taking the lower limit as $\alpha$ tends to zero in the energy inequality (1.1), we obtain (1.2).
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AN APPLICATION OF THE LEGENDRE
POLYNOMIALS FOR THE NUMERICAL
SOLUTION OF THE NONLINEAR DYNAMICAL KIRCHHOFF STRING EQUATION

Abstract. In the present work, the classical nonlinear Kirchhoff string equation is considered. A three-layer symmetrical semi-discrete scheme with respect to the temporal variable is applied for finding an approximate solution to the initial-boundary value problem for this equation, in which the value of the gradient of a non-linear term is taken at the middle point. This approach is essential because the inversion of the linear operator is sufficient for computations of approximate solutions for each temporal step. The variation method is applied to the spatial variable. Differences of the Legendre polynomials are used as coordinate functions. This choice of Legendre polynomials is also important for numerical realization. This way makes it possible to get a system whose structure does not essentially differ from the corresponding system of difference equations allowing us to use the methods developed for solving a system of difference equations. An application of the suggested variational-difference scheme for the numerical treatment of the stated nonlinear problem gives us an opportunity to solve the system of linear equations instead of a nonlinear one. It is proved that a matrix of the system of Galerkin's linear equations is positively defined and the stability of the factorization method is established.

The program of the numerical implementation with the corresponding interface is created based on the suggested algorithm, and numerical computations are carried out for the model problems.
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## 1 Introduction

For the first time, G. Kirchhoff generalized D'Alembert's classical linear model with the addition of a nonlinear term (see 14]). The issues on the existence and uniqueness of local and global solutions of initial-boundary value problems for the Kirchhoff string equation were first studied by S. Bernstein in 1940 (see [4]). The issues of the solvability of the classical and generalized Kirchhoff equations were later considered by many authors: Arosio, Panizzi [1] , Arosio and Spagnolo [2]. Berselli, Manfrin [5], D'Ancona, Spagnolo [7,8], Manfrin [17], Medeiros [19], Liu, Rincon [15], Matos [18] and Nishihara [20]. To the approximate solutions of initial-boundary value problems for classical equations the following works are devoted: Christie, Sanz-Serna [6], Peradze [3, 21, 22] and Temimi et al. [28]. Construction of algorithms of finding approximate solutions and their investigations for initial-boundary value problems of some classes integro-differential equations are considered in the monograph of Jangveladze, Kiguradze and Neta [13]. As far as we know, issues on the approximate solution in terms of a part of numerical realization to the Kirchhoff string equation are less studied.

We consider the nonlinear dynamical Kirchhoff string equation and look for an approximate solution to a Cauchy problem for this equation using the symmetric three-layer semi-discrete scheme with respect to the temporal variable. The value of the gradient in the nonlinear term of the equation is taken at the middle point. This type of semi-discrete schemes for a generalized Kirchhoff equation have been studied by Rogava and Tsiklauri [24-26]. Inversion of the liner operator makes it possible to find an approximate solution at each temporal step. The variation method is applied to a spatial variable. The differences of the Legendre polynomials are used as coordinate functions. An application of the Legendre polynomials to boundary value problems of equations of the theory of elasticity are considered in the monograph of Vashakmadze [30]. The Gauss-Legendre quadrature (see [16, 27]) is applied for numerical integration, where $[-1,1]$ is the domain.

The results of the numerical computations of test problems are presented at the end of the paragraph. According to the numerical experiments, the order of convergence of the scheme is practically stated and it is shown that the constructed scheme describes well the behavior of an oscillating solution.

## 2 Statement of the problem and discretization for a temporal variable

Let us consider the equation

$$
\begin{equation*}
\left.\left.\frac{\partial^{2} u(x, t)}{\partial t^{2}}-\left(\alpha+\beta \int_{-1}^{1}\left[\frac{\partial u(x, t)}{\partial x}\right]^{2} d x\right) \frac{\partial^{2} u(x, t)}{\partial x^{2}}=f(x, t), \quad(x, t) \in\right]-1,1[\times] 0, T\right] \tag{2.1}
\end{equation*}
$$

where $\alpha>0$ and $\beta>0 ; f(x, t)$ is a continuous function; $u(x, t)$ is an unknown function.
For equation (2.1), the following initial-boundary conditions

$$
\begin{gather*}
u(x, 0)=\psi_{0}(x), \quad u_{t}^{\prime}(x, 0)=\psi_{1}(x)  \tag{2.2}\\
u(-1, t)=0, \quad u(1, t)=0 \tag{2.3}
\end{gather*}
$$

hold, where $\psi_{0}(x)$ and $\psi_{1}(x)$ are continuous functions, and, in addition, the compatibility condition $\psi_{0}(-1)=0, \psi_{0}(1)=0$ is fulfilled.

The segment $[0,1]$ is divided into equal parts with uniform meshes $\tau$, i.e.,

$$
0=t_{0}<t_{1}<\cdots<t_{M}=T
$$

where

$$
t_{k}=k \tau \quad(k=0,1, \ldots, M), \quad \tau=\frac{T}{M}
$$

We would like to find an approximate solution of problem (2.1)-(2.3) by using the following semidiscrete scheme:

$$
\begin{equation*}
\frac{u_{k+1}(x)-2 u_{k}(x)+u_{k-1}(x)}{\tau^{2}}-\frac{1}{2} q_{k}\left(\frac{d^{2} u_{k+1}(x)}{d x^{2}}+\frac{d^{2} u_{k-1}(x)}{d x^{2}}\right)=f_{k}(x), \quad k=1,2, \ldots, M-1 \tag{2.4}
\end{equation*}
$$

where $f_{k}(x)=f\left(x, t_{k}\right)$,

$$
q_{k}=\alpha+\beta \int_{-1}^{1}\left(\frac{d u_{k}(x)}{d x}\right)^{2} d x
$$

As an approximate solution of $u(x, t)$ of problem (2.1)-(2.3) at the point $t_{k}=k \tau$, we declare $u_{k}(x)$, $u\left(x, t_{k}\right) \approx u_{k}(x)$.

From equation (2.4) we obtain

$$
\begin{equation*}
\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) u_{k+1}(x)=g_{k}(x) \tag{2.5}
\end{equation*}
$$

where

$$
g_{k}(x)=2 \tau^{2} f_{k}(x)+4 u_{k}(x)+\tau^{2} q_{k} \frac{d^{2} u_{k-1}(x)}{d x^{2}}-2 u_{k-1}(x)
$$

The values of the unknown functions on the zeroth and first layers are described by the initial conditions (2.2) and equation (2.1),

$$
\begin{align*}
& u_{0}(x)=\psi_{0}(x)  \tag{2.6}\\
& u_{1}(x)=\psi_{0}(x)+\tau \psi_{1}(x)+\frac{1}{2} \tau^{2}\left(q_{0} \frac{d^{2} \psi_{0}(x)}{d x^{2}}+f_{0}(x)\right) \tag{2.7}
\end{align*}
$$

Let us rewrite the boundary conditions (2.3) in the following form:

$$
\begin{equation*}
u_{k}(-1)=0, \quad u_{k}(1)=0 \tag{2.8}
\end{equation*}
$$

## 3 A solution of the system of equations with the Galerkin method using the Legendre polynomials as coordinate functions

To find approximate solutions of problem (2.1)-(2.3) per temporal step we apply the following linear combination:

$$
\begin{equation*}
\widetilde{u}_{k}(x)=\sum_{m=1}^{N} c_{m}^{k} \varphi_{m}(x) \tag{3.1}
\end{equation*}
$$

where the coordinate functions $\varphi_{m}(x)$ represent differences of the Legendre polynomials, i.e.,

$$
\begin{equation*}
\varphi_{m}(x)=\sqrt{\frac{2 m+1}{2}} \int_{-1}^{x} P_{m}(s) d s=A_{m}\left(P_{m+1}(x)-P_{m-1}(x)\right), \quad A_{m}=\frac{1}{\sqrt{2(2 m+1)}} \tag{3.2}
\end{equation*}
$$

For any $(k+1)$-th layers, the coefficients $c_{m}^{k+1}(k=1,2, \ldots, M-1)$ can be found from the following equation:

$$
\begin{equation*}
\left(\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) u_{k+1}(x)-g_{k}(x), \varphi_{m}(x)\right)=0 \tag{3.3}
\end{equation*}
$$

Putting (3.1) into equation (3.3), we finally get

$$
\begin{equation*}
\left(\sum_{i=1}^{N} c_{i}^{k+1}\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) \varphi_{i}(x), \varphi_{m}(x)\right)=\left(g_{k}(x), \varphi_{m}(x)\right) \tag{3.4}
\end{equation*}
$$

The key property of the Legendre polynomials is given (see [9, 12]) in the form

$$
\begin{equation*}
\int_{-1}^{1} P_{i}(x) P_{n}(x) d x=\frac{2}{\sqrt{(2 i+1)(2 n+1)}} \delta_{i n} \tag{3.5}
\end{equation*}
$$

where $\delta_{i n}$ is the Kronecker symbol.
We introduce the notation

$$
\widetilde{P}_{i}(x)=\sqrt{\frac{2 i+1}{2}} P_{i}(x)
$$

It is easy to see that

$$
\begin{equation*}
\varphi_{m}^{\prime}(x)=\widetilde{P}_{m}(x) \tag{3.6}
\end{equation*}
$$

If we apply the integration by parts with the boundary conditions (2.8), we get

$$
\begin{equation*}
\int_{-1}^{1}\left(\frac{d u_{k}(x)}{d x}\right)^{2} d x=-\int_{-1}^{1} \frac{d^{2} u_{k}(x)}{d x^{2}} u_{k}(x) d x \tag{3.7}
\end{equation*}
$$

The usage of the integration by parts, due to (3.5) and (3.6), yields

$$
\begin{equation*}
\int_{-1}^{1} \frac{d^{2} \varphi_{i}(x)}{d x^{2}} \varphi_{m}(x) d x=-\delta_{i m} \tag{3.8}
\end{equation*}
$$

Now, let us rewrite equality (3.5) in terms of $A_{i}$ and $A_{m}$ :

$$
\begin{equation*}
\int_{-1}^{1} P_{i}(x) P_{m}(x) d x=4 A_{i} A_{m} \delta_{i m} \tag{3.9}
\end{equation*}
$$

According to (3.9), we get

$$
\begin{align*}
\int_{-1}^{1} & \varphi_{i}(x) \varphi_{m}(x) d x=4
\end{align*} A_{i} A_{m}\left(A_{i+1} A_{m+1} \delta_{i+1, m+1} .\right.
$$

If we take equalities (3.7) and (3.8) into account, we obtain

$$
\begin{equation*}
q_{k}=\alpha+\beta \sum_{m=1}^{N}\left(c_{m}^{k}\right)^{2} \tag{3.11}
\end{equation*}
$$

From (3.10) we get

$$
\begin{aligned}
\left(u_{k+1}(x), \varphi_{m}(x)\right) & =\sum_{i=1}^{N} c_{i}^{k+1} \int_{-1}^{1} \varphi_{i}(x) \varphi_{m}(x) d x \\
& =4\left(-A_{m-2} A_{m-1}^{2} A_{m} c_{m-2}^{k+1}+A_{m}^{2}\left(A_{m-1}^{2}+A_{m+1}^{2}\right) c_{m}^{k+1}-A_{m} A_{m+1}^{2} A_{m+2} c_{m+2}^{k+1}\right)
\end{aligned}
$$

Let us introduce the following notation:

$$
\begin{array}{ll}
B_{m}=4 A_{m-1} A_{m}^{2} A_{m+1}, & B_{m}=\frac{1}{(2 m+1) \sqrt{(2 m-1)(2 m+3)}}, \\
C_{m}=4 A_{m}^{2}\left(A_{m-1}^{2}+A_{m+1}^{2}\right)=8 A_{m-1}^{2} A_{m+1}^{2}, & C_{m}=\frac{2}{(2 m-1)(2 m+3)} . \tag{3.13}
\end{array}
$$

According to (3.12) and (3.13), the inner product of $\left(u_{k+1}(x), \varphi_{m}(x)\right)$ can be rewritten in the following form:

$$
\begin{equation*}
\left(u_{k+1}(x), \varphi_{m}(x)\right)=-B_{m-1} c_{m-2}^{k+1}+C_{m} c_{m}^{k+1}-B_{m+1} c_{m+2}^{k+1} \tag{3.14}
\end{equation*}
$$

From (3.8) we conclude that

$$
\begin{equation*}
\left(\frac{d^{2} u_{k+1}(x)}{d x^{2}}, \varphi_{m}(x)\right)=-c_{m}^{k+1} \tag{3.15}
\end{equation*}
$$

Finally, if we use (3.14) and (3.15), for the calculation of inner product of the left-hand side of equation (3.4), we get the equality

$$
\begin{equation*}
\left(\sum_{i=1}^{N} c_{i}^{k+1}\left(2 I-\tau^{2} q_{k} \frac{d^{2}}{d x^{2}}\right) \varphi_{i}(x), \varphi_{m}(x)\right)=-2 B_{m-1} c_{m-2}^{k+1}+\left(2 C_{m}+\tau^{2} q_{k}\right) c_{m}^{k+1}-2 B_{m+1} c_{m+2}^{k+1} \tag{3.16}
\end{equation*}
$$

For the right-hand side of equation (3.4), we have

$$
\begin{align*}
\left(g_{k}(x), \varphi_{m}(x)\right)=-2 B_{m-1} & \left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right) \\
& +2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right)-\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) . \tag{3.17}
\end{align*}
$$

For every $k=1,2, \ldots, M-1$, we obtain the following system of linear equations:

$$
\begin{align*}
-2 B_{m-1} c_{m-2}^{k+1}+\left(2 C_{m}+\right. & \left.\tau^{2} q_{k}\right) c_{m}^{k+1}-2 B_{m+1} c_{m+2}^{k+1} \\
& =-2 B_{m-1}\left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right)+2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right) \\
& -\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) \tag{3.18}
\end{align*}
$$

To find coefficients $c_{m}^{k+1}(k=1,2, \ldots, M-1)$, we have first to find $c_{m}^{0}$ and $c_{m}^{1}$. To this end, we calculate the inner products $\left(u_{0}(x), \varphi_{m}(x)\right)$ and $\left(u_{1}(x), \varphi_{m}(x)\right)$ :

$$
\begin{align*}
& -B_{m-1} c_{m-2}^{0}+C_{m} c_{m}^{0}-B_{m+1} c_{m+2}^{0}=\widetilde{I}_{m}^{0}  \tag{3.19}\\
& -B_{m-1} c_{m-2}^{1}+C_{m} c_{m}^{1}-B_{m+1} c_{m+2}^{1}=\widetilde{I}_{m}^{0}+\tau \widetilde{I}_{m}^{1}-\frac{1}{2} \tau^{2}\left(q_{0} c_{m}^{0}-I_{m}^{0}\right) \tag{3.20}
\end{align*}
$$

The values of summands with negative indices in (3.18), (3.19) and (3.20) we set equal to zeros.
The notation of $I_{m}^{k}, \widetilde{I}_{m}^{0}$ and $\widetilde{I}_{m}^{1}$ denote the inner products $\left(f_{k}(x), \varphi_{m}(x)\right),\left(u_{0}(x), \varphi_{m}(x)\right)$ and $\left(u_{1}(x), \varphi_{m}(x)\right)$, respectively. We calculate approximately the already-mentioned inner products using the Gauss-Legendre quadrature rule (see [16, 27\|), which is exact for polynomials of degree $2 N-1$ or less.

We rewrite the system of linear equations (3.18) in a matrix form. Let us introduce the following notation:

$$
\begin{aligned}
D_{m}^{k}= & 2 C_{m}+\tau^{2} q_{k} \\
F_{m}^{k}= & -2 B_{m-1}\left(2 c_{m-2}^{k}-c_{m-2}^{k-1}\right)+2 C_{m}\left(2 c_{m}^{k}-c_{m}^{k-1}\right) \\
& -\tau^{2}\left(q_{k} c_{m}^{k-1}-2 I_{m}^{k}\right)-2 B_{m+1}\left(2 c_{m+2}^{k}-c_{m+2}^{k-1}\right) .
\end{aligned}
$$

According to the above-mentioned notation, the system of linear equations has the form

$$
\left(\begin{array}{cccccc}
D_{1}^{k} & 0 & -2 B_{2} & 0 & \cdots & 0  \tag{3.21}\\
0 & D_{2}^{k} & 0 & -2 B_{3} & \ddots & \vdots \\
-2 B_{2} & 0 & D_{3}^{k} & 0 & \ddots & 0 \\
0 & -2 B_{3} & 0 & \ddots & \ddots & -2 B_{m-1} \\
\vdots & \ddots & \ddots & \ddots & D_{m-1}^{k} & 0 \\
0 & \cdots & 0 & -2 B_{m-1} & 0 & D_{m}^{k}
\end{array}\right)\left(\begin{array}{c}
c_{1}^{k+1} \\
c_{2}^{k+1} \\
c_{3}^{k+1} \\
c_{4}^{k+1} \\
\vdots \\
c_{m}^{k+1}
\end{array}\right)=\left(\begin{array}{c}
F_{1}^{k} \\
F_{2}^{k} \\
F_{3}^{k} \\
F_{4}^{k} \\
\vdots \\
F_{m}^{k}
\end{array}\right) .
$$

The following statement takes place.

Theorem 3.1. The matrix of the system of Galerkin's linear equations (3.21) is positively defined.
This theorem is a result of the following
Lemma 3.1. Let us consider a general operator equation in a Hilbert space $H$,

$$
A u=f, \quad f \in H
$$

where the operator $A$ is symmetric and satisfies the condition

$$
\begin{equation*}
(A u, u) \geq \alpha(B u, u)+\nu\|u\|^{2}, \quad \forall u \in D(A) \subset D(B) \tag{3.22}
\end{equation*}
$$

$B$ is also a symmetric operator, besides $D(A) \subset D(B) ; \alpha$ and $\nu$ are the positive constants.
The matrix of the system of linear equations (3.21) is positively defined when the basis functions $\left\{\varphi_{k}\right\}_{k=1}^{\infty}$ are $B$-orthogonal, which means that

$$
\begin{equation*}
\left(B \varphi_{k}, \varphi_{i}\right)=\delta_{k i} . \tag{3.23}
\end{equation*}
$$

Proof. We denote the Galerkin system of equations by $S_{N}$. Let us introduce the vector

$$
v_{N}=\left(c_{1}, c_{2}, \ldots, c_{N}\right)^{\top}
$$

We can straightforwardly show that

$$
S_{N} v_{N}=\left(\left(A u_{N}, \varphi_{1}\right),\left(A u_{N}, \varphi_{2}\right), \ldots,\left(A u_{N}, \varphi_{N}\right)\right)^{T}
$$

where

$$
\begin{equation*}
u_{N}=\sum_{k=1}^{N} c_{k} \varphi_{k} \tag{3.24}
\end{equation*}
$$

Indeed,

$$
\begin{equation*}
\left(A u_{N}, \varphi_{i}\right)=\left(\sum_{k=1}^{N} c_{k} A \varphi_{k}, \varphi_{i}\right)=\sum_{k=1}^{N}\left(A \varphi_{k}, \varphi_{i}\right) c_{k} \quad(i=1,2, \ldots, N) \tag{3.25}
\end{equation*}
$$

Due to (3.25), we have

$$
\begin{aligned}
\left(S_{N} v_{N}, v_{N}\right) & =c_{1}\left(A u_{N}, \varphi_{1}\right)+c_{2}\left(A u_{N}, \varphi_{2}\right)+\cdots+c_{N}\left(A u_{N}, \varphi_{N}\right) \\
& =\left(A u_{N}, c_{1} \varphi_{1}\right)+\left(A u_{N}, c_{2} \varphi_{2}\right)+\cdots+\left(A u_{N}, c_{N} \varphi_{N}\right)=\left(A u_{N}, \sum_{k=1}^{N} c_{k} \varphi_{k}\right)=\left(A u_{N}, u_{N}\right)
\end{aligned}
$$

and obtain

$$
\begin{equation*}
\left(S_{N} v_{N}, v_{N}\right)=\left(A u_{N}, u_{N}\right) \tag{3.26}
\end{equation*}
$$

From (3.22) and (3.26) it follows that

$$
\begin{equation*}
\left(S_{N} v_{N}, v_{N}\right) \geq \alpha\left(B u_{N}, u_{N}\right)+\nu\left\|u_{N}\right\|^{2} \tag{3.27}
\end{equation*}
$$

Inserting (3.24) into inequality (3.27) and also taking into account the $B$-orthogonality (3.23), we get

$$
\begin{aligned}
\left(S_{N} v_{N}, v_{N}\right) & \geq \alpha\left(\sum_{k=1}^{N} c_{k} B \varphi_{k}, \sum_{i=1}^{N} c_{i} B \varphi_{i}\right)+\nu\left\|u_{N}\right\|^{2} \\
& \geq \alpha \sum_{k=1}^{N} \sum_{i=1}^{N} c_{k} c_{i}\left(B \varphi_{k}, \varphi_{i}\right)=\alpha \sum_{k=1}^{N} c_{k}^{2}=\alpha\left\|v_{N}\right\|^{2}
\end{aligned}
$$

Remark 3.1. Obviously, for equation (2.5) we have

$$
(A u, u)=2\|u\|^{2}+\tau^{2} q_{k}(B u, u)
$$

where $A=2 I+\tau^{2} q_{k} B$ and $B=-\frac{d^{2}}{d x^{2}}, D(A)=D(B)=\left\{u(x) \in C^{2}([-1,1]) \mid u(-1)=u(1)=0\right\}$. It is well-known that the operator $B$ is positive (see [23]).

Remark 3.2. The matrix of system (3.21) is diagonally dominant of order $\mathcal{O}\left(\frac{1}{m^{3}}\right)$ and the following inequality holds:

$$
C_{m}+\frac{m+4}{(2 m-1)(2 m+3)(m-1)(m+1)}>B_{m-1}+B_{m+1} \quad(m=3,4, \ldots, N-2)
$$

Proof. We note that for the coefficient $B_{m}(m=2,3, \ldots, N-1)$ in (3.12) the following double inequality holds:

$$
\begin{equation*}
(2 m)^{2}<(2 m-1)(2 m+3)<(2 m+1)^{2} \tag{3.28}
\end{equation*}
$$

Due to (3.28), for $B_{m-1}$ and $B_{m+1}$, the inequalities

$$
\begin{equation*}
4(m-1)^{2}<(2 m-3)(2 m+1)<(2 m-1)^{2} \tag{3.29}
\end{equation*}
$$

and

$$
\begin{equation*}
4(m+1)^{2}<(2 m+1)(2 m+5)<(2 m+3)^{2} \tag{3.30}
\end{equation*}
$$

are fulfilled, respectively.
Let us evaluate the expression $B_{m-1}+B_{m+1}-C_{m}(m=3,4, \ldots, N-2)$. Taking into account (3.29) and (3.30) we get

$$
\frac{16}{(2 m-1)^{2}(2 m+3)^{2}}<B_{m-1}+B_{m+1}-C_{m}<\frac{m+4}{(2 m-1)(2 m+3)(m-1)(m+1)}
$$

For the first two and the last two rows of the matrix of system (3.21), we have the following estimations:

$$
\begin{gathered}
\frac{7}{20}<C_{1}-B_{2}<\frac{9}{25} \\
\frac{1}{14}<C_{2}-B_{3}<\frac{11}{147}, \\
\frac{2 N-9}{2(2 N-3)(2 N+1)(N-2)}<C_{N-1}-B_{N-2}<\frac{2 N-7}{(2 N-3)^{2}(2 N+1)}, \\
\frac{2 N-7}{2(2 N-1)(2 N+3)(N-1)}<C_{N}-B_{N-1}<\frac{2 N-5}{(2 N-1)^{2}(2 N+3)} .
\end{gathered}
$$

For the solution of system (3.21) we consider the so-called Cholesky decomposition (see $10,11,27$, 29])

$$
\begin{equation*}
A=L D L^{\top} \tag{3.31}
\end{equation*}
$$

of a symmetric, positively defined matrix $A=\left(a_{i, j}\right)_{N \times N}$, where $L$ is a lower triangular matrix having identities of the main diagonal, $L^{\top}$ is the transposed matrix of $L$ and $D$ is a diagonal matrix. Applying the decomposition similar to (3.31), the system of linear equations

$$
A x=b
$$

can be split into the following sub-systems:

$$
\left\{\begin{array}{l}
L z=b \\
D y=z \\
L^{\top} x=y
\end{array}\right.
$$

For the system of equations on the layers $k=0$ and $k=1$, we get

$$
\begin{equation*}
A c^{(n)}=b^{(n)}, \quad n=0,1 \tag{3.32}
\end{equation*}
$$

a solution of system (3.32) has the following form $(n=0,1)$ :

$$
\begin{cases}z_{m}^{(n)}=b_{m}^{(n)}, & m \in\{1,2\} \\ z_{m}^{(n)}=b_{m}^{(n)}+\frac{B_{m-1}}{d_{m-2}} z_{m-2}^{(n)}, & m \in\{3,4, \ldots, N\} \\ y_{m}^{(n)}=\frac{z_{m}^{(n)}}{d_{m}}, & m \in\{1,2, \ldots, N\} \\ c_{m}^{(n)}=y_{m}^{(n)}, & m \in\{N, N-1\} \\ c_{m}^{(n)}=y_{m}^{(n)}+\frac{B_{m+1}}{d_{m}} c_{m+2}^{(n)}, & m \in\{N-2, N-3, \ldots, 1\}\end{cases}
$$

where

$$
\begin{cases}d_{m}=C_{m}, & m \in\{1,2\} \\ d_{m}=C_{m}-\frac{B_{m-1}^{2}}{d_{m-2}}, & m \in\{3,4, \ldots, N\}\end{cases}
$$

Any $(k+1)$-th layers, a solution of linear algebraic system of equations $A^{(k)} c^{(k+1)}=F^{(k)}$, where $k=1,2, \ldots, M-1$, has the following form:

$$
\left\{\begin{array}{llrl}
z_{m}^{(k+1)}=F_{m}^{(k)}, & & m \in\{1,2\} \\
z_{m}^{(k+1)}=F_{m}^{(k)}+\frac{2 B_{m-1}}{d_{m-2}^{(k)}} z_{m-2}^{(k+1)}, & & m \in\{3,4, \ldots, N\} \\
y_{m}^{(k+1)}=\frac{z_{m}^{(k+1)}}{d_{m}^{(k)}}, & & m \in\{1,2, \ldots, N\} \\
c_{m}^{(k+1)}=y_{m}^{(k+1)}, & & m \in\{N, N-1\} \\
c_{m}^{(k+1)}=y_{m}^{(k+1)}+\frac{2 B_{m+1}}{d_{m}^{(k)}} c_{m+2}^{(k+1)}, & & m \in\{N-2, N-3, \ldots, 1\}
\end{array}\right.
$$

where

$$
\begin{cases}d_{m}^{(k)}=2 C_{m}+\tau^{2} q_{k}, & m \in\{1,2\} \\ d_{m}^{(k)}=\left(2 C_{m}+\tau^{2} q_{k}\right)-\frac{4 B_{m-1}^{2}}{d_{m-2}^{(k)}}, & m \in\{3,4, \ldots, N\}\end{cases}
$$

## 4 Analysis of the numerical results

Let us consider the initial-boundary value problem (2.1)-(2.3) with the constants $\alpha=\beta=1$ and $t \in[0,1]$. For this problem we take two cases of tests, which are also considered in [25].

## Test 1:

$$
\begin{gathered}
\psi_{0}(x)=0, \quad \psi_{1}(x)=m \pi \sin (\pi x) \\
f(x, t)=\pi^{2}\left(-m^{2}+\left(\alpha+\beta \pi^{2} \sin ^{2}(m \pi t)\right)\right) \sin (m \pi t) \sin (\pi x)
\end{gathered}
$$

## Test 2:

$$
\begin{gathered}
\psi_{0}(x)=\sin (m \pi x), \quad \psi_{1}(x)=\pi \sin (m \pi x) \\
f(x, t)=\pi^{2}\left(1+m^{2}\left(\alpha+\beta m^{2} \pi^{2} \mathrm{e}^{2 \pi t}\right)\right) \mathrm{e}^{\pi t} \sin (m \pi x)
\end{gathered}
$$

The solutions of Test 1 and Test 2 are $u(x, t)=\sin (m \pi t) \sin (\pi x)$ and $u(x, t)=\mathrm{e}^{\pi t} \sin (m \pi x)$, respectively.


Figure 1: Dependence of logarithm of relative error on logarithm of the temporal step.

In Figure 1, there is a dependence of the logarithm of relative error of the approximated solution of Test 1 on the logarithm of the temporal step. On the horizontal axis there is the logarithm of temporal step, and on the vertical axis there is the logarithm of a relative error of the approximated solution. In all the four pictures, starting from the certain time step, the curve approaches the line, whose angular coefficient is -2 , which confirms that the approximate solution obtained by the considered scheme is of the second order accuracy. For this case, eleven $(N=11)$ coordinate functions are taken and the errors of each temporal step are calculated with a maximum norm.

In Figure 2, there are approximate and exact solutions of Test 2 at the point $t=0.5$. The approximate and exact solutions are shown as dashed and continuous curves, respectively. The errors between the exact and approximate solutions are calculated by a maximum norm and in each cases they represent the following values:

$$
\begin{aligned}
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 1.00 \times 10^{0} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 4.44 \times 10^{-5} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 3.43 \times 10^{-1} \\
\|u(x, 0.5)-\widetilde{u}(x, 0.5)\|_{\infty} & \approx 3.31 \times 10^{-5}
\end{aligned}
$$

with respect to the cases (a), (b), (c) and (d). In Figure 2, (a) and (b) represent the case $m=3$, and (c) and (d) represent the case $m=7$. In figures (a) and (b), the value of $\tau$ is the same, but the amount of the coordinate functions is different. Analogously, figures (c) and (d) have the same


Figure 2: Exact and approximate solutions at the point of 0.5 with respect to the temporal variable, which are represented by solid and dashed lines, respectively.
mesh length, however, the number of the coordinate functions is not equal to each others. As the tests show, increasing of only temporal layers is not enough to reach high order accuracy, we need to rise the amount of the coordinate functions. Nevertheless, there exists some relationship between numbers of layers and the coordinate functions.
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