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MOUNTAIN-CANYON CIRCULATION AND THE LOCAL
ATMOSPHERE PROCESSES

N. Ramishvili, Z. Khvedelidze, R. Aplakov, G. Erkomaish:
T. Shalamberidze

Accepted for publication January, 2004

ABSTRACT. Investigation of canyon winds, created by
microcirculation processes, orographic and thermal factors have
always been actual. In the known equations system of hydro-
thermo dynamic a new parameter, which describes micro-regional
peculiarity, has been brought. Corresponding solution has been
obtained. The parameter has been specified, observed and the
vesults have been calculated. Specification has been done in (30-
40)% interval.

In Georgia mountain-canyon type of winds is registered almost
everywhere. This kind of wind is created with the help of the Sun
radiation and local orographic, direction of which during the day is
from foot to top along the mountain slope and at night it blows from
top to the foot

Local wind changes not only air streams field, it also changes
regional temperature and dampness regime. weather and ecological
conditions.

As local winds from the point of climate have not been studied
completely, [1-5] their theoretical and experimental investigations are
still actual

Not equally warmed surface at a comer to horizon is considered.
System of coordinates (x,y,z) on the foot of the slope is taken.

Axis ox is directed along the slope, oy — parallel to horizontal
plane (all characteristics along oy are considered to the constant).
Temperature of the air is changed only along the slope. Because of the
small territory Coriolis forces could be ignored. We assume that the
process time development is so small, that the process could be
considered as a stationary. According to the above-said with the
atmosphere  balance continuity, motion and thermal-transport
equations will be [1-3, 9]:
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T is an air temperature; p- density; P - atmosphere pressure; g-
acceleration of gravity: V- coefficient of turbulent diffusion: t- time;
U. V. W-components of velocity to the x. v, z axes accordingly. The
problem is to find small declination of f (x, y. z) of meteorological
components of phonic £ (x) values.

After using above-mentioned coordinates (sec Fig.1) we will have
[.5)

Fig. 1.
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In the new coordinates (1, 2, 3, 4) equation system will be (1. 2]
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In cquations (6) and (9) unknowns should satisfy boundary
requirements. When m,=0: U, =W, =0; 7,=F, (x): in these conditions
after solution of equation system (6) and (9) we obtain equations:

(10)

T, = Fie™ coson an

Here Bis an air coefficient of thermal cxpansion. ©. - vertical
gradient of potential temperature: and for vertical component air
streams velocity we get equations:

2
w=6 gpv—;e‘"“sm%, (12)
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where ais heat conduction coefficient, B is value of temperature.
gradient. From (12). (13) cquations it is seen, that wind velocity is
equal to 0 on the slopes surface (n = 0). It increases according to the

altitude and gets maximum on n = % (Fig.1).



Basically maximal velocity depends on atmosphere stratification
and on daily time. Theoretical and practical values are very near to
each other, but sometimes there are significant declinations [7]. In [3]
it is given that the winds velocity does not depend on o angle (cq.12).
Experiments in Dusheti district show. that according to changing of
angle @ winds vertical velocity has changed sharply. Along the
canyons, several times winds direction has been changed [7]

Let us consider new approach of circulation of mountain-canyon
and describe this motion with the help of velocity potential ().

=22 3
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&y
=

(14)

In continuity equation we shall account dependence of density
only on z and get:

8
where q =—=— is constant.
iRy
Solution of (15) with the boundary requirements, when z—>20:
U=V, W=0 we get

9= V[~ beosmre™] (1)
It is obvious that:

U~V[l+bmsinmxe‘ ] a7)
‘W = Vbn cosnxe™ (18).

Here m and n are wave numbers. The following dependence is true:
m? +n®=nq. (19)

Designate



r=n+3 than r? (20)
2

Let us integrate continuity cquation on x from 0 to x on z from 2, to

2, and foresce that point x= z = 0 is on the line of current which

coincides with the slopes profile, i.c. z, ~¢%, that will be:

e 5 @1
or taking into account (19) and (20) the (21) will be rewritten as:
¢ @
€™ sin m\f:E[cz —d 2} @)
q

It means that slopes hillocks maximal height is defined by condition:
€™ sin mx =~

[

To express profile of current line, right part of equation (22) will
be put into series and then define z. We shall get:
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From incquality (23)
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It means that thermal influence along the slope is extended on 2-3
kilometers height. (In fact: in the Caucasus above 3 kilometers, the
current is conditioned by western transfer [1]). Micro-relicf

iariti f I should be taken into

ol 1y
account. a) Using Kibel parameter 1, 4, 9]

Z-Eey)
H-8(x.y)

Z:

(26)

H is height of mountain; &(x,y) describes shape of the slope relicf.
With the help of this parameter slope relief will be more real and will
be presented as a combination of small torsions.

After dead-ripe stage instead of (15) it will be:

where a=

H-&
current line we get:

@7)

And for maximal height:

V4

max = (28)
As a=(0.8-12), it means Z,,y =2.4-10°m. This value is more
near with observed z = 3nm value than calculated by equation (28), so
introduction of parameter a is expedient.
b) If the winds potential field is considered as three-dimensional,
ie:
S )
G000, 00 60 @9
al ' ol %

Solution will be:



0= V[x—beosms-emeal] (€0)

We will have

2=m?-n2+3 herek=r-3 31
2 2

Other results are not changed.
) Consider combination of two (a and b) cases. We get equation:

LK) o _ % )
o o e
In this case:
ak = %and k:z'zj. 33)
a

The (27) dependence remains valid. So, quite new point of view
confirms that during mountain-canyon circulation parallel to the slope
metcorological values deflection is too small which is given in [3. 4]
without any confirmation.

Equation (24) shows, that wind velocity depends on the thermal
condition of the air stream. It greatly increases during the day, changes
direction according to the height and rotates. (Fig.1) [1,7]. If the
slopes have multiple torsions (Caucasus, Elbrus territory, Surami
mountain ridge), then microcirculation turbulences are observed.
Especially anomalous conditions are in Kutaisi district and Alazani
valley [1.2]. Passing through canyon, wind is dispersed and decreased.
Because of this AT =Ty, — Tyigy above the mountains is bigger than
on the valleys. For example: in the Caucasus on the height Z = 3km,
in the momings AT =2.5°, or during the days AT=1.1°.

We have tried to explain with our theory daily temperature
gradients increasing and availability of ecological “shock” during the
Tast ten years in the cities (Tbilisi example). Tbilisi occupies canyon of
the river “Mtkvari”, between to the south-east mountain “Mitatsminda™



(with an altitude 760 m) and to the north-west Mountain “Makhata”
(with an altitude 520 m)

‘Warm

c 760 m!
520 m

Inversion Laycr
Cool Air

Fig. 2.

Thilisi local circulation.  1-during the day
2-during the night.

In winter there is sunny, quiet, anticyclone weather; very often,
temperature on the mountain “Mtatsminda” is 5-9 degrees higher than
in the observatory (450 m). Transported air to the river “Mitkvari”
canyon, with the emanations loses temperature, and because of the bad
conductivity stays there. That’s why the temperature appreciably is
low in the nights and daily amplitude increases. It's paradox, but fact
(our theory shows the same), on “Mtatsminda” in winter period,
during the day it is warmer than in the center of the city (in summer
period temperature is less). Dampness increases in the center and very
often there is mist (visibility is less than 1 kilometer) [12]. Wind in the
center of the city is less (in January Viveng:=2.2 m/sec, in July ~2.1
m/sec) than in the suburb (in Digomi accordingly 3.7 m/sec and 5.2
m/sec or in airport 5.4 m/sec and 7.2 m/sec). There is not vertical
mixture of air, except of slope type of wind (Fig.2). Because of this,



dusts and other admixtures are accumulated in inversion layer and air
pollution is increased. This issue promotes decreasing of suns ray
energy on 20-30%. It is observed, pollution air is good conductor for
the long waves and bad for ultra-violet radiation. This is too dangeous
for life. Over ground ozone concentration increases (this year in
August average concentration of ozone was 58 mg/m’, standard is (15-
20) mg/m’), which is very undesirable. Increasing of air pollution
promotes decreasing of the Earth cffect emanation, which embarrasses
cooling of air. All this promotes global increasing of temperature in
the centers of citics and not be in suburban places. In Thbilisi in
January and July average temperature is 0.6-1.2 degrees more than in
Digomi and Samgori.

Studies of local atmosphere dynamics processes of mountain-
canyon winds general theory gives possibility to calculate winds
vertical height value of the mountains slopes. In the work it is
explained the fact of air pollution increasing in the over ground layer
and increasing on 2-2.5 degrees of daily temperature amplitude for the
last ten years in comparison with the 70 § of the last century.
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ON THE QUESTION OF DEPOLARIZATION OF LIGHT
IN NONSTATIONARY ABSORBING OBJECTS

A-Purtseladze
Accepted for publication February, 2004

ABSTRACT. The change of the polarization state of light in
passing through nonstationary anisotropic medium with complex
birefringence which is described by the sinusoidally changing
square function of time has been considered. It has been shown
that with definite meanings of characteristics the medium causes a
full depolarization of originally fully polarized light.

The passing of light through the nonstationary anisotropic medium
results in the factor that the originally fully polarized light becomes
partially polarized (1,2]. In those works the nonstationary anisotropic
medium was characterized by nonstationary bircfringence An(t) (in a
general case complex) and nonstationary angle of orientation of the
axis of anisotropy p(t), in this case the axis of anisotropy was
considered with respect to the laboratory ccordmam syslem if we
admit that the axes of and
coincide. [1,2] contains information about the degree of polarization
of the field which has passed through the nonstationary medium in the
most general way without concretizing the kind of temporal
dependence the of AA(t) and p(t). As an example in the work (3]
there has been considered the nonstationary medium with a sinusoidal
change of coefficient of birefringence with linear change of p(t) .

In this work we consider the nonsl;monary anisotropic med.lum
which is ized by complex (taking
into consideration) in the form of sinusoidally changing square
function of time. In this case it is admitted that p(t) is the linear
function of time. This admission is due to little change of p(t) with
change of AR(t) [4]:




i+, ~24,,

AR() = A Acos>0t, p@® =k, t<T. (1)
AT (D) 5=0 08 p (t) 1= 0} SIS TR

where

fiy =n, —inty,

o =N, —iNT, is the initially complex refraction coefficient:

y =Dy —InTy are complex refraction

coefficients according to the respective axes (n,,ny,n, are real

y
refraction coefficients, T, , 7y, 7y are extinction coefficients); A,0,k
are characteristics of the nonstationary medium depending on the kind
of the medium; T in the time of observation.

Here AA(t) and p(t) are sufficiently quick functions of time
which are comparable with optical frequency.

Let the fully elliptically polarized wave E with frequency o, with
the orientation of the major axis of the ellipse along the axis X of the
laboratory coordinate system which is spreading along the axis Z be
incident on the nonstationary anisotropic medium. When passing
through this medium the wave is partially depolarized and the degree
of the polarization of the past field is defined by the ratio [5]

B A S e @)
pol + Inonpot
when I, is the intensity of the polarized part, Inonpol is the intensity

v

of the nonpolarized part.
The expression of the degree of polarization in the most general
way without udung into consideration the apparent kind of temporal
r the of the ry medium has

i
[sm Zp(t)[sh’[ Am(l)]+sm [a’° An(())]dl
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l] is a wave which

1
where E=E, cxpi(mclfmcz{ ! ] [og;
tie
is incident on the medium, Ey, Ey are components of electrical vector

2n
according to the respective axis: @, =, ho is a wavelength;  is
o

the thickness of the medium.
Substituting into (3) the evident kind of the function An(t) and
p(t) from (1) we shall receive

= X 2od
I w’(zu)[ex.’( i n(u/\\:mImlJ4smz(%)nnAcmlmlJ]d(
2 2
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= 5 0
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Having solved the integrals which enter into (4) for the degree of
polarization we shall reccive

1=l =y +1y ®

where 1, T, I3, I, I is the solution of the integrals:

h= Tch(:eqdme/\cosz m)dt
0
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where HY,H? (Hankel function) are cylindrical functions of the 3"
kind of order p [6].

Substituting into (5) the solution of the integrals in the apparent
kind (6)-(10) we shall receive:

16
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A= (1)
where
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If we know ics of the anisotropi y medium
and the wavelength of the incident light A, then the expressions (11)-
(13) allow the numerical valuc of the degree of the partial polarization
of the light which has passed through the medium to be found with the
help of Tables of cylindrical function (1).

With sufficiently big values of the argument HPand

A

| @ ZednoA oy @
(22 o,

(iyk/e

dntoA
H;ﬂ(%»l,@ﬁ»l], we can make use of an

asymptotic approximation [6] and under these conditions (6)-(10) are
simplified.
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In this case for the degree of polarization from (5) we shall
receive:
>

s.n(iacodnan—1]+( ykron 1=¢ cus[m’ AV SK ]
3 1+e?

sin[ia:ndmoA»g)‘(—l)k““ sin[xazﬁdch
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4 20

g 3 Ko _r_k
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° sinf iz, dnt,A-Z Jr(fi)”"’”l & -cos| i, di A———Ln
S 1+ > 20

(14)
it £ 50 then from (14) V = 0 which suggests the fully polarized
o

light which has passed through the medium (1) is fully depolarized.
The analog of the medium which is described in (1) can be the
device of the Kerr cell type.
In conclusion we shall note that later the experimental test of the
results received in this work with the purpose of creating a device,
‘which fully depolarizes polarized radiation, is expected:




Acknowledgment. The author thanks B. Kilosanidze for useful
discussions.

REFERENCES.

1.Sh Kakichashvili. The Journal of Technical Physics, 1995, 65, 200,
(Russian).

2.Sh. Kakichashvili, A. Purtseladze. Letter to Journal of Technical
Ph\s)cs 1999, 25, 74, (Russian).

Proceedings to 1 Thilisi State

Umvusn).ZOOZ. 38,15

4.Sh. D. Kakichashvili. Optics and Spectrocopy. 1984, 56, 6, 977

5.U. Sherkliff. Polarized light. M., 1969.

6.T.A Rozet. Elements of the theory of cylindrical functions with the
supplement to radio engineering. M., 1956, 224

Georgian Academy of Sciences
Institute of Cybernetics

3.330p9R3%)

SANLBIGOMESG IR 30 S60)IIIR M30IIBIBIN
LOGSOROL RIIMVIGODSGO0L BILSLID

©3li336s

b 3o
gt mauwmsmm ‘sﬁnﬂmaﬁm]gq maan el - 3yiegy
@sgo Ut 3
@imda Loy 960 3ol J33Rey ‘Bllsﬂb"“"’ 6B~
3959303, Gmd Bsbal b 8563390
3005 BenggBemo g ofagh M3gesdotagmsR Lgms] Somotody
20 baBsomols e ggdmmatioBagost.




BOUND qq SYSTEMS IN THE FRAMEWORK OF TW.0-

BODY DIRAC EQUATIONS OBTAINED FROM DIFFERENT
'VERSIONS OF 3D-REDUCTIONS OF THE BETHE-
SALPETER EQUATION

T. idze, T. Kopaleishvili, D.

Accepted for publication March, 2004

ABSTRACT. The two-body Dirac equations for bound
q@ systems are obtained from the different (five) versions of the
3D-equations derived from Bethe-Salpeter equation with the

kernel in the space using the additional
approximations. There are formulated the normalization
conditions for the wave functions satisfying the obtained two-body
Dirac equations. The spin structure of the confining qq

interaction is taken in the form xy)®y)+(1-x)I; ®1,, with
0<x<1. It is shown that the two-body Dirac equations obtained
from the Salpeter equation does not depend on x. As to other four
versions such dependence is left. For the systems (u3), (c), (c5)
the dependence of the stable solutions of the Dirac equations
obtained in the different version on the mixture parameter x is
investigated. Results are compared with such dependence of 3D-
equations denved from Bethe-Salpeter equations without the
additional app; and some new ions are obtained.

1. INTRODUCTION

The Bethe-Salpeter (BS) equation provides natural basis for the
relativistic treatment of bound gl systems in the framework of the
constituent quark model. But due to fact that the BS wave function

not prob ional (3D)
reduction is necessary. R/evlew of investigations of bound qq systems
(mesons) on basis of equations for the wave function obtained in

20




different versions of 3D-reduction of BS equation in the instantancous
(static) approximation for kemnel of BS equation is given in Ref. 1. In
literature there are known five such versions formulated in Refs.
\cite{b1}-\cite{b7}, below noted as SAL 2, GR 3, MW 4, CJ 5 and
MNK 6, 7, versions. The last four 3D-equations have correct one-body
limit (the Dirac equation) when the mass of one of the particles tends
to infinity. As it is well-known the Salpeter has not such a limit. Note
that Gross equation is obtained only for m, #m, case, while other
versions work for the equal masses (m, = m, ) too

In our previous papers [7-9] the dependence of the existence of the
stable solutions of above mentioned 3D-equations on the Lorentz
(spin) structure of qQ-confining interaction potential was
investigated. In the literature (sec e.g [10,11]) this problem was
considered in the framework of two-body Dirac equation (TBDE).
There arises the problem, what kind of Lorentz (spin) structure must
be used in the TBDE. It scems theoretically natural to begin from the
above mentioned 3D-relativistic equations obtained from BS equation
and use some additional kinematical approximations. Below such
approach is used for derivation of the TBDE for wave function of
bound qq systems and the corresponding normalization conditions for
wave function are formulated.

Then these equations are used for investigation of some aspects of
the problem connccted to the mass spectra of qq bound systems

(mesons), namely, dependence of the existence of the stable solutions
of these equations and mass spectra on the Lorentz (spin) structure of
qq interaction potential.

2.THE TWO BODY DIRAC EQUATION FOR BOUND qq
SYSTEMS AND NORMALIZATION CONDITIONS FOR THE
CORRESPONDING WAVE FUNCTION

To derive such an equation note that all 3D-equations given in
Ref.1 can be written in the common form (c.m.f.)

(M= () = by (-P) By ()=

21
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fin P Ansg (SAL)
2o, o,
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A
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S L2 1+-L@=2 |, MW
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2| o +o,
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22)

a=E} -E} :%(M’ +b-2(0}-03)). by =E,~E,.
:*(”dn)
e

mz—m, M REbIlin =,
M? 2y ° m+m,

R\0?—4y%a, b=M+by, B=a+p{by+pf”.

=0,81,, 0,=1,80,

dip =

b =ap; +mir}, o

B
.

Note that from the eq.(2.1) with the operators IT (2.2)
immediately the system of equations (3.61) in Ref.l follows with

22



definition (3.62,63), if eq. (2.1) is multiplied from left by projection
operator A$%*2 and their properties are used:

o, +ah

AR 2 AG) @ ALD AC) L AEIAPD =5 g, A

20

Lffh Y
20, 0,)

SALI MM
n ’AIZ —Alz i

Fantieaeninf
R =AY +AG J:g(la,;'l] @3)
Now if in the operator [T*\ we use the approximation
; il
LT @4
@, Gh
then the TBDE is obtained:
[M=h, ()=, (-p) ¥y (0) =
d} '
=T34y @1 T ‘;, V)@,  @5)
=

1
S E(yf +y‘2') 2.6)

This has already been used in coordinate space for bound qq systems
in Refs.10, 11 and corresponds to Lorentz (spin) structure of confining
potential (see below(2.14)).

In approximation (2.4) from (2.2) it follows

nf®=1(4y0). @)

23



As to MW, CJ and MNK versions for derivation of corresponding
TBDE the additional to (2.4) approximation is need, namely,

T(M;0) = IM(m, +m;:0) =TI1,, 238)
which is quite natural because it corresponds to zero approximation in

iteration procedure for solving nonlinear over M eq. (2.1) for the
MW, CJ and MNK versions. As a result from (2.2) it follows

1
m™ = Lo v+ a-r0 @) @9
. BE e (@
nu:E[l“P\Y?*Pﬂ‘z’l o @.10)
== (MNK)
m? +m2

Thus, we have the following TBDE obtained from, (2.1), (2.2)
[M =, ()= by (-p) My (9) =

=My} ©13]

&
Vp.p)¥n@). @11)

@ P-P)* M (P

where the operator Il is given by the formulae (2.6), (2.7), (2.9),

(2.10).

Note that there is the another approach for formulation the TBDE,
namely, generation of the one-body Dirac equation o two-body one,
using constrain dynamics and relation to quantum field theory.
Review of such an approach is given in Ref.12.

Representing the wave function Wy;(p) as sum of "frequency"
components

)= TAGDeW @)= TYEE) @12

sy @

2



from the cq. (2.11) the system of the equation for the
functions W{{*“*(p) follows

M=(@0, +020) P @) = AT o1 @13

1(2 5 V(pp) z W) (2.13)

Taking the qq interaction operator V- in the form 1 (combination
of one-gluon exchange and confining part of potential)

V=1t ©10V00 +frt @18 +(-v @ Ve  @14)
and representing the function \W{{1“)(p) as
Y () = @15)
1 1

=SNG | _aop O —mep [=F5 (@) [E @),
o) +oym; @ +0,my

NG9 (o = [ My [0, +apmy 216
127 () T | P (2.16)

then for the wave functions %{{!*?)(p) from (2.13) can be obtained
the following system of equations:

where

[M = (01 + 20, )i () =
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- jd‘p'

= V{gean'a) p, pryy(@a) 1) @17
o'ey (2

where
Ve (p, pt) = N2 (p)BE242) (p, p )N{3 2 '), (2.18)

B(%% ') (p o) =

[ 090 "G (91P)(92P)(01P)(G2D")

! T R Vi(p,p). (SAL)
(@ + o )(@5 +am)(O; '+ oy 'm)(@2 "+t ')

219
B %) (o) =

0505 '(53p)(52P")

= Vi(pp)+
[‘(pp) (03 +0ym)(0; "+, 'm )

Vz(x:pm')]. (GR)  (2.20)

Bl %) p1) =
0105095 (61P)(92P)(01")(02P")
(01 +0qm;)(©; +0ym,)(0) oy 'm ) (@2 +a'm)

]Vx (@®:p)+

-

[+M

(@) +oym;)(@; '+ 'my)

S (o) (o; D) IS oy o o
Merooro .mz}}vz(X,P-P)w MW @2y

posaeg oy o [ e (epiop)
o V‘“’"’“[(m+a|m.)(m.‘+a.'m.> 2y
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9305 (02p)(02p") g
e e e I V2 O D DA
(@ +om )@,y 'my) 2(pop) 222
(CJ,MNK)

;= ym? Vi (i) = Voo @:p) + Ve @:p').
Vo(5p,p) = Voo (Pip) + @x-DVe(pp).  (223)

It is very important that the TBDE (2.17) with effective potential
(2.18) with (2.19) obtained from the equation (2.1), corresponding to
SAL version (2.2) docs not depend on parameter x intemed in the
interaction operator (2.14), which means that from this equation no
information can be obtained on the Lorentz (spin) structure of the
confining qq interaction potential (2.14). Second interesting result is
that the wave functions satisfying the TBDE (2.17) with effective
potentials defined by formulac (2.18) with expression(2.19), (2.20),
obtained for SAL and GR versions (2.2) of the 3D-relativistic
equations have all nonzero "frequency. components” whereas two
components of the wave functions satisfying the cquation (2.1) with
projection operators (2.2), are zero, namely:

B = AGPDy =0 (SAL)
B = AGIDy =0 (GR) 2.24)

which directly follows (and is well known) from the eq.(2.1) if it is
multiplied (from left) by the operators A, A and used the
formulae (2.3).

For formulation of normalization condition for the wave function
(2.12) which satisfies the equation (2.11), we note that normalization
condition for Salpeter wave function obtained in Ref.1 (sec (3.14)) can
be written in the form

(@[] By)=2M. (225)
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The analogous condition can be derived for wave function
satisfying Gross equation (2.1) (2.2) if we use equation for full Green
operator corresponding to the equation (2.1).

G=g M +800G,  go=[M-h, -h,]",
S of S0
To=1)®15, U =00V, (2.26)

Assuming that the operator G~ exists (being natural at any rate
in the bound states, we need) from eq. (2.26) after some transformati-
ons the following relation can be obtained

Er(,n[ga‘ - U|Gr, = Gr,nmn @27

Noting that [T g [Tog =Map from (wef{eq.20}) we have

G} [g;‘ - ] ToIOR =Gr,e* (2.28)

Now using the spectral representation of Green operator G

o 2‘_<_Lm)< L

B @29

from (2.28) it can be obtained the relation

<5M IHGR

i )IO® =2MI %" (2:30)

It means that the normalization condition analogous to (2.25)

(B |1y ) =2M (231)
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holds only in corresponding subspace of the Gilbert space. Note that
the condition (2.31) can be obtained from the formula (3.28) of ref.1,
which was not derived. but supposed with an analogy to (3.14).

Now. noting that the TBDE (2.11) for the SAL and GR versions of
the 3D-relativistic equation (2.1) were obtained in the approximation

(2.4) for the projection operators I15*“and %, the corresponding
condition for wave function can be obtained from (2.25), (2.31) by
replacement A" = [13* (2.6) and TI® =TIR (2.7). Thus we
have

(Pu [EAOR [Wyg)=2M @232)

where TT$AY and TI$® are given by formulae (2.6), (2.7).
Further, noting that the projection operator M) (2.9) satisfies

condition TY™TIHY =1, from relation (2.27) can be obtained the
normalization condition analogous to (2.32) i.e.

(ae 5™ | W) = 2M. (233)

As to normalization conditions for wave functions satisfying the
TBDE (2.11), corresponding to the CJ and MNK versions, they can
not be derived because the projection

operators [T, (2.10) does not satisfy the conditions IT,IT, =TI, or

Ty, =1. But bellow we assume (suppose) that the condition
analogous to (\ref{eq.25}) can be written in common form

(¥

where operator [, is given by the formulac (2.6), (2.7), (2.9), (2.10)

for all versions. As a result with an account of the formulae (2.12),
(2.15), (2.16) the normalization condition for the components of the
(@19,)

| ¥h) = 2M, @34)

wave functions ¥y, takes the form
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< muz)'NLm:az)f(a.umn /An.n;>N(D,uzJ|x(mn1)> 2M (2.35)

Eres
from which follows
1
& Lip@eapin |11,
@Vadpp, 4 !
il
0 0
+ayBEGHE P (1) + oy EGebib) : s (236)
M M
SAL
S ol L GR
B Piom| O e ), 08 ) oy ‘
1 Mw
0 CI,MNK
where

E(gieabib) - J(xm, )(1»,(:Z )(np )(1+p, )(237)

Now we use the partial-wave expansion for the function
Ol

(%“z)(p)‘ “LSJM’)R(u,u,J@) Ex‘“'“’)(n){ p]

(2.38)
where R{%2)(p) are corresponding radial wave functions. And the

potential functions Vo (p,p!), Ve (p,p!) are represented in' form
(local potentials)
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Vp-p)=@n)’ ¥ v"(p,p')(n\E§Wj)(i§lmj\n'), 239)
85,
where
V@)= %Jja(prwo)mp‘mzdn @.40)
)

j1-(x) being the spherical Bessel function. Then from the system of

equations (2.17), the effective potentials of which are defined by the
formulac (2.18)-(2.23) we obtain the following system of equations

for the radial functions R{% (p)

SAL version
M= (0 nxzmz)]k‘“'“”(p):

LY

=% Jp"dp[(N‘“*““Np)N‘“* D=

oty oy NG “z’w("" “”(p’))V’(p.p)JRf(“;’)(p) (241)
M- (@01 +2202)[REES 0)=
z Jp“dp{lN‘“‘“%)N‘“' DEVHen-  @42)

000 uz'N‘ 472) NG %) () Vigrany B, PR @) -
1o TN (-0 '~y ) 2 O
g o N ONGH 025 Vi @ PIREE (6
GR version

M- (0, +a2mz)]R":'g")‘})(p) =



): jp'zdp([N“"““(mN‘“‘ =) )V (p.p) +

«xzuz‘Nt‘;' RION AR ONAE PPOIRGE ) -

oty "N N )(p)Vz(")(x o p)}Rg‘;‘;n(p‘“ (243)

M= (o) + a0 R @)=
-3 jp'zdp'[N‘“‘“”(p)N“" ) Vi (o, p) +
e’
+ap0p NGV ENG VeV ep R ) @44
MW, CJ and MNK versions
M- (@0, +u,a,)]n(;=;;ﬂ(p) =
1oty T
Z Ip"dp{[(N(“‘“’)(p)NS‘“’)(p‘)[J’
a0
—oya30,/0; N ) NG "“(m[ ])V, ®p)+
oo NGA ()N “"‘”(p')( )+
M2,

. e (e Uisnro,
+o00 NP N "w(m}v;'@’,mp»p)1R‘,‘(‘;,‘;“(pa+
ﬂ(,,]am(—u.uz)@)Ngufuz')@[ 1 ]_
—%%N"‘"““’(p)N.‘?""“”(p')[ ])Vu spRGDE)  @45)

M- (@0; +00,)| RSP ) =
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= ), Jp"dqu“‘l“r’(p)Ng‘;""Z"<puG]\/.”'(p.p')f
—u\uzm‘umﬁ;“*'“"(p)N‘,;“'"“Z"<p7((')]v,u:,,np.pa+
+ra,am{;"“ﬂ(p)Nﬁ;“-‘“l"(p)[ i Jf (246)
o000 NG ) ()N '“‘Hp)( ])Vz(x P RRSHT @)+

—ay

()=

a0y NGH ™) NG T Vi @ROREE 603

1 [(1+1 J
v(\b 8 Vhl VJ—I
L 2]+l[[ ] ] B g8 |

\/J<J+l LD _yoa] ooy,

where

Vaeys = 247)

Vg = [Vm +41( Uvm]

@+ 1)’

Note that if only confining potential (2.14) and parameter X :%

are taken into account, then equations for MW (2.45), (2.46) and SAL
versions (2.41), (2.42) versions are the same. As to versions GR and
J, MNK equations (2.43). (2.44) and (2.45), (2.46) coincide with
each other and what is more, dependence of these equations on total
spin (S) disappears. Dependence of spin (S) appears only if Vog is
taken into account, what can be seen from formulae (2.20), (2.22) too.
It is interesting to compare the system of equations (2.41)-(2.46)
with the system of equations obtained from (2.1) without the
approximation (2.4), (2.8) (see egs. (4.16, 17) in [1], ignoring the
terms corresponding to t'Hooft interaction )
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(M- o) +oa0)| R 0) =

A M) 3 NG NG )+
@0
e N4 D QNG )V . p) +

e NG NG p)
-a; (o'~ a3) 8, (@'cy’)
+oqaa N @NG T VIR (ip IR 0 -

(o NG @NGH ) -

~az0, N D NG ) Va(oyy (6. IR

'aty")
EeE) @49

[M= (@0, + 000 |RETP @)=

— ACE M) 3 Ip’zdp([N(“""’(p)N‘“‘“’)(p‘M”'(P P+
@'ay’ 0
10500 0 NG D NG (0) Vi (. ) +
+oayNGH D NG ) + (249
ot {3172 ()N '(p))vz Cp. PRI o)+
Hooaay NG ENGH ) 2= T Ve PR ()},
where

) =41, AGD =0, (SAL), AMD=11, AP =0, (GR);
A 4@ Mgy
0,+0,” g

A o) Mok @01 +0009) (01 55
) @50



A ‘“‘“‘L—[M(n 57— p§ Moo, ~u1m2)+B((x|n),+u2mz)]
(MNK)
Note that the last expression in (2.50) is obtained from (3.62) in
(1] after some transformation

Main difference between the system of equations (2.41)-(2.46) and
(2.48), (2.49) with the expression (2.50) is following: 1) In the wave
functions R{%"?)(p) satisfying the system of cquations (2.48), (2.49)
for (SAL) and (GR) versions the nonzero functions are only R {57 (p)
and R{%)(p) respectively (about this fact was mentioned above).
whereas in the corresponding system of equations (2.41), (2.42),
(2.43), (244) all components of wave functions R{$f'?(p) are
nonzero; 2) The system of equations (2.48), (2.49) for the MW, CI
and MNK versions are nonlinear over M whereas the system of
equations (2.45), (2.46) are lincar one; 3) Dirac equations (2.41),

(2.42) obtained from the Salpeter equation do not depend on mixture
parameter x, what can be seen directly from (2.13), (2.14).

3. PROCEDURE FOR SOLVING THE OBTAINED
EQUATIONS

For solving bound-state equations (2.41)-(2.46) or (2.48), (2.49),
we need to specify the interaction potentials Vog and Ve (2.14).
Below for V(1) we use the following form [1], [8]

22
B1p05T

Ve@= ‘as(mu) Vo 3.1

21 A gmym,r

=1
p mym
os(@)= [ °—1] i =m g iy =T, G2)

35



where Q7 is the momentum transferred and the 4/3 comes from the
color-dependent part of the qq interaction, 7 is the number of flavors
(=3 for u. d. s quarks: n;=4 for u, d, s, c: n;=5 for u. d, s. c. b)
@9.Aq,Vo and A are considered to be the free parameters of the
model. The potential given by expression (3.1) effectively reduces to
the harmonic oscillator potential for the light quarks u, d, s and to the
linear potential to the heavy ¢, b quarks is the dimensionless parameter
A, is chosen small enough. Moreover, asymptotically, for a large 7 it
is lincar and almost flavor-independent. The one-ghion exchange
potential is given by standard expression [1], [8]

Vos ()= (33)

T4 us(mm
r
Now we have to specify the numerical procedure for solution of
the systems of radial equations (2.41)-(2.46), (2.48), (2.49). A possible
algorithm looks as follows: we choose the known basic functions by
R, (p). The unknown radial wave functions are expanded in the
linear combination of the basic functions

R{%) (p) = 2M(2n)° ZCﬁ‘&“y”RnL(px G4)

where CY1%2) are the coefficients of the expansion. The integral
equation for the radial wave functions is then transformed into the
system of linear equations for these coefficients. If the transaction is
carried out the finite system of equations is obtained that can be
solved by using conventional numerical methods. The convergence of
the whole procedure, with more terms taken into account in the
expansion (3.4) depends on the successful choice of the basis. In case
of the confining potential of form (3.1) it is natural to take as a basis
the functions  corresponding to oscillator potential, which is obtained
from (3.1) at 4,=0, in non-relativistic limit of the system of
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equations obtained from (2.41)-2.46), (2.48),(2.49). The radial wave
functions in this case have the form [1] (the formula (4.52)).

Ry @=p5"*Rus (), Po = B0y 305 (mE),

2
2= R,y (@) =zt exp(= D) Fien L+ 2, 22),
Po 2 2

=

T@+1)

—L
L
(55

where | F; denotes the confluent hypergeometric function.

Now, satisfying the expression (3.4) into the system of equations
(2.41)-(2.46) gebraic cquations for the coefficients C($2) can be
obtained

\,(C(“l“l) 2 2 H;‘;;‘;’;T:})(M)C(u',uzl) (3.5)

/%L

It is necessary to note that the matrix H,g(M) depends on meson
mass M only for MW, CJ and MNK versions as it can been seen from
equations (3.6) for M is not linear one and therefore should be solved,
e, by iteration. As to the system of Dirac equations (2.41)-(2.46)
such a problem does not exist.

4. THE NUMERICAL RESULTS AND ADDITIONAL
CONCLUSIONS

The main problem we have investigated at first stage is
dependence of the existence of stable solutions of the eq. (3.6) i.e. the
equations (2.41)-(2.46), (2.48), (2.49) on Lorentz (spin) structure of
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the confining q§ interaction potential, i.c. on the parameter x.. This
will be done taking as examples the 5, ¢ and ¢35, bound states
with constituent quark masses m, =my =280 MeV , m, =400 MeV ,
m, =1470MeV and the free parameters of the confining potential
3B, (B2 - ©=710MeV, V,=525MeV, A,=0.0270,
A=120MeV

Note, that in [8] only the SAL version of 3D-reduction of Bethe-
Salpeter equation was considered as to MW, CJ and MNK without
additional approximation (2.4) with oscillator like potential (A =0
in (3.1)) were considered in Refs.7, 9.

The results of the calculations are given for states **'L; (note,
that for cases >S;,>P, are ignored additional corresponding terms

3D,,F, because they give small contribution in the calculated
mass).

The additional conclusions (to pure theoretical results obtained in
the section 2), which can be obtained from the Tables 1, 2 are the
following:

1. The area of changing of parameters x, for which stable
solutions of two-body Dirac equations exist, is a little
enlarged compared for all versions of 3D-equations.

For cii and ¢5 bound systems Gross version works better
what is related to the large difference of constituent masses.

The area of existence of the stable solutions is enlarged with
increasing of the constituent masses which is theoretically
understandable.

Masses of the bound qq systems obtained from solutions of
Dirac equations are bigger then masses corresponding to 3D-
equations obtained from BS equation for all versions except.
GR version case.

It is very important, that for x=0.5 (i.e. the equal mixture of
scalar and 4th-component of vector confining qq-interaction
potential) the stable solutions of considered relativistic
equations always exist and can be used for investigations the
mass spectrum and properties of bound qq systems.

~
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=
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Table 1. The dependence of the qq system mass for light.
constituent quarks on the mixing parameter x in the different 3D-
ions of Bethe-Salpeter equations and ing Dirac
equations. “*” denotes the absence of the stable solutions. Masses
are given in MeV.

x 010. [ F071E [50:3E [ForsHa[ok72s IOISHN [RRIK0)
us *S, (892)
SAL * [ 812 [ 870 [ 914 | 950 [ 980 [ 993
SALD 979
GR 839 859 897 934 967 &~ g
GRD | 944 | 947 | 954 | 962 | 975 | * g
MW 863 877 907 943 983 X £
MWD | 879 | 887 | 905 | 928 | 957 | * *
CJ_| 878 | 893 | 924 | 959 | 998 | * *
CJD_| 924 | 930 | 942 | 955 | 972 | * *
MNK_| 814 | 830 | 861 | 891 | * * *
MNKD | 923 | 929 | 941 | 955 | 972 | * *
u5_(1350)
SAL | 1189 | 1204 [ 1213 [ 1210 | 1202 | 1189 | 1182
SALD 1349
GR | 1233 [ 1232 [ 1229 [ 1223 [ 1218 | * *
GRD_| 1304 | 1302 | 1300 | 1298 | 1298 | * *
MW_ | 1255 | 1253 | 1249 [ 1250 | * * 5
MWD | 1278 | 1274 | 1267 | 1260 | 1257 | * *
CJ_ | 1268 | 1267 | 1263 [ 1260 | 1264 | * *
CJD_[ 1296 | 1294 | 1290 [ 1287 | 1284 | 1285 | *
MNK [1217 | 1212 | 1202 [ 1190 | * ¥ *
MNKD | 1295 | 1293 [ 1289 | 1286 [ 1284 | * g
us P, (1430)
SAL * [ * 1189 [ 1289 [ 1367 [ 1430 [ 1458
SALD 1318
GR_| 11191159 [1237 [ 1310 [ 1381 * [ *
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GRD ‘1278 1284 | 1297 | 1314 | 1336
MW 1184 | 1209 | 1262 | 1326 | 1384

*
¥
MWD | 1185 | 1200 | 1234 | 1275 | 1326 ¥
*

cJ 1181 | 1211 | 1276 | 1345 | 1421

CJD 1254 | 1264 | 1286 | 1310 | 1337 | 1369 1388

MNK_| 1137 1223 | 1282 | 1344 | 1408 | *
MNKD | 1254 | 1264 | 1285 | 1309 | 1388 | 1372 | *

Table 2. The dependence of the qq system mass for heavy

constituent quarks on the mixing parameter x in the different 3D-

reductions of Bethe-Salpeter equations and corresponding Dirac

equations. “*” denotes the absence of the stable solutions. Masses
are given in MeV.

x 07010 KO TN [0/ 0 OIS T | REOZ A8 OO o)

cit 'S, (1863)

SAL | 1881 ] 1895 | 1920 | 1943 | 1965 | 1985 [ 1994
1983

GR 1883 | 1896 | 1921 [ 1944 | 1966 | 1986 | 1995
GRD [ 1979 | 1979 | 1978 | 1978 | 1978 | 1978 | 1979
Mw_| 1915 | 1922 | 1935 | 1951 | 1972 5 %
MWD | 1924 | 1929 | 1942 | 1958 | 1979 i s
CJ 1921 | 1928 | 1943 | 1960 | 1982 2 X
CJD_ | 1932 | 1937 | 1948 | 1961 | 1978 | 2003 1
*
*

MNK_| 1928 | 1934 | 1946 | 1961 | 1978 | *
MNKD [ 1927 | 1932 | 1944 [ 1958 [ 11977 [ *
cit *S; (2010)
SAL | 1883 [ 1897 1946 | 1968 [ 1988 [ 1988
SALD 1981
GR | 1886 [ 1899 [ 1924 [ 1947 [ 1969 [ 1989 | 1999
GRD [ 1977 [ 11977 | 1978 [ 1979 [ 1981 | 1982 | 1983
Mw_[ 1918 (1924 [ 1938 [ 1955 [ 1977 [ *

)
S
N}




MWD | 1921 | 1926 | 1939 | 1955 | 1975 2 N
(el 1923 | 1930 | 1948 | 1963 | 1981 b ¥
CJD 1932 | 1937 | 1948 | 1961 | 1978 | 2003 £
MNK | 1930 | 1935 | 1948 | 1963 | 1981 ¥ =

MNKD | 1927 | 1932 | 1944 | 1958 | 1977 i &

5 'S, (1971)

SAL | 2020 | 2031 [ 2055 | 2070 | 2088 | 2105 | 2113

SALD 2106

GR 2023 | 2033 | 2052 | 2071 | 2089 | 2106 | 2114
GRD | 2106 | 2100 | 2100 | 2100 | 2100 | 2100 | 2100
MW | 2044 | 2050 | 2062 | 2077 | 2094 | 2118 B
MWD | 2052 | 2058 | 2070 | 2084 | 2101 | 2126 &

(&% 2051 | 2057 | 2071 | 2087 | 2105 | 2126 2
CJD | 2063 | 2067 | 2077 | 2087 | 2100 | 2116 | 2127
MNK | 2052 | 2057 | 2069 | 2082 | 2097 | 2116 ¥

MNKD | 2059 | 2063 | 2073 | 2085 | 2100 | 2120 W

5 *S, (2107)
SAL_| 2023 | 2033 | 2054 | 2073 | 2091 | 2108 [ 2116
SALD 2104

£
=
S
S
B
9
3
g8

2055 | 2074 ‘ 2092 | 2110 | 2118
GRD | 2098 | 2099 | 2100 | 2102 | 2103 | 2105 | 2106
MW | 2047 | 2053 | 2065 | 2080 | 2098 | 2124 ¥
MWD | 2049 | 2054 | 2066 | 2080 | 2097 | 2121 N
CcJ 2053 | 2060 | 2074 | 2089 | 2108 & %
CJD_| 2063 | 2067 | 2077 | 2089 | 2108 | 2116 | 2127
MNK | 2054 | 2059 | 2071 | 2084 | 2100 | 2119 | *
MNKD | 2059 | 2063 | 2073 [ 2085 | 2100 | 2120 | *
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ON THE UNIVERSALITY AND ASYMPTOTIC BEHAVIOR

OF THE MULTIPLICITY DISTRIBUTIONS OF CHARGED
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THE FRAMEWORK OF THE CLUSTER-CASCADING
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ABSTRACT. Multiplicity distributions of charged hadrons
created in the e'e, PP(P) and A, (nucleus-nucleus) collisions at
high energies are analyzed in the framework of the cluster-
cascading model (CCM). It is shown that the average numbers of
clusters <N> reach corresponding plateaus (it depends on the
type of collision e'e, PP(P), AiA). Multiplicity distributions of
particles inside cluster do not depend on the type of colliding
objects and have universal character.

ITRODUCTION

Cluster-cascading  model (CCM) is based on the Negative
Binomial Distribution (NBD) which is of the form [1]

f@+K), <n> o K
nlT(K) <n>+K <n>+K

P,(<n>K)=

where <n>=<n.> is average multiplicity of charged secondary hadrons
. Parameter K determines the form of the distribution.
Quantities K and <n> are related to the dispersion

D?(D=v<n?>-<n>2)as follows:
2
<n>
e &

K=

—<n>

Recurrence relation between Py and Py, is of the form



(n+1}3pn+12g(n):“[sn

o and B are related to <n> and K in the following way:

K<n> <n>
a=— i
K+<n>

K+<n>

(©)

“)

According to CCM the process of multiple production is
interpreted as follows: after the collision of high cnergy objects
(leptons, hadrons, nuclei) an excited multiparticle compound system is
created in the form of N-cluster state; Each cluster is produced from
one particle (which is produced in the initial act of the collision) called
“patriarch”. One “patriarch” forms one cluster. It is assumed that
“patriarch” (clusters) can be considered as resonances which formed

and decaying independently from cach other.
<N>- average number of clusters is given by the expression

<n>
<N>=

<n.>’

where <n.> is the average number of particles in the cluster

ol D]
(1-p)ln(1-p)

Multiplicity distribution of particlos inside the cluster is given by

-®"

)= hap)

The dispersion of particles in clusters is given by the expression

D, =4y<n?>-<n,>?,

©)

(0]

@®)
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‘where

ri= o ©
e

THE ANALYSIS OF EXPERIMENTAL DATA

In Refs. 23] city distributions at charged es P,
in ¢c-annihilation (in the encrgy range 14< /S <130 GeV), PP(P)
- collisions (in the energy range 6<4/5< 900 GeV) and AA-
collisions (in the energy range 248 < Ey <10 AGeV) have been
considered in the framework of the CCM.

It has been shown that the average number of produced clusters <
N > practically does not depend on the energy (in the energy interval
considered) and on the atomic weights of colliding nuclei and is
approximately equal to ~ 4.5.

Analysis of data for AiA collisions at 200 AGeV shows that the
number of created clusters practically remains the same (4.77+0.25 +
5.98+0.35) (see Table 1).

It has been shown [2,3] that in e’e’ - annihilation average number
of cluster <N> reaches the platean with the value ~ 15. Analysis of
data at higher energies (/s >130 GeV) confirms the assumption on
the plateau in <N> (see Table 2).

In PP(P) — collisions the plateau value <N> = 8 is reached at
J5~30 Gev and this value practically does not change up to the

encrgy V5 =900 GeV [2,3]

Properties of the multiplicity distributions are studied usually by
the analysis of the behavior of their momenta and first of all D(<n>).
It is known that the dispersion increases linearly with <n>. The
dependence is approximated by the formula

D=a+b<n>, (10)
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which is called Malhotra-Wroblewski formula [4]. Such a dependence
takes place for different colliding objects (°p, k'p, PP(P ), AA)
[4.5)

Parametrs in Equation (10) weakly depend on the of colliding

objects. For PP(P) collisions in the energy interval (3<
GeV parameters in Eq (10) have the values: a = - 0.56 +0.02;
+0.01 (Table 3, Fig.1.) [4,5.6]

For the additional check the D (<n>) — dependence has been
approximated by the expresion

< 900)

D(<n>)=a+b<n>+c<n>? (11)

It turned out that this fact does not make the discription better, the
values of parameters a and b do not change, the value of the parameter
¢ is practically zero (c = 0.00015 + 0.00060). Thus the eviation from
the linearity is not observed. This is in agreement with data at lower
energies (4]

In Refs [2,3] the dependences D (< n>) and De(<n>) (- is the
dispersion of the distribution of particles in the cluster, <nc> is the
average number of hadrons in the cluster) for ¢'¢’, PP(P ) and AA, —
collisions have been studied. It has been shown that in the energy
interval studied 14<+/s < 130 GeV for ¢'c” - collisions, for PP(P) —

collisions 6<+s < 900 GeV, and for A/A, - collisions E < 10 AGeV)
the dependence D (<n>) are placed on three different curves.

But the dependence D(<n>) is of the universal character — one curve:
for all types of interaction.

In the present paper the dependences D (< n >) and Di(<nc>) are
analyzed in a more wide interval of energy and for more heavy nuclei
_ for ¢'c -interaction three points are added (¥s=161, 189 and 200
Gey), for AiA, —collisions 8 points are added p(Ag, Ar, Xe, Au),
S(S,Cu) and O(Cu,Au) at 200 AGeV [7-14].

Results of the approximation by the formula (10) are given in Table 3
(see Fig.1).

The D(<n>) - dependence is again presented by three curves for
e, PP(P) and AA,collisions (curves 1,2,3

The values of the slope parameter b
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Table 1

Average characteristics of multyplicity distribution of secondary
charged hadrons in AiA,~ collisions at 200 AGeV

Characteristics of multiplicity

hadrons in e'e - collisions in the energyinterval

CoeEnd | oy | gen || eon || @
tics
S 7S] 70 98
+4 &3 ELS)
= 7 6 | %
+3 +4 +4 =5
K LT | 108 | 105 | 105
= 253 | 1976 | 1253 | 2053
& +0.06 +0.10 +0.06 | +0.11
D, 21.66 37.49 21.67 | 39.05
- 2090 | 159 | +126 | +203
756 598 | 491 | 556 | 477
2035 | 4030 | 4036 | 4025
Table 2

istributions of secondary charged

(14 <+/5 < 200) GeV.

714 22 34 91 130 161 189
G 9.40 11.3 13.50 [20.74 | 2346 |[24.46 [2747
040 | 04 0.50 | 081 | 070 |0.80 | 0.50

322 377 447 6.28 7.55 7.68 871
2 $0.15 | #0.16 | 4020 | 4035 |0.50 | $0.71 | #0.25

1.12 1.14 1.22 1.41 1.59 1.60 1.74
i 0,05 | 0.04 | #0.04 | +0.05 | 40.07 | 0.05 | +0.07

D. 0.30 037 0.56 0.82 1.12 1.14 1.35
< £0.01 | 0.01 | 40.05 |0.05 | $0.07 | +0.10 | £0.04
N> 8.40 9.65 11.06 [13.06 [14.99 [1529 |15.79
036 | 034 | 4041 | 4048 | 4063 | +044 | 4029
K 90.91 [4348 [27.78 [22.73 [17.13 [17.33 [ 1526
34 2.1 1.2 1 40.80 | $0.85 | 20.60
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Table 3

Results of the approximation of D (<n >) - dependence be eq.
(10)D=a+b<n>

Reaction

Energy Interval
| [GeV] g b
PP(P) | 3<+/s <900 | -0.56£0.02 | 0.5820.01
p 7<E <100 | -0.61%0.06 | 0550.02
K'P 8<E; <100 -0.46+0.14 | 0.53+0.04
e'e la< s <200 | 0412005 | 0.0320.01
AA <0><25 -122:0.04 | 0.79:0.01

Results of the approximation of D(<n.>) — dependence be eq. (10)
=a+b<n>

2 Summary
PP(p), €', AA | Data |-l.62t002| 1.72&0‘(31
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Fig.1. The dependence of the dispersion — D, on the <n> -average
multiplicity - D(<n>)
Curve I —¢'e’ collision
Curve 2 - PP(P) collision
Curve 3 - AjA, collision
Curve 4 — the dependence D(<n.>) for
e'e’, PP(P) and AjA, - collisions (summary data)
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Fig.2. F(n.) - multiplicity distribution of particles (hadrons) inside
clusters for fixed <n>

HeTa(E, = 2.48AGeV--); (PP (Vs = 62.2GeV---); (E'e(+5
=200GeV —)). <a> = 1.70; D.= 1.24




(for D(<n>)-dependence) are = 0.30£0.01 for ¢'e - collisions; b =
0.58 £ 0.01 for pp(p)-collision; b = 0.79:0.01 for AA, - collisions.

Thus at fixed <n> - average multiplicity of charged hadrons the
dispersion in PP(P) - collisions is narrower than in A;A,  collisions
and in 'e’ - collisions is narrower than in PP(P ) - collisions.

This fact seemes to be related to the leading hadrons (in PP(7 ) —
collisions) and striping hadrons (in  A/A, - collisions); or.
intensification of intranuclear movement of nucleus.

A, - collisions the dependence D(<n>) is approximated by
Eq.(10) with parameters given in Table 3 (a = -1.22+0.04; b=0.79 +
0.01)

These parameters describe the data satisfactory up to the
multiplicity <n> < 25. At higher values of <n> (data on S(S.Cu).
0O(Cu, Au) at 200 AGeV) the approximation deviates from the data
Thus in the area of multiplicities higher than 25 the lincarity of the
D(<n>) - dependence is broken. It should be mentioned that there may
arise multi nucleon interactions in these areas.

If the D(<n>) — dependence is approximated by Eq(ll) th
experiment is satisfactory described with the parameters a =
0.06; b = 0.70£0.01; ¢ = 0.003+0.0004. The small value of tl\c
parameter ¢ indicates that the deviation from the linearity is small.

D{(<n>) — dependence is again universal and the growth of
dispersion is much faster than for D(<n>) —dependence (b = 1.72+0.02
Fig.1, Table 3). Here again the nonlinear dependence (1) works
better. The values of parameters are the following: a = -1.49+0.03; b =
1.60+0.02; ¢ = 0.02+ 0.0003. Again the deviation from linearity is
small.

The more direct indication on the universality of intracluster

ynanucs can be obtamed by companson of fixed <n> - average
of charged

(or with D - d:spers:on) for ¢'¢, pp(p) and AiA, - collisions . The

results obtained have to be compared with the behavior of F(n.) —

multiplicity distributions of particles inside clusters.

Experimental data show [2,3,7,8] that multiplicity distributions Py
(or dispersions D) for ¢'e, PP(P') and AiA, ~ collisions at fixed <n>,
for example <n>=~2 0 (fore'eat s =91 GeV, <n>=20.7120.80;
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D = 6.9840.35; for PP(7 ) at /s =200 GeV, <n>=2130£0.80;
D = 10.90+0.40; for CT, — interactions at E, = 4.3AGeV, <n>=19.75
+0.40; D = 15.7120.35) significantly different from each other. The
narrowest P, - distribution (dispersion) is observed for e’e” collision,
the widest — for CT,- nucleus collision (see Fig.1)

Significantly another picture arises when considering the
multiplicity distribution (dispersions) inside clusters F(n), at fixed
<n> average multiplicity of particles in clusters (¢'e * - collision at
J5 = 91GeV ; <n> = 1.4120.05; D, = 0.820.03. PP, 45 = 30.4
GeV; <nc> = 143 £0.06; D, = 0.87+0.04. (c'c’, Vs =200GeV; <n>
— 1724004, D, = 1313005, PP, s = 622GeV; <n.> =
1.69+0.07; D, = 1.26+0.05; HeTa, E = 2.48 AGeV: <n> =
1.67+0.05; D, 22 +0.04. PP ~collision at /s = 900 GeV, <n>=
4.5540.12; D, 01+ 0.14; CTa ~ collisions at E_ = 4.3 AGeV, <n>
=450 £0.07; D= 6.00 + 0.02 (Fig.2).

As is seen, distributions of hadrons inside clusters F(n), at fixed
<ne> are practically identical for different types of colliding objects

Interesting point of view of the above stated results is mentioned
in [13]. It is shown that charged hadron multiplicity distribution per jet
for ¢'c - collision practically coincides with the same distributions in
pp collisions (if we assume that mean multiplicities in e ¢ and pp-
collisions are the same).

Thus according to CCM the process of multiple production at high
energies can be considered as consisting of two stages: first stage-
creation and formation of clusters (patriarchs) depends on the type of
colliding objects; second stage — formation of hadrons inside clusters
and decay of clusters is of the universal character and does not depend
on the type of colliding objects [13].

It can be said, that the picture obtained is in accordance with the
existing chromodinamical models of particle production at high
energies.

According to this models the interaction process at high energy.
can be considered of consisting of two stages — first: partons are
created (this stage depends on the type of interaction (strong, weak,




electromagnetic); second stage - hadronization of partons. occurs

The authors express their deep gratitude to D. Chokheli, D.

Khubua and Z. Metreveli for help.
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AVERAGE MULTIPLICITY OF CHARGED SECONDARIES
AS A FUNCTION OF THE NUMBER OF INTERACTING
NUCLEONS IN THE COLLISIONS OF RELATIVISTIC
NUCLEI IN THE ENERGY RANGE OF (0.250-200) AGEV
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ABSTRACT. Average multiplicity of charged secondaries
(produced in collisions of light and intermediate mass nuclei with
intermediate and heavy mass nuclei, in the energy range of (0.250-
200) AGeV) as a function of the number N, of nucleons
participating in the interactions, have been analysed.

It is shown that at low (<0.400 AGeV) and at very high (200
AGeV) energies the deviation from the linear < n (N 4) > -
dependence is observed. An attempt is undertaken to explain the
breakdown of linearity by the absorption (in heavy targets) and
small cascade multiplication (at low energies); by the growth of the
contribution of neutral particles to the total multiplicity and by the
certain role of multiparticle (collective) proceses, which cause the
neutralization of negative particles (at 200 AGeV).

INTRODUCTION

In references [1-7] the dependence of the average multiplicity <n>
of charged secondaries produced in A ; A , -nucleus-nucleus interactions
(A ;- atomic number of incoming nucleus, A . - atomic number of the
target) as functions of R, Ry b Na (R, Ry and N, are numbers of
interacting protons, neutrons and nucleons) are studied. Quantities R,
R, and Naare defined as follows [1,2,3].

R=ZA2P+Z,A ) 1(AP+A )2 )

Z; (Z)- the charge of the incoming (target) nucleus.



R,=(NAP+NA YA +A )P @
N; (N )- a number of neutrons in the incoming (target) nucleus
Na=(AA P +A AP (AP +A)? (©)

Expression for R, R,and N, is derived assuming that the nucleons
have sharp radii [1.3]. They are introduced in the framefork of the
geometrical approach and can be interpreted as the maximal number of
nucleons from both nuclei, which can participate in the collision,
provided the total overlapping of colliding ions [6].

It is evident that in the reality a less than N, nucleons are
participating

However one can assume that in central collisions the number of
interacting nuclcons is growing and approaches Nx. Note, that N » does
not depend on criteria of the event selection and in contrast to average
number of NN - collisions is not connected with the uncertainity in
choice of cross-section, i. ¢. it is exactly definite.

The analysis of data has shown, that at any energy and any A ; and
A, the dependence of average multiplicity on the number of protons
<n(R)> is linear. The equality <n (R)> = R (according to refs [1, 2, 4,
7]) corresponds to the geometrical picture of the interaction, when the
contribution to the multiplicity is given by protons only (one active
proton gives one charged particle). Such a picture is realized in (p, He,
Ne, Ar) (Ca, U) - collisions at the energy of 0.250 AGeV.

At the encrgy 0.400 AGeV a deviation from the geometrical picture
is observed. At the cnergy 1.04 AGeV (and higher) a significant
deviation from the geometrical picture is observed, but, the linearity of
the <n (R)> - dependence is preserved (Fig. 1a).

The question arises: whether or not the linearity is preserved in
<n(R ,)> and <n(N»)> dependences and what causes the breakdown of
linearity.
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AiA, 81200 GeV/N
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Fig.la

Fig.1. <ns > average hadrons multiplicity as a function of the
number of interacting protons R, neutrons R, and Na—
nucleons, for A; A , -collisions at 200 AGeV.

,+” - negative hadrons for p(Mg,S,Ar,Ag,Xe,Au), O(Cu,Au),
S(S,Cu,Pb) collisions.
7~ total charged hadrons multiplicity for p(Mg,Ar,Ag,X¢,Au),
0(Cu,Au), S(S,Cu)- collisions.
1a. <ns(R) >- dependence for all charged secondary hadrons,

<n_(R)> - dependence for negatively charged secondary.
hadrons.

1b. The same as on Fig.1a, but only for R, - the number of

neutrons.
L. The same as on Fig,Ib, but only for Na - the number of
nuclons
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ANALYSIS OF EXPERIMENTAL DATA ON <Ny(R)>,
<Ny(Ry)> AND <N(N,)> - DEPENDENCES AT 200 AGEV

In the present article the <n(R)>. <n(R.)> and <n(Na)> -
dependences in p(Mg, S, Ar, Ag, Xe, Au), O(Cu, Au), S(S, Cu, Pb) -
interactions at 200 AGeV [8. 9, 10] arc analysed. Data at other
energies [1-7], are used for comparison. <(n)> - is the average
multiplicity of charged hadrons; ,,i” = =" - all charged hadrons; ,i” =
,~* negatively charged hadrons.

<n, (R)>, <n, (R,) > b < n; (N,) - dependences for A ; A - collisions
are approximated by the formula

<n;>=7R® (R=R,Rn,N,). @)

Results of the approximation are presented in Figs. la, 1b, lc
<n(R)> - dependence for p(Mg, S, Ar, Ag, Xe, Au), O(Cu, Au) and
S(S, Cu, Pb) - interactions is lincar for both <n.> (5= 0.98 £ 0.01; y
=959+ 0.01) and <n> (8 = 1.02 + 0.01; y =3.18 + 0.08). However,
the dependence <n; (R,)> is clearly nonlinear (3= 0.80 + 0.01; y= 12.10
+0.21 for <n.>; and 8 = 0.86 + 0.01; y = 4.02  0.07 for <n >).

The <n (NA)> dependence is also nonlinear (5 = 0.89 % 0.02; y =
5.83 + 0,18 for <n »>. 8 = 0.93 £ 0.01; y = 1.91 £ 0.07 for <n >).

Note, that for <n (N») > - dependence the deviation from linearity is
not so strongly pronounced. It is natural, because the deviation from
linearity in <n (N) > - is caused by R, only.

At the energies of 1.04 AGeV and 2.1 AGeV the dependences
<n(Np)> and <n(R ,)> are linear. But at lower energies (namely at
0.400 AGeV) the <n(N,)> -dependence is nonlinear (Fig.2). This is
caused by the nonlinearity of <n(R,)> -dependence. Note that deviation
from linearity is observed, starting from Na> 20.

Thus, in A; A - collisions the <n(N,) > - dependence is nonlinear at
0.400 AGeV and 200 AGeV.

For the analysis of the situation at 0.400 AGeV and 200 AGeV.
consider first the <n(N,)> dependence for A ;C and AiTa collisions at
2.48 AGeV and 4.30 AGeV (Fig.3). As is shown the slope of <n(Na)>
- dependence is increased with energy and at fixed energy (at 2.3
'AGeV) the slope of curve is increased more in A; C = (p, d, He, C)C -
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collisions than in A;Ta = (p, d, He, C)Ta -collisions. So, for light target
the avarage multiplicity <n> is growing faster than for heavy target [7].
In Refs. [2.7] such a picture is realized for <n(R)> dependence.
The difference in slopes is explained by the absorption in heavy target
(especially at low energy) which plays more significant role in heavy

7Tl o T
: Z ]
Aiat 200GVN 1

T
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M I
2 4 6 8 10 12 14 16 18 20 22
Fig1b

<ng>

100
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75

20~ /
A

/,

30 40 T N,
Fig.2. <n, (N)> - dependence for A A - collisions at 0.400; 1.040
and 2.100 AGeV
0" - (He, Ne)Al, Ne(Ag, Au), ArU at 0.400 AGeV.
w7 -(p. He, Ne, Ar)U, ArCa - at 1.040 AGeV
»*" - Ne(ALAg, Au,U) - at 2.100 AGeV
<n. (Na)> = N, geometrical picture of interaction

target, than in the light one. Obviously, the similar explanation is valid
for <n(N,)> - dependences, which are considered here.

Return now to the Fig.2. The decrease of the slope of <n(Na)> -
dependence at 1.04 AGeV as compared to 2.1 AGeV is obviously
caused by the decrease of intranucear cascading and by the growth of
the absorption effect. It is evident that at 0.400 AGeV cascading
process is decreased (especially for heavy target). This leads to the fact,
that the slope of the <n(Na)> -dependence at 0.400 AGeV is even
smaller than at 1.04 AGeV and 2.10 AGeV. For large Na (NA> 20) the.
linear dependence is broken.

Consider now AjA, -collisions at 200 AGeV. Introduce the quantity’
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Fig3. <ns (N) > - dependence for A C A Ta ~collisions at 2.48
AGeV

(AiC-“+”, ATa -,A”); and for AiTa - collisions at 4.30 AGeV ,,v”

LA;A)=L'(AiA)=<0>ia/Na, ®)

where L(A ;, A |) - is the average number of the charged secondaries,
corresponding to one (active) nucleon.

Consider the L(AiA) - dependence on Ny at 200 AGeV. (Fig 4,
Table 1). It is seen that L(A ; A ) decreases with increasing Nj.

This decrease is more pronounced for negative hadrons (in pA, -
collisions).

If we consider the same dependences for (p, d, He, C)Ta and (p, d,
He, C, F, Mg)C -collisions at 2.48 AGeV. and 4.30 AGeV a different
picture arises (Fig.5).
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Fig4. L (A A ) = f(Nx) - dependence for at 200 AGeV.
L(A,A.)=<n>nn/Na average number of particles
corresponding to one active nucleon

4a. L' (P, A ,) = fN,) for negatively charged hadrons from
p(Mg, S, Ar, Ag, Xe, Au) -collisions

4b. L'(A;, A ) = f(N,) for negatively charged hadrons from
S(S, Cu, Pb), O(Cu, Au) -collisions

4c. L*(P, A) = f(Na) for all charged hadrons from

p(Mg, Ar, Ag, Xe, Au) ~collisions

4d.L*(A,, A)=f(Ny) for all charged hadrons from

S(S, Cu), O(Cu, Au) - collisions.
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Table 1.
The dependcnce of the ratio L (A1, A ) on Nx(see formula (5)).
The ized average multi of negative
hadrons r (i, x) <.. > aiac/<n.>px on Ny (see formula (6))

al=
N|AA| <n.> | <n> | 2| < [rGo| N

ol =
T [PMg | 13.1209 | 49204 |6.12] 229 | 161 | 2.14
2| ps 5.0£025 [5.99| 2.07 | 164 | 242
3 | PAr | 14.98£03 | 5392020 (5.65| 2.04 | 1.77 | 2.65
4 | PAg | 181207 | 620203 |4.59| 1.57 | 2.04 | 3.94
5 | PXe |20.67+0.8 | 6.84x0.31 |4.86 | 1.61 225 | 424
6 | PAu | 216£12 | 7.00£0.4 |4.34| 140 | 230 | 498
7 |ocu| 7083 | 295514 |4.49| 189 | 9.70 | 1557
8 SS 75+5 33x1.9 [4.69| 2.06 | 10.85 16
9 |scu| 975 | 38622 |432| 172 | 1270 | 2245
10| OAu | 9826 | 39.414 [3.80| 1.53 | 1296 | 2578
11| SPb 57.01£1.8 146 | 1875 | 38.84

L* (A, A) practically does not depend on Na; L'(A;, A) is slightly
increasing with increasing Ny, especially for heavy target Ta.

The fact that L™ (A ;, A () at 4.30 AGeV is significantly larger than
at 2,48 AGeV s explained by small cascading at 2.48 AGeV [5,6].

For the analysis a ATa and A; C -collisions at 2.48 AGeV and 4.30
AGeV in ref. [5] the of the ized average iplici
of the negative hadrons

() =<n->aiac /0> ©)

on the average number of nucleon-nucleon collisions <vj> is
considered. The quantity r(i, t) can be called the multiplication
coefficient of particles in the nucleus.

We consider here the dependence r(i, t) on Na, because Ni ~
<vie >[2].
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Fig.5. L(A,A) = f(N,) dependence at 2.48 and 4.30 AGeV
L(A/A) = <n>x 5 /Na
ATa (,o") and A ,C(,+") - collisions at 2.48 AGeV
(for negatively charged particles)
A, Ta(,X”)and A C (, 0”) - collisions at 430 AGeV
(for negatively charged hadrons)
ATa () at2.48 AGeV; A ;Ta(,07) at 430 AGeV
(for all secondary charged hadrons)

Consider in detail the dependence of r " (i, t) on N, at 200 AGeV, in
the interval from pMg to SPb - collisions.

Let us devide this interval into two parts:
I-(Mg - OCu) and II- (OCu - SPb).

In the first interval the growth AN, of the quantity N is 13.48; but
the growth of the quantity r (i, t), Ar (i, t ) = 8.09 (Table 1).

It can be said that the slope of the dependence r*(i.. t ) = f (Na) in
the first interval is characterized by the quantity

u=Ar (i, t)/ ANA=0.60 @)
and in the second interval by the quantity

0 =039. ®
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Fig.6. 1 (i, t)=f(Na) - dependence. r (i, ) = <n.>a,at/ <n >
,,*” - for all secondary charged hadrons. ,;+” - for all
negative charged hadrons for negative charged hadrons we
have 11 points, at 200 AGeV p(Mg, S, Ar, Ag, Xe, Au), S(S.
Cu, Pb), O(Cu. Au)) collisions. For n. we have 9 points) —
there are does not exist data for SPb and PS collisions.

Comparing these two quantities, one can say that violation of the
linear dependence r ~ (i, t) = f(N.) (Fig. 6) takes place. In the same
figure the dependence of r * (i, 1) on Ny is presesnted. The deviation
from the linearity takes place, but the effect is less pronounced, since
the interval of variation of Nj is narrower (maximal value of Na~ 26
(OAu-collision).

Note, that the deviation from lincarity (as, for <n(Na)>
dependence) starts at Na>20 (Figs.1-c, 2).

The deviation from linearity in the r (i, t) = fN) or in <n; (NA)>
dependences in AjA. . collisions at 200 AGeV, can be caused by the
mcrease of the role of neutral pamcles to the total cross- -section.

show, that in pp-coll the of the
producton of the neutral particles increases with increase of energy and
at 200 AGeV accounts 30% of the total inelastic cross-section. On the
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other hand the increase of the role of the neutral particles in the total
cross-section leads to the decrease of the charged particles production
and this can be the rcason of the violation of the linearity in the
<n,(N,)> - dependence.

At low energy (0.400 AGeV) the violation of lincarity is explained
by the absorption (especially in the heavy target) and small cascading
At 200 AGeV the deviation from linearity is caused may be by the
increase of the role of neutral particles to the total charged multiplicity.

The certain role is played also by the collective effects. The reflect
of this is that the deviation from lincarity (at both energies) starts at Na
220

The authors express their deep gratitude to D. Chokheli, D.Khubua
and Z. Metreveli for helpfull discussions.
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THE DETERMINATION OF TIME OF INITIAL
CHAOTIZATION IN THE SYSTEM OF INTERACTING SPINS
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ABSTRACT. The paper considers the theoretical study of time
of initial chaotization of phases in the spin system bound by
anisotropic exchange interaction.

The motion of separate spin at quite strong anisotropy of

is as nonlinear p) at the presence
of initial transverse polychromatic field. At the same time upon
the certain conditions resonance covering, yielding on _initial
chaotization of phases may occur. It is shown, that at that time the
shape of EPR line receives Lorenz shape.

The investigations of irreversible phenomena in nonlinear systems
[1-3] become more important. It is clear, that the statistical description
of system behaviour is possible not only for macroscopic system,
accepted earlicr, but for nonlincar dynamical systems too with small
number of freedom degree. The motion of nonlinear system of the end
of some time, called the time of initial chaotization may be stochastic
and can be described statistically. For example, the stochastic regimes
exist in the motion of nonlinear oscillator, which has been undergone
to periodical push [1.2] in the motion of nonlinear processing of
magnetic momentum being under influence of periodical series of
radio-frequency pulses [4] and in the motion of many various systems
[L5].

Presence of the stochastic regime of motion in the dynamical
systems, which arises owing to t}\c nonlmea: character of the mouon
gave birth to the idea of i of processes in
systems (ideal gas) [6]. The thread of this idea is that stochasticity in
the motion of any system arises, when the interaction of resonances
appears [28]. It should be noted that the above problem was
considered in [7]. In this paper, the problem of the system of
interacting phonons is reduced to the motion of nonlinear oscillator
undergoing to the affect of periodical pushes, and kinetic equation is
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formed without assumption of chaotic phases. At such approach.it is
possible o set a small scale of time, consequently, at the end of which
a kinetic description is correct.

The aim of this paper is determination of initial chaotization time
in the system of interacting spins. This time called the transverse
relaxation time T determines width of line of magnetic resonance.

2. Hamiltonian system of interacting spins can be written as

=Sty + K, m

where
K 1) L
Ky = 003,57 += TI)S7S]
i=1 2is)
o= %ZI,]L(S,‘SJ‘ +5757). @
v

Here S7 is z-component of effective spin ion put in i-junction, g
Larmor frequency of precession, N - mumber of spins, 7 and [jfare
constants of anisotropic exchange interaction. It is known, that a
exchange interaction between paramagnetic ions, expressed through
cffective spins, has an anisotropic appearance even in the case, when it
was expressed through the real spins and was still isotropic.

By means of Hamiltonian (1) let us make operator equations of
motion of transversal spin components:

Rl

#i

SE=i[SF, )= 0,5 +S? SIIS; -SE R 1yS)
SRl J#l
§7 =i[S?, = —0oSF+SF R IS; - S B IS} . (6))
e Jei

Making a transition in the equations (3) by means of expressions



S¥=Stcose,.  S?=S;smg “

to the cylindrical variables S;* and @, . we get

St =S¥, sing, —W,cos @),

—(V cos @, -W,sing,), ®)
where
~@o+% 1)
V= ZI,J S}cosq; W= z;;s,h.mp,t ©6)
I

The values ¥, and W, describe an interaction of i-spin with local
transversal field, which was built with the other spins.

Like ref. [6] we consider action of i-spin in the local fields been
averaged with the unperturbed wave function ¥; and W, reducing

given task to the task of motion of one spin in the effective field.
To determine unperturbed wave functions &% can be written as:

A= 0y Y82 +NYILSESE, ©)
a=0 a=1

Ne
SUS7 is z-component of full spin of a-coordination

sphere, N, is a number of ions on the a-coordination sphere, 14 is
longitudinal component of exchange interaction of some ions with ion,
situated in the center of a-coordination sphere.

A fundamental function of Hamiltonian (7) can be written as:
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Y=V, - ®)
as
‘where
SiWim, =MW, ©
mg in the case of half-effective spin takes whole number value from

-‘;N‘, to %Nuv A state with induced m, has multiplication of

degeneration
N,!
(34a-m )( Nasm)

Averaging the expressions for local fields (6) according to the
wave functions (8) we get':

Gy, (my)= (10)

Z['LS cosa;, W=l Sysina,, an
Jei
where

1

. )
= A= ): Auymy Gy, (ma) (1)
0 ol L

Ay, is diagonal matrix clement m:cordmg to the wave functions

Y, - If @, depends on time weakly enough &, <<of, we may

! Here we ignore the perturbation in the expression for the phase (12), which

is right for the time ¢<<1/I*. We shall see below, that this limit is not of
importance in the given consideration.
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suppose @, ¢ . Taking into account (9,10) we can get an averaged
expression without any force:

m F(t)cosoql . 13)
where
(14)
® ——-yhm(/)cm((p, o) (15)
where
Proe0)= e ). h,u,%ui;‘ml:, el 00)

I% transverse component of cxchange interaction with ions being in
the a-coordination sphere, 5 Bohr magnetron.

4. Before beginning of investigation of spin motion on the basis of
equations (15), we have to investigate expression (14) in detail.
Assume, that interaction possesses effective radius of action in which
it equals to 7| and N, >>1 number of spins fall in the region of
interaction. Then in (14) we may suppose I =0 (¢=2,3,...)

2m}

41D st
[g] it A 17)
Ny

G(m)
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and as usual making transition into (14) from summing to integrity
according to m,, , we get for ST

(18)
where

19

Formula (19) coincides with usual expression of the second moment
in approximation /|l >> /i, and T, plays the role of transverse
relaxation.

However transition from summing to integrating in expression
(14), which corresponds to the transition from discrete to continuous
consideration of local field may be wrong because of the following
reasons. It is known [1-3] that during the investigation of nonlincar
oscillations (nonlinear precessions [4] also) in the polychromatic field
different types of resonances may exist. One of them is “isolated
resonance”, which may occur if spin-system is in resonance with one
harmonic of a variable field /g, (1) and nonlinearity is not strong
enough to “tear off” the spin-system and shift the resonance frequency
up to the other resonance harmonic.

The second type of resonance opposite to the first is “interacting
resonance”. It ocours when none of harmonics of variable field /1. (1)
due to strong nonlinearity is able to hold the spin-system in the
resonance. The second type of resonance, different from the first one
leads to the stochastic motion. In this case limited transition from
discrete imagination of field to continuous one being perfected in (14)
leads to the wrong conclusion.

5. Lets investigate the system of equations (15) rejecting the
above mentioned transition in (14) for continuous imagination. If
exchange interaction possesses quite high effective radius of action,
then we assume [, =0 (@ =2.3,...), (N, >>1)in the expression (14),
the  distribution fanction Gy, (m,) may be replaced by the
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rectangular one of width (2/nN;)"? and height (2/mN,)"?. Taking
into account this, summing harmonics we obtain

(20)

where

0(1):_.% 1)

n, is whole part of (2N, /m)2. It is clear, that function ®(¢) can be
presented as periodical sequence of short pulses. In addition, the
moments of pulse arising (or moments of maximums, reached by the
functions ®(r), which equal to one) are determined by the ratio

(= tx,, where £ - whole number, 7,/{/N; - order of pulse duration.
During the time interval of 7, between pulses ®(r) fast oscillated
with the period of 7,/y/N; , and at comparatively small amplitude.

Assuming smaller duration of pulse in comparison with the period
of Larmor precession (t, /JT/I)« (2n/0,), for jumps transversal
component ASH™ = 1D _ g1 and phase AgE™ = (") — o™
at the action of n-pulse we get

.
4540 = e SE O sin(e? -ay)
]

m i :
2gP =0 +2¥2x2 I‘szs’m sin(@ -ogt,),  (22)
1-U=!
where.
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N
o™= [m,,u{'z ("’]_ 23)

1=

§*™M §1M and @™ arc values of longitudinal and transversal
components and phase at the moment of acting of #-pulse.

To investigate the transversal relaxation we have to observe a
correlation function

2
RRE SEESEOR QS OSER Y = zi [4de® . @4
=
0
Here we are confined only to the calculation of R, which may
be written taking into account the relations (4)
RO = (SLO)2 Re </ @47 @5)

Rejecting the suggestion of initial chaotic phases we assume them
equal ¢ =40 (= 12,...).
Then from (22) for Ag" we obtain

A = g7, +K 1 5ingl®, 26)

where

L
& = 21N, 1,‘T @7)
!

Substituting expressions (26,27) in (25) we see that we have come to
the known (1,2,5) expressions for the correlation function

2%
RO = [eiTismzg 8)
0

76



In the presence of <4>>1 expression (28) gives us

RO ~ expl(- In ). which corresponds to exponential relaxation of
transversal component with characteristic time

n
1 ine

@9

Consequently, the motion of spin in the considered local field at
¥ >>1 becomes stochastic’ and thus arising stochasticity is the
main reason of transverse relaxation. If we assume, changeable
interaction to cover N, 210 spins at Ny=10 for velocity of

transverse relaxation using the formulae (29) we get ;' ~181},
which is less than corresponding expression (~3211), obtained
according to the theory of moments (19).
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ABSTRACT. Researching intensity and distribution of
precipitations has always been the most actual problem among
well-known atmospheric events. It became even more important
on the background of the ongoing process of desertion. The work
introduces the specially selected region of Eastern Georgia with
all meteorological stations scattered on it. The presented research
consists of 1982-1986 summer, spring data. The correlations
between data from every single station are established,
corresponding correlative matrix is built, and relevant analysis
(including dividing the region) is done. The performed study gives
ability to put apart new series that makes the quality of the
picture of synoptic and statistical prognosis more accurate.

Precipitation is a basic source for moistening earth’s surface. It
belongs to those meteorological elements, wluch play an active role in
vapor I study,  statistical
characterization and the proper ana]ysls have always been an urgent
problem. Based upon aforesaid we aimed to state the statistical
structure of diumal precipitation for such complex physico-
geographical district as Eastern Georgia. Taking into consideration
precipitation distribution seasonality and intensity [1-3] for Eastern
Georgia, we selected spring-summer seasons (15.04-15.07). Using full
(within the limits of the possible) data of Hydro Meteorological
Database, spring-summer seasons, 1982-86 were selected. We chose
18 meteorological stations located on the territory of Eastern Georgia,
which' are distinguished by reliability of data. On the ground of
statistical elaboration of the material we tried to state precipitation
quantity, duration and intensity values and other statistical
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characteristics for the given region; comparc them with current
specifications with the aid of the theory of mathematical statistics.

iumal ion data for the aby d period of the
given season has been processed separately according to years (92
data for a station) as well as in the form of five-season integrated
series (455 data for a station),

have processed separately daily precipitation, nightly

precipitation and diurnal total data.

The driest from the given period tumed spring-summer seasons of
1984, while the most abundant in precipitation that of 1983

To solve our ultimate problem, to elaborate diurnal precipitation
forecast, it is of interest to study autocorrelation relation for selected
station data. Autocorrelation matrix computed by 1, 2, 3, 4, 5 days
shifting shows that there is almost no relation between them; hence
their use for practical aims is not reasonable, that is, it is unreasonable
to draw up precipitation forecast for the following five days by today’s
precipitation in a given locality.

We have studied correlation relations between stations both for
each year separately and five-year series. Some years were notable for
high correlativity (1985). Generally, the results tumed low for five-
year series: in case of daily precipitation the mean value of correlati
coefficient is 30%, for nightly precipitation 0.36%, and for diurnal
total precipitation it equals to 0.38% (Table 1).

As one can see, in spite of small teritory of Eastem Georgia,

ipitati spatial  distributi is not ble for high

correlativity. The fact testifies complexity and peculiarity of the

mentioned region. The correlations are higher for Westen Georgia

region [4] though it should be noted that in that case the terms of

series are monthly total precipitation. Despite this, one can find in
highicorrelef =

Tables such i according to
which we can consider the territory division into districts on spatial
istribution of diurnal ipitation. There are i high

correlations for diurnal total precipitation on the territory of Shida
Kartly: Mukhrany — Dusheti - (0.80), Tskhinvali ~ Khashuri - (0.72),
Khashuri — Borjomi - (0.73), Pasanauri — Dusheti - (0.73) (Table 1):
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Considering the mean square error of correlation coefficients
calculated by us for case n = 455 [5] that equals to o = 0.05, one can
say according to the Table that correlation coefficient values vary
within (0.6 + 0.8)£0.05. Daily and nightly precipitation correlations
taken individually per given region are characterized by comparatively
high values.

Kakheti region is comparatively low correlation according to the
same material. Maximum of correlation coefficient here does not
exceeds 0.64 (Sagarejo-Telavi). Only in two cases there was obtained
greater than 0.60. The low correlations between the stations of this
region can be explained by the fact, that in most cases in Kakheti in
spring-summer  seasons precipitation occurs in the result of

i rocess the ipi is d
by locality; very often this precipitation is in the form of hail
Comparing with Europian data, one sees that convection clouds in
Europe are 10% from the total, whereas on the East (Caucasioni
mountain ridge their index runs up to 90% [6]. The Tables show that it
is low correlation relation between stations of Southern Georgia and
that of Kakheti region. Akhalkalaki region has similar low correlation
dependence with all other regions but Akhaltsikhe. Hence, when
forecasting it would be reasonable to discuss Southern Georgia region
individually. Lagodekhi station is notable for low correlation even
among Kakheti stations, except Gurjaani, to ‘which it is territorially
near. Evidently the reason is that Lagodekhi region is climatically
distinguished zone.

We have studied separately Tbilisi station precipitation correlations
with the rest stations. We are giving correlation coefficient data as
well as stations' distances from Thilisi (Table 2). Graphs (linear,
exponential, polynomial) have been plotted using the above ‘mentioned
data; we have obtained regression equations too. We are citing as an
example a graph for diumal total precipitation (Fig.1). On abscess
axis-distances from Thbilisi (km); on ordinate - the corresponding

lati ffici Risthe ination coefficient.

Statistical estimation of precipitation quantity according to altitude
is of interest. We have estimated separately daily (0), nightly (&) and
diumal (0) total precipitations (Fig.2)-on the abscess axis — altitude
H m, on the ordinate-precipitation quantity in mms. It is seen from the
material (Table 3) that nightly precipitation for Kakheti is far greater
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Table 2.
Correlation between precipitations for meteorological stations in
Thilisi and Eastern Georgia (according to daily, nightly and
diurnal total precipitations).

= Km | - g [,
Telavi 3 .19
[ Gurjaani B
agodekhi 1
i 1
agarcjo
olnisi
anglisi
ukhrani 0
Gori 3 ) .
Tskhinvali 88 ¥ 37
Khashuri 107_| 0. 27
Borjomi 117
[Akhaltsikhe 150
i 115
asanauri I X ¥
usheti 41 ; .44




Table 3.

Meteorological stationsaltitudes (m) and daily, nightly and
diurnal total precipitations (mm).

Hm) [ Qmm) | Q,(mm) | Q s(mm)
3 8.9 167
2 321
Thilisi 4 233
agodekhi 8 307
olnisi 4 .3 . .
elavi 2 117.7 2 7
ukhrani 0 734 126.4 .4
609 895 107200 B196:5
690 100.6 1009 5
789 133.7 122.9 i
800 71.8 180. 8
802 106.2 209. 315.7
skhinvali 862 1197 122 2419
usheti 922 107 181 288.1
il 989 1224 103 2260
asanauri 1070 163.6 259 26|
Manglisi 1194 168 1652 3332
1716 1408 2.4 2532 |
D
= 7]
as0 |
e e "
A |
250 i
/ /4Bl A\
1/ I A
|
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than that of daily (convection process effect here too), while in
Southern Georgia it is vice versa, daily precipitation is greater than
that of nightly. Precipitation duration here is far greater in the daytime.
Just this is the main factor of aridity and little effectiveness of
precipitation [2].

Finally statistical characteristics for the whole material are
calculated (Table 4). High values for standard deviation o and
variation coefficient C, are obtained, which indicate that while
estimating diurnally precipitation its deviation from the average values
is big (the fact complicates the problem of forecasting).

Table 4.
The main statistical characteristics of diurnal total precipitations
for some meteorological stations in Eastern Georgia.

=
S

Min.
Max.
Cy
Count

T¢

Gurjaani 52

agodekhi 37

feefeolol Srandard

agarcjo 7 X 38| 455

ukhrani ) 40.7 k 455

ri X X I
skhinvali . 4 ¥ 455

Chashuri y 0 .3 i 455

asanauri 3 90 A 92 [ 455
[ Dusheti .1 .48 . .04 | 455




Maximum precipitation for Thbilisi station -97.3mm (29.04.1982) in
the Table is of interest. It is known from literature that Tbilisi region
is notable for complex specificity of precipitation and Eastem
Georgia's diurnal maximum takes place here [1, 2]; This fact proves
this peculiarity once more. The mentioned maximum is greater than
Pasanauri maximum (88.7mm), where precipitation total quantity is
far greater than Tbilisi total precipitation.

In the dominating climate region of Eastern Georgia regions with
uniform climate have been singled out. In the present article
correlation relations between precipitation observation data from
meteorological stations functioning in cach region have been stated
According to analysis of Table 1, coefficient of correlation between
diurnal total precipitation as a rule is greater than 0.5. At the same
time correlation coefficient value between various climate regions is
very low; for example, cocfficient of correlation between diurnal total
precipitation for meteorological stations located in Shida Kakheti and
the same data for metereological stations in any other climate regions
in Eastern Georgia changes within (0.1 — 0.2).

Summary. The statistic analysis given in the present work enables
us to single out new statistical series from the series of five-year
precipitation observation data taking into consideration synoptical
processes dominating in Georgia. We think that taking into account
synoptical processes and vertical _stratification created in the
atmosphere, the statistic analysis of newly singled out series will
enable us to create synoptical ic method for precipi
forecasting in Eastern Georgia.
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ABSTRACT. The mathematical pendulum is the simplest
system having all the basic properties inherent in dynamic
stochastic systems. In the present paper we investigate the
mathematical pendulum with the aim to reveal the properties of a
quantum analogue of dynamic stochasticity or, in other words, to
obtain the basic properties of quantum chaos.

It is shown that periodic perturbation of the quantum pendulum
(similarly to the classical onme) in the neighbourhood of the
separatrix can bring about irreversible phenomena. As a result of
recurrent passages between degenerate states, the system gets self-
chaotized and passes from the pure state to the mixed one.
Chaotization involves the states, the branch points whose levels
participate in a slow "drift" of the system along the Mathieu
characteristics. This "drift'" is caused by a slowly changing variable
field. Recurrent relations are obtained for populations of levels
participating in the irreversible evolution process. It is shown that
the entropy of the system first grows and, after reaching the
equilibrium state, acquires a constant value.

1. INTRODUCTION. FORMULATION OF THE PROBLEM

Dynamic stochasticity is directly connected with the assumption
that classical equations af motion may contain nonlinearities which
arise when the repulsion of phase traj occurs at a
sufficiently quick rate. In the case of quantum consideration, the
dynamics of a system is described by a wave function that obeys a
linear equation, while the notion of a trajectory is not used at all.
Hence, at first sight it seems problematic to find out the quantum
properties of systems: whose classical consideration reveals their




dynamic stochasticity. A quantum analogue of classical stochastic
motion is usually called quantum chaos.

On the other hand, it is of practical interest to investigate
parametrically dependent Hamiltonians H(Q,P, ), where (Q,P) is the
set of canonical coordinates, / is the parameter describing how the
system is related to the external field. The interest in such systems is
explained by their use in the study of quantum points and other
problems of mesoscopic physics [1].

In most of the papers that deal with parametrically dependent
systems, their authors consider the following situation. For /=0, the
Hamiltonian  H(Q,P,0) is exactly integrable. As / increases, the
Hamiltonian H(Q,P,/) becomes nonintegrable and, for a certan value
of I, solutions of the classical equations corresponding to H(Q,P. /)
become chaotic. In the case of quantum consideration, eigenvalues
E, (o) and cigenfunctions , (/o) arc found in the above-mentioned
area of parameter values by using the method of numerical
diagonalization. In that case, we show interest in the dependence of the

parametrical  kemel  P@/m) =|<yn (o +8Dvm(e)> on a

parameter displacement 8/ <</. The value P(n/m), averaged

statistically over states n, P(n/m)=P(n/n+r)=P(r) can be
interpreted as the local density of states. The introduction of P(r)
means that we pass from the quantum-mechanical description to the
quantum statistical description [2 - 5] carried out by an intuitive
reasoning.

In the problems considered in the above-listed papers, the
Hamiltonian H(Q,P,/) displays chaos for both parameter values /=1
and /=1y +51.

As different from these papers, in the present paper we investigate
the situation, in which the Hamiltonian H(Q,P,/) is integrable and
becomes nonintegrable after adding a strictly periodic perturbation
8I(t). As the basic Hamiltonian we take the Hamiltonian of the
nmathematical pendulum (universal Hamiltonian).



As is known, the Schrodinger quantum-mechanical equation for the
universal Hamiltonian is written in the form of the Mathieu equation.
The Mathieu-Schrodinger equation for an atom, which is under the
action of optical pumping in the area of large quantum numbers, was
for the first time obtained by G. Zaslavsky and G. Berman [6]. These
authors also performed analysis of quasiclassical states of the Mathieu-
Schrodinger equation [6].

The main objective of the present paper is to investigate the
behavior of the quantum mathematical pendulum in the area of
dynamic stochasticity parameters. As is known [7], this area, called the
stochastic layer, lies in the neighborhood of the separatrix of the
classical pendulum.

We show here that with the appearance of quantum chaos the pure
state passes to the mixed one. In other words, the reversible quantum
process transforms to the reversible process of quantum chaos which
can be described by a kinetic equation. The common feature of
classical dynamic chaos and quantum chaos is, as will be shown below,
the irreversibility of their states.

2. A PARAMETRICALLY DEPENDENT HAMILTONIAN
After writing the stationary Schrodinger equation
Fiy, =EqV¥n ()
for the universal Hamiltonian of the atom+pumping system
el

—+V

o

V=lcos2,
we come to the equation coinciding with the Mathieu equation [8, 9]

iy,

P R COUTS @

90



8E
where E, - —"

5 are the introduced dimensionless values, [ is the
o’

dimensionless amplitude of pumping, o' = % is the derivative of

nonlincar oscillation frequency w(I) with respect to the action / [9],

The Math equation is d by a specific
dependence of the spectrum of cigenvalues E, (/) and eigenfunctions
W, (@) on the parameter ! (see Fig.1). On the plane (E,/) with the
speatral characteristics (so-called Mathieu characteristics [9]) of the
problem, this specific feature manifests itself in the alternation of arcas
of degenerate G, and nondegenerate G states (see [10], Figs. 3.4).
The boundaries between these arcas pass through the branch points of
energy therms E,, (1) .

Degenerate and nondegenerate states of the quantum mathematical
pendulum were established by studying the symmetry properties of the
Mathicu-Schrodinger equation. In [10], by using the symmetry
properties of the Mathieu-Schrodinger equation and applying the group
theory methods, the cigenvalues for each of the areas G.; G_; G
were found:

G_ = Vi (‘P):g(ccz"u(‘l’)ﬁisczml(‘(’))

Yia (@)= g(cez,. (@) £iseq, (@) (3G.)
G = cq (9): €241 (9); SE20 (®); Se2041(9) (6)

(ceaq (9) £isC 011 (®));

(G

G (@)= %(C"qm (@ise20,2(0);

Here ce,, (¢), se,, (¢) denote the Mathieu functions [9].
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Fig.1. A fragment of the parameter-dependent energy spectrum of the
quantum mathematical pendulum (1)

The wave functions (3G ) and (3G) form the bases of irreducible
representations of the respecuve groups. Each of the four functions
(3G) forms a i ion of the Klein

group V, while the functions ., (¢), Wi, (¢) from (3G_) and

E£ (@), G3pa1 (@) from (3G,) form the two-dimensional irreducible
representations of two invariant subgroups of the group V [10].

Let us assume that the pumping amplitude is modulated by a slowly
changing electromagnetic field. The influence of modulation can be
taken into account by making a replacement in the Mathicu-
Schrodinger equation

1(t) > 1 +Alcosvt, @
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where A/ is the modulation amplitude expressed in dimensionless
units, v is the modulation frequency.

We assume that a gradual change of /(t) may involve some N
branch points on the left and on the right side of the separatrix (Fig.1):

Alz

2=z, n=12..N ©)

After making replacement (4) in the universal Hamiltonian, we obtain

A=H, +H'@).
s 3%
Hbzfﬁ+/u6052w. (©)
H'(t) = Al cos 2qcos vt . ©)

Simple calculations show that the matrix elements of perturbation
H'(t) with respect to the wave functions (3G) of the nondegenerate
area G are cqual to zero

o 2n
<ceq AV, >~ &1 [ce, (9)c0s 205¢, (Bdo=0, (1)
0

where n is any integer number. Therefore perturbation (6) cannot
bring about passages between nondegenerate levels.

The interaction H'(t), not producing passages between levels,
should be inserted in the unperturbed part of the Hamiltonian. The
Hanmiltonian obtained in this manner can be considered as slowly
depending on time.

Thus, in the nondegenerate area G the Hamiltonian can be written
in the form

2
Q +1(t) cos 2¢,



I(t)=lo + Al cosvt @)

As it has been mentioned above, to different areas on the planc
(E,]) we can assign different eigenfunctions (3G_), 3G), 3G.,).
Because of the modulation of the parameter /(t) the system passes
from one area to another, getting over the branch points

3. PASSAGE FROM THE QUANTUM-MECHANICAL
DESCRIPTION TO THE KINETIC DESCRIPTION.
IRREVERSIBLE PHENOMENA

As different from the nondegenerate states area G, in the areas of
degenerate states G_ and G, , the nondiagonal matrix clements of
perturbation H'(t) (6) are not equal to zero. For example, if we take
the matrix elements with respect to the wave functions Wz, (¢) (sce
(3G_)), then for the left degenerate area G_ it can be shown that

2
HY_ =HL, =< W0 [AOVarn >~ Al [Wun Vs c0s 20d0#0
o
©
Note that the value H’,_ has order equal to the pumping modulation

depth Al
Analogously to (9), we can write an expression for even 2n states
as well.

An explicit dependence of F'(t) on time given by the factor cosvt
is assumed to be slow as compared with the period of passages between
degenerate states that are produced by the nondiagonal matrix elements
H,_. Therefore below the perturbation H’, _ will be assumed to be the
time-independent perturbation that can bring about passages between
degenerate states.

Thus, in a degenerate area the system may be in the time-dependent
superpositional state



Wan (0 =CHOWE, +CL (O3, (10)

The probability amplitudes CZ(t) are defined by means of the
fundamental quantum-mechanical equation expressing the casuality
principle [11]. We write such equations for a pair of doubly degencrate:
states

S ~(E0 +H,,)Cy +H, _C;
an

RS e e

dt
Let us solve system (11). In our case it can be assumed that
H,,=H’_ and H,_=H.,. Let us investigate changes that
occurred in the state of the system during time AT while the system
was in the arca G_, assuming that AT is a part of the modulation
period T, AT<T
For arbitrary initial values system (11) has the solution

chw=et" [c. cos[ﬂt] sic. san[“_'(] ]
h h
c;(:):eﬁg‘(c, cas(ﬂl)-*-iC;sin[ﬂtj ] . @
h h

where we redenote E—> B, +H,, H_ - H'. A slow dependence

of the interaction H'(t) (6) on time can be taken into account in (12) if.
we use the replacement H' = H'cos vt

Let motion begin from the state w5, of the degenerate area. Then
as the initial conditions we take
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Co(O=1, Ci(0)=0. 13)

Having substituted (13) into (12), for the amplitudes C(t) , we obtain
Ccrm= icxp[% Et]sm(m()_
)

G (()—e‘(p( E!Jcos(mt) (14)
RrE
where @ ===~ is the frequency of passages betvieen degenerate
states, T is the passage time.

Note that the parameter © . which is connected with the modulation
depth Al has (like any other parameter) a certain small error 8@,
which during the time of one passage t~2m/®, leads to an
insignificant correction in the phase 2m(3w/w). But during the time
t~ AT, there occurs a great number of oscillations (phase incursion
takes place) and, in the case AT >> 7, a small error & brings to the
uncertainty of the phase ~ AT8® which may have order 2. Then we
say that the phase is self-chaotized.

Let us introduce the densitity matrix averaged over a small

dispersion 8¢
O Rl as)
) Wi (O

where W2 =[CE(0], B0 =[C3 (07" (). The overlne denotes

the averaging over a small dispersion 80

| otte
A(m,t):ﬁ JA(x t)dx (16)
@-80

To solve (16) we can write that
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Wi (1) =sin?(a1). Wi (1) =cos*(at), F, () = %sin ot an

After a simple integration of the averaging (16), for the matrix element
(17) we obtain

Wi = %(l F f(280t) cos 20t),

F, (l):F;(t):%/(ZBmt)sin 20t, (18)

sin 260t
25m0) e 2o0l
A=

At small values of time t<<% (¢=2r/50), insufficient for self-
chaotization (f(280t)=1), we obtain

Wi (t<<) =sin?(0t), W (t<<T)=cos’(ot),

F, (t << %) = =sin 20t

L
2
Comparing these values with the initial values (17) of the density

matrix elements, we see that the averaging procedure (16), as expected,
does not affect them. Thus, for small times we have

sin® ot Lsin20t
P (t<<D)=| 2 : a9)
- %sin 20t cos’ot

One can easily verify that matrix (19) satisfies the condition

p2(t<<7) =p(t <<7), which is a necessary and sufficient condition
for the density matrix of the pure state.
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For times even smaller than t <<t <<7T. when passages between
degenerate states practically fail to occur, by taking the limit ot <<1 in
(19), we obtain the following relation for the density matrix:

5 = 00
pn (t=0)=p; (t<<7)= 0
01
This relation corresponds to the initial relation (13) when the system is
in the eigenstate 3,. Let us now investigate the behavior of the
system at times t > % when the system gets self-chaotized
On relatively large time intervals t>7%, in which the self-
chaotization of phases takes place, for the matrix elements we should
use general (18). The of these for
the matrix elements (18) into the density matrix (15) gives

“(z)—— 1- f(280t)cos 20t if@Bonsin2ot)
—if(260t)sin20t 1+ f(280t)cos 20t

Hence, for times t>% during which the phases get completely
chaotized, after passing to the limit 8wt >>1 in (21), we obtain

o 1(1-06) i0(e)
e (‘)"1[40(5) 1+06) ] @

where O(€) is an infinitesimal value of order &= 25 e

The state described by the density matrix (22) is a mixture of two
quantum states 3, and 3, with equal weights. The comparison of
the corresponding matrix elements of matrices (22) and (21) shows that
they differ in the terms that play the role of quickly changing
fluctuations, When the limit is t>>7, fluctuations decrease as

1 =
e Fig. ig.3).
T (see Fig.2 and Fig.3).
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Thus the system, which at the time moment t=0was in the purc
state with the wave function 3, (20), gets self-chaotized with a lapse
of time t >> T and passes to the mixed state (22). In other words, at the

0 5 10 15 20 25 30
1

Fig.2. Time-dependence of the diagonal matrix element Wy (t) of the
density matrix (15), constructed by means of formulas (15),
(18) for the parameter values o =1/t=1,C}(0)=1,
C3(0)=0. As clearly seen from the Figure, the higher the
dispersion value of the parameter 5o , the sooner the stationary

value W,T(t) = L e
)2
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05

Fig.3. The vanishing of nondiagonal matrix elements of the density
‘matrix (15) with a lapse of time t > % while the system
remained in the degenerate area G_ . The graph is constructed
for the parameter values © =1/t =1, C}(0)=1, C;(0)=0
with the aid of formulas (15) and (18).

initial moment the system had a certain definite "order" expressed in the
form of the density matrix p?~(0)(20). With a lapse of time the
system got self-chaotized and the fluctuation terms appeared in the
density matrix (21). For large times t >> T anew "order" looking like a
‘macroscopic order is formed, which is defined by matrix (22).

After a halfperiod the system passes to the arca of nondegenerate
states G (20). In passing through the branch point, there arise nonzero
probabilities for passages both to the state ce,, and to the state sez, -

Both states 3, and 3, will contribute to the probability that the
system will pass to either of the states ce,, and se,,. For the total

probability of passage to the states ce,, and se;, we obtain
respectively.
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P(p3, (t>> 1) > ceqn) =
2

=T 1 (@) ceanod
’21(““’2“‘0 20 (P)A0)

i
2
1\1“ 5 10 1R
B do| E=: S ied=s =08
+Z|K1\v1,.(¢)cezn(w)<o St @3)
P(p}, (t>>7) > s¢3,) =
1|12 i 2
= Eh { Win (0) sez0(@)do) +
Rl Rl L L 1
2] V(@ sen(@de =5 245252

Thus, in the nondegencrate area the mixed state is formed, which is
defined by the density matrix

o @
pzn[t 2>>r]—2(0 1]’ @

where i and k number two levels that correspond to the states cey,
and s,

As follows from (24), at this evolution stage of the system, the
populations of two nondegenerate levels get equalized. It should be
noted that though the direct passage (7) between the nondegenerate
levels is not prohibited, perturbation (6 essentially influences
“indirect! passages. Under ‘indirect! passages we understand a
sequence of events consisting of a passage G —> G_ through the
branch point, a set of passages between degenerate states in the area
G_ and the reverse passage through the branch point G_ —>G . The
Uindirect! passages ocurring during the modulation halfperiod T/2
result in the izati ion) of two levels.
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As to the area. the role of A1) init

reduces to the displacement of the system from the left branch point to
the right one

It is easy to verify that after states (24) pass to the states of the
degenerate area G, , we obtain the mixed state which involves four

states £3,(9) and &3, (9) (see Fig.1).
Let us now calculate the probability of four passages from the
mixed state %, (22) to the states &3, (¢) and €3, (¢)

1

n

P(pY, >E3,) =

2

2n 2
[ (cezn (@) +scz.,<q>>>§§..w>dw‘
0

& 2% Fi
Pk, - Ch)= 2|~ [ (Cczn(q?)+5°1n(‘l’))cin~|(‘l‘)d‘l’\ =1 @)
2ny 4

As a result of these passages, in the area G, we obtain the mixed state
described by the four-dimensional density matrix

1000

= 1{0100
PrnaanE~T>>D=l 000,

0001

(26)

where the indices of the density matrix (26) show that the respective
matrix elements are taken with respect to the wave functions &3, ()
and ¢F,,,(¢) of degencrate states of the area G, .

It is easy to foresee a further evolution course of the system. At
cach passage through: the branch point, the probability that an energy
level will get populated is equally divided between branched states. We
can see the following regularity of the evolution of populations for the
next time periods.

After odd'halfperiods, the population of any r-th nondegenerate
level is defined as an arithmetic mean of its population and the
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population of the nearest upper level, while after even halfperiods - as
an arithmetic mean of its population and the nearest lower level. This
population evolution rule can be represented both in the form of Table
1 and in the form of recurrent relations

P(n,2k) = P(n +1,24) :lZ(P(n.Zk ~)+P@+12k-1), @n
P(n+1 2k +1)=P(n +2. 2% + l):lZ(P(n +1, 2k) + P(n +2. 2K)).

3 5 i
where P(n.k) is the population value of the -th level after time k;,

where & is an integer number. The creeping of populations among
nondegenerate levels is illustrated in Fig.4.

E
i E=/
S€y0
S £ Gon
S¢;
m !
cerns G 1N
i
=
i
i
i )1 I
pemer e

Fig.4. A fragment of the energy spectrum depending on the slowly
changing parameter (4) of the quantum mathematical pendulum
(6). With a lapse of time t >> T the stationary state is achieved,
for which all levels are populated with an equal probability
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Table 1. Evolution of populations of nondegenerate levels

g o o o o Ao o |4
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o] v [ o [A® Y [F7 [You [40
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This Table is a logical extrapolation of the analytical results
obtained in Subsection 3. It shows how the population concentrated
initially on one level ny gradually spreads to other levels. It is
assumed that the extreme upper level ng +4 and the extreme lower
level ng—5 are forbidden by condition (5) and do not participate in
the process

The results of numerical calculations by means of formulas (27)
are given in Fig5 and Fig6. Fig5 shows the distribution of
populations of levels P(n) after a long time t>>T when the
population creeping ocours among levels, the number of which is not
restricted by Let us assume that at the initial time moment t=0,
only one ng-th level is populated with probability P(ng)=1.
Accordmg to the recurrent relations (27), with a lapse of each period

T “indirect” passages will result in the redistribution of populations
among the neighboring levels so that, after a lapse of time
t=kt>>T, populations of the extreme levels will decrease according
to the law [10]

1
Plng £4) =

If the number N of levels defined by condition (5) is finite, then,
after a lapse of a long time, passages will result in a stationary state in
which all N levels are populated with the same probability equal to
1/N (sce Fig.6). The distribution obtained by us is analogous to the
distribution obtained in [12,13] in investigating the problem on a
linear oscillator under the action of an electromagnetic field in the
conditions of weak chaos.

Let us summarize the results we have obtained above using the
notions of statistical physics. After a lapse of time AT, that can be
called the time of initial chaotization, the investigated closed system
(quantum pendulum + variable field) can be considered as a statistical
system.
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Fig.5. Results of numerical calculations performed by means of
recurrent relations (27). Formation of statistical distribution of
populations of levels P(n) with a lapse of a large evolution
time t ~1000T of the system. The result shown in this figure
corresponds to the case for which the level population creeping
is not restricted by condition (5)

At that, the closed system consists of two subsystems: the classical
variable field (6') that plays the role of a thermostat with an infinitely
high temperature and the quantum mathematical pendulum (6). A
weak (indirect) interaction of the subsystems pmdnczs passagcs
between nondegenerm levals Aﬁzr a lapse of time t>>T thi
interaction ends in a between the
As a result, the quantum pendulum subsystem acquires the thermostat
temperature, which in tum leads to the equalization of level

The of ions usually called the
saturation of passages can be interpreted as the acquisition of an
infinite temperature by the quantum pendulum subsystem.
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Fig.6. Results of numerical calculations performed by means of
recurrent relations (27). With a lapse of a large time interval
t~1000T the formation of stationary distribution of
populations among levels takes place. By computer calculations
it was found that in the stationary state all N levels satisfying
condition (5) were populated with equal probability 1/N

4. ENTROPY GROWTH OF THE QUANTUM PENDULUM
SUBSYSTEM. VARIABLE FIELD ENERGY ABSORPTION

As is known, variation or constancy of entropy can be considered
as a criterion of irreversibility and reversibility of processes occurring
in a closed system. In the case of irreversible processes, during which
the system tends to the equilibrium state, the entropy increases, while
in the equilibrium state it remains constant.

Let us use this criterion to clarify the question of reversibility for
our problem. As is known, the entropy of an arbitrary quantum system
is defined by the operator of the density matrix p(t) [14]
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S () =-<pOIA®) >, (28)
where the brackets <---> denote the quantum-mechanical averaging,
while the overline denote the averaging over a small dispersion 50 of
the passage frequency (9). In the matrix form the right-hand side of
formula (24) is written as

S(t)=-Tr(B() In (1) = -3 p* (V1n 5™ (©) (29)
*

If initially the system is in one of degenerate states. for example, in the
pure state ¥/, , then C;(0) =1, C;(0)=0
00
n T (t=0)=

pn (t=0) © 1
and therefore, by (29), the entropy is S, (t=0)=0
With a lapse of time t >> t, as passages between nondegencrate states
are completed and the self-chaotization condition AT 22m is
fulfilled, the density matrix takes form (22). Then the substitution of
the density matrix (22) into the entropy formula (29) gives

Sa(t~T/2>>7)=In2 . (30)
Thus, on a time interval from t=0 to 0<t< AT, the entropy grows
Sa(t>>17)>8,(t=0).
This proves that on this time interval the process is irreversible.
Using analytical methods, we have succeeded in establishing only

the asymptotic value of entropy. To investigate a complete picture of
entropy change on a time interval 0 <t<AT, we use expression (15).

for pj~ (t) . After substituting it into the entropy formula we obtain

Sa()=-Wa ()ln|

Wi (c)\ ALD) u.lw,; (;)\ —F,() . G1)

Fig.7 shows the entropy as a function of time constructed with the aid
of (18), (31) by numerical methods.
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Fig.7. The entropy growth graph constructed with the aid of
expression (31), using numerical methods for the parameter
values 0 =1/t=1

To calculate the entropy value with the lapse of one period T, we
substitute matrix (26) into the entropy formula (29) and thus obtain
S,(t~T)=Ind.

The state, in which all accessible levels of the subsystem are
populated with the same probability 1/N (Fig.6), is the equilibrium
state. The corresponding density matrix of dimension N is written as

Lo - 0
010
001

Pha(t>>T)= (32)

000001
After substituting pk from (32) into(29); we obtain the: maximal
entropy value on time intervals t>>T
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S, () =S,(t>>T)=InN 33)

Thus we see that the entropy constantly grows up to value (33) and
after that it stops to grow.

Let us now calculate the energy mean of the quantum pendulum
subsystem. It is obvious that for the average energy of the subsystem
We can write

N
E(t) = Eq + Y.P, (VE,, (34)
asl

where Eq is the initial cnergy value defined by the initial (t=0)
population of the levels, P, (t) is the probability that the n-th level
will be populated at the time moment t,E,, is the energy value in the
1n-th state defined from the arca of nondegenerate states.

7 _____.,...__..‘-,--J
o

10 2 3 4 5 6 70 8 % |
t

Fig.8. Time-dependence of a mean energy value of the quantum
mathematical pendulum subsystem, constructed by numerical
methods using formula (34). As clearly seen from the figure,
the absorption of optical pumping energy takes place prior to
reaching the state of statistical equilibrium
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In Fig.8 we sce that the subsystem encrgy first grows and then
becomes constant. This result can be explained if we take into account
the time dependent trend of population changes which is defined by
the recurrent relations (27) or Table 1. At the beginning the subsystem
absorbs the ficld cnergy (6 and, in doing so, performs "indirect”
passages between energy levels mostly in the upward direction. Upon
reaching the equilibrium state, in which the subsystem is characterized
by the equalization of level populations, it stops to absorb energy.

5. CONCLUSIONS. ANALOGY BETWEEN THE CLASSICAL
AND THE QUANTUM CONSIDERATION

The classical mathematical pendulum may have two oscillation
modes (rotational and oscillatory), which on the phasc planc are
separated by the separatrix (sce Fig.9a).

Fig.9. Analogy between the classical and quantum considerations.
Unperturbed motion.

a) Classical case. Phase plane. Separatrix;

b) Quantum case. Specific dependence of the energy spectrum on the
parameter (Mathieu characteristics). Degenarate G, and non-
degenerate G areas of the spectrum

On the plane (E,/) the quantum mathematical pendulum has two
arcas of degenerate states -~ G_ and G, . Quantum states from the
area G_ possesses translational symmetry in the pendulum phase
space. These states are analogous to the classical rotational mode.
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Quantum states from the degenerate area G, possess symmetry with
respect to the equilibrium state of the pendulum and therefore arc
analogous to the classical oscillatory state [10]. On the plane (E./)
the area of nondegenerate states G, which lies between the arcas G _
and G,, contains the line E=/corresponding to the classical
separatrix (sec Fig9b). If the classical pendulum is subjected to
harmonically changing force that perturbs a trajectory near to the
separatrix, then the perturbed trajectory acquires such a degree of
complexity that it can be assumed to be a random one. Therefore we
say that a stochastic motion layer (so-called stochastic layer) is formed
in the neighborhood of the separatrix [7) (see Fig.10a).

In the case of quantum consideration, the periodic perturbation (6)
brings about passages between degenerate states. As a result of
repeated passages, before passing to the area G the system gets self-
chaotized, passes from the pure state to the mixed one and further
evolves irreversibly. While it repeatedly passes through the branch
points, the redistribution of populations by the energy spectrum takes
place. Only the levels whose branch points satisfy condition (5).
participate in the redistribution of populations (see Fig.10b).

b)
Fig.10. Analogy between the classical and quantum considerations.
Perturbed motion:

a) Classical case. Stochastic trajectories in the neighborhood of the
separatrix form the stochastic layer (cross-hatched area);

b) Quantum case. The mixed state was formed as a result of
population of nondegenerate levels situated on both sides of the
classical separatrix.
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ABSTRACT. In the article the standard problem, which arises
in classical electrodynamics is considered, when the processes of
energy absorption its radiation and accompanying effects are
studied and interpreted. At first it concerns the processes of
energy propagation in electromagnetic fields of charged particles
moving in various regimes.

We consider two identical isolated systems; in each one we
have charged particle moving with the same constant velocity.
One particle’s velocity is changed by the external force. Thus
difference between energies of considered systems is equal to
external force’s work. From this obvious equality we have
received the nonphysical result: energy of electromagnetic field of
charged particle moving with constant velocity does not depend
on the velocity of the movement.

This nonphysical result as usually is connected with
singularity, which appears in the field of point particle. But with
this reason the second result of the article cannot be explained:
the energy of field induced by moving charge in definite time
interval depends on observation time moment, however according
to classical electrodynamics this energy is exactly determined by
particle’s movement in considered time interval.

Maybe this result appears because we calculate field’s energy.
and momentum by integrating appropriate densities in some
volume, however these quantities do not have proper Lorentz —
transformation qualities.
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INTRODUCTION

An interest to Maxwell electrodynamics principles, to results
arising from them, and to their possible interpretation [1-3] has
recently been renewed. First of all this interest is related with transfer
processes of electromagnetic field energy under conditions of different
regimes [4] of charged particles’ movement. There is also a great
interest to processes of energy absorption and its radiation in a strong

: : = g

3 of
effects [5], a propagation of clectromagnetic field in a transitional zone,
ionary i of ic waves [6], ctc. Main
attention in the cited works is focused on the study of localization and
propagation of electromagnetic field energy. In addition, in a part of
discussed problems the effects of so-called “tachyons” [7-9] take
place, i.c. exchange of energy between sources located in points with
space-like interval between them, dislocation of interference
maximums’ with velocity higher than light speed. Some authors noted
e mi in an encrg; 4-vector during calculation of
its variations caused by radiation reaction force, etc. A number of
authors see roots of these difficulties in existence of singularities of
point sources’ (or, generally, central-symmetric  fields), that
complicates correct ~analysis of obtained results and realistic
conclusion-making process

In the present article two new contradictions are found in the
framework of classical electrodynamics. While deriving the first result
we have used the quantity of ficld cnergy (but not its explicit form)
localized in vicinity of the point charge, and that's why this
contradiction may be cxplained by causes mentioned above. The
second result appears in area of weak fields and thercfore its
explanation requires different ideas.

Two systems are discussed in the framework of classical
electrodynamics. In the first system a charge moves with constant.
velocity vy, s for the second system it is identical to the first one until i
‘moment; then work A is performed on it that causes change of velocity of
a charge from vy o V2 (01][V5). Based on energy conservation law it is
derived that starting from t =—co moment, energy of electromagnetic
field of a charge moving with constant velocity does not depend on the
velocity of movement.
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1. ENERGY OF LAYER

Let us consider a lincar but nonuniform movement of a charge
(Fig.1). Ficlds radiated by charge during its movement along AB
interval are being localized for t moment in an cccentric spherical
layer between AD and BC spherical surfaces. Calculation of energy
localized in this layer gives the following (see Appendix a, formula
@8)

Weerarn =

2 U+ 32, 2 2 JuEtiEats
2¢ (2dt, +L{z+u 1 } @

1-p2 t-t

30 ¢ 0P 6

Iy=t:

x(1'+At")

Fig.1.

BC=c (t—t'-At), AD=c (t-t)
Here B=v,(t;)/c.
From formula (1) for a particle moving with constant velocity we
obtain:

Vi @

B=vy(t)/c.

2. WORK OF RADIATION REACTION FORCE

Charge moving with acceleration is impacted by radiation reaction
force of its own field. Work of this force during (t, t'+At") period of
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time calculated by means of the following formula (see Appendix 6.
formula (37)):
=

A ——— o

e sk p2ek il

v T T SO
V()

Here again p= (motion of the particle is lincar)

c

3. LAW OF ENERGY CONSERVATION

1) Let us consider two systems

I - a charge e moves with conserved v velocity from t = — 0 up
to t observation moment;

Il - a charge e moves with v velocity from t = — 0 up to t'
moment, t'<t; then during (), '+ At') time interval, t'+ Ot'<t, its
undergone work A as a result of which its velocity becomes v 5. From
t'+Ot up to t time moment of observation the particle moves with
constant velocity v, In accordance with the law of energy
conservation:

En-E=A. (©)

On the other hand, the work done on system II consists of the work
done against the radiation reaction force and work for the change of
Kinctic energy of the particle:

m?  mgc’

i En e

Here B, =0,,/c, By =vy/c.

2) Let’s calculate Ey and Ey energies in formula (4). (Figs. 24, 2b).
In these Figures AD=c(t~t), BC=c(t—t'~Ot), Wi (0) s
the energy of fields radiated by the particle moving with constant
velocity v during the time interval (t;, t,) and localization of which is
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being observed for the t; time moment. Wy ¢4y is the cnergy of

fields radiated by the charge moving with variable velocity during the
time interval (¢, t+At') and whose localization is being observed for
the time moment t.

From Figs. 2a and 2b we can obtain

= =
-3

W a0 = Wee s (01)

En-E

ey + Wes s (92) +

3) Let us insert (5) and (6) formulac into formula (4):
Weenarst + Woesarn (02) = Wesenars (00 = Woran (00 = ~Arer

With account of (1) and (3) formulac last equation tums to the
Following:

22Uy P

3 . (1B 6o

FWoraen(02) = Weesara®©) = Werana ()=

g, 2¢*[ BB iy
S zl DR 2y2 =)
3¢ ¢ (-pY)° 3¢ [A-PY)

2¢2 UHat

=t
The integrals in both sides of equation (7) are annihilated, and second

summand on the left side of equation can be rewritten with use of (2)
formula in the following way:
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bol 1-B% t-ti ], 6c1-p2 t—t'-At' 6c1-p7 t—

= Wep eea(92) = Wow e (01) -(8)
Inserting the obtained expression into formula (7) we get the
following

2o gl imiaa

5

3¢ (=P}

If the velocity of a particle is changing smoothly, then
f(t) =P(t'+At) =0 and it follows from the equation (9) that for (0.
7) time interval the energy of electromagnetic field induced by a
charge moving with constant velocity does not depend on velocity of
charge’s movement.

4. CONCLUSIONS

Two main results obtained in the paper are the following:

1) Encrgy of clectromagnetic field, induced by a charge moving
with constant velocity, does not depend on velocity of charge’s
movement.

2) According to formula (2) energy of electromagnetic field,
induced by a charge moving along (A,B) section (Fig.1) with constant
velocity and localized within the asymmetric layer formed by spheres
with CB and AD radii, depends on observation time moment t (it
decreases as t). It is unclear, where this energy disappears, because
the field and, therefore, its energy outside the layer is unambiguously
determined by motion of charge beyond the (A,B) section (by Lienar-
Wiechert potentials).

The afore-mentioned results are based on the standard idea, that
the electro-magnetic field’s energy and momentum in a volume
enclosed by some surface is calculated by integrating the densities of
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these quantities in the considered area. But it is known, that Lorentz
r energy and densities generally includes
the densities of flows of energy and momentum [10]. If these flows
are not equal to zero, the quantities received by integrating energy and
momentum densities don’t have proper transformational qualities.
That’s why these quantities cannot be considered as the cnergy and
momentum of the field localised in some space arca.lt means that if
we cut some area from space filled by electro-magnetic field, we
cannot consider it as an independent physical object because it doesn’t
satisfy Maxwell equations and its energy and momentum don’t have
proper transformational qualities
We think that the reason for appearance of nonphysical results
when we consider complicated nonstationary processes and try to
receive energy-momentum balance by traditional method is that we
just do not take into account the circumstances mentioned above.

APPENDIX A. ENERGY OF LAYER

1. The field of moving charge is described by potentials:
2,

m{ Rgl(k xﬁ)+]“E(R°°Sﬂ X)} (10)

Fl(?,:):%[ﬁ,fi]. )

E@EY=

In (10) and (11) formulae [a,b]is a vector product of @and
Bvectors, values of E and H are defined in some M() point (Fig.3) at
t moment, and values of B and R in the right-hand parts of formulae,
are given for moment ' which is defined by the following relation:

R()

'+ (12)

c
2) Let us discuss a charge moving along the Ox axis (Fig. 4).
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Formulas (10) and (11) are rewritten in the following way:
z

:{p(f{cosaﬂ%)} L (@

c

A —p? B
[ER] [' £ péﬂ ’ )

am:;{

(1-Beosa)’

BRI
G (1-Bcosa)’®

Let us calculate the density of field energy:
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E2+H? e
e
8 8n(1-Pcosa)®

22
x{i%mzpl ~2Bcosou—pcos? ) +

o s
+2sin’a [%‘Ln"ﬁ BB].(IS)

TR

3) Let us assume that particle at ' time moment was in point A
(Fig.5) and at t'+ At time moment was in point P. For ¢ time moment
(t >t +At' >t") during motion on AP section the field radiated by a

(')
x(t'+At")

Fig.5.
charge is localized in a layer formed by spherical surfaces with AD and

PQ radii. Let us calculate the volume element of this layer. According
to formula (12):

AD=c(t-t)=R(t), (16)
PQ=c(t-t'—dt')=R+dR, (17)
ie. dR=-cdt', AP=vdt". (13)
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Let us consider triangle A4PQ. According to cosine theorem:
PQ? = AQ? + AP? —2AQ- AP -cosa (19)
Inserting (16) and (18) formulac into eq. (19) gives the following:

A(t—t'-dt)? = AQ? +v?dt?~2-AQ-v dt" cosa

Let us solve this equation relative to AQ (in the first approximation to
1%):

AQ=c(t—t) - (c—vcosa)dt!
Therefore
QD= (c-veosa)dt' . (0)

Let us transfer to spherical coordinates and measure radius R from
point A (Fig. 5). Then we obtain:

dV = (c—cosa)dt"R?sina.do.dp= ~ (1-Bcosa) dR-R2sin o docde
@1
Formula (17) was used during deriving the last equality.
4) Let us use the formula (15) for the energy density and calculate the

amount of energy, localized in an infinitely thin layer drawn on Fig.5:

x2r
dW =~ [ w(F,t)(1-Bcoso)R?dR sinovdxd=
00

Ja=py? p)1 ]‘(I+ZB —2Bcos B2 cos’ u.)smu.da
0 (1-Peosa)®

p2 1-p% B )% sin’ada
25 p4—=" E gl [ ST I L (29
+[ ciJr R cp {(1-ysmsa)’ @)



The calculation of integrals in this expression gives the following:

% sinada _2(1+p%)
= 23]
il peosa)’  (1-p7)°* L
F sinada 2 3+p% @4
0(-Beosa)® 3 (1-p»)’
? sinada 2 @
% sindoda_p2-1
S S 26
ey )

After inserting the obtained results into (22) we get the following
expression:

o (g D
W= 7dR{(_R’:’z_)(z;szlz»fl,)»f[zfizw Rp %13] 14}:

¢

e 3+pr (B LB B
- ?dk{k’u 5 [c’ R e

5) Let us calculate the energy AW (Fig.1) localized in a layer of
finite thickness. Let us remember that dR = —cdt!, R = c(t-t), and B is
taken for t! time moment, Integration of (27) expression from ¢’ fo
+At' time moment gives the following:

e -i] SEP R
=5 I

l_BZ 1(‘_132 CZ(I_B7)3+
Bl P BRI T
el




# S
Sl 60[,4;;2 =

Gt
} .(28)

=t

1

APPENDIX B. WORK OF RADIATION REACTION FORCE
1) Four-vector of radiation reaction force acting on a non-

uniformly moving charge is given by the following expression
(Landau. Lifshitz. vol.2, §76 (76.2)):

i
Bl @)
ot ds

g =

where u' 7( Lds=cy1-p%dt , i, k=0,123
g component of this four-vector has the meaning of the work done by the
force acting on the charge during unit of time — a power of radiation
reaction force. Let us write the equation of motion in covariant form:
du' _d
fomet = Spf | (30)
BT T

Here p' (‘9 ﬁ) HoCot ik is the four-vector of

ere p' =<, B |= 5 - ur-ve
B R

momentum, & and p are relativistic energy and threc-dimensional

momentum, respectively. Taking into account these notations from

equation (30) we can obtain that:

1 1d mgd )

=
Jip o yip ( z)z*l_gfﬁ?

I 1d mge _ m@p) \zB)— (FB)

e e (pf i o




where F is the vector of three-dimensional force acting on the particle.

2) It is casy to obtain that:

a1 @B B, BGB

c[u—p’)" -5 a- w] @
B@P) , 4GR
a7 -y

B BEH+REBER , BER | 5y
il T | D

P 2. i =) AEY2
“'L‘;’“id—‘;:%ﬁ% &
ds’ ds’ c(1-pH*  (1-p)
Let us insert expressions (33) and (34) into formula (29), and after
some simplifications we obtain:

2 B) 3@R)°
0= ;[(, “gz)sm(l Bz)m} 63)

3) From (31) and (35) formulae we can obtain the work done by
the radiation reaction force (RRF):

6D, 3B | i 6
T n)’J &

A l'ffll‘(i ‘)d 252 I‘}AI‘
L= ,0)dt'=—
Lo 36— 1.

If charge moves along the Ox-axis, then we can introduce notation p=
v ,/c and expression (36) can be rewritten in the following way:
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PECULIARITIES OF SOUND PROPAGATION IN AEROGEL
FILLED WITH He® - He* SUPERFUID SOLUTION

Sh. Kekutia. N. Chkhaidze
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ABSTRACT. We have studied the theory of the deformation
of porous elastic solid filled with a compressible He® - He®
solution. Hypothetic experiments for the determination of the
elastic coefficients of the theory were described. From the derived
equations it was shown that for highly porous media (aerogel)
there exist two longitudinal sound modes at low frequencies: one
is the intermediate mode between the first and fourth sound and
another is the second sound like mode in impure superfluids. The
present article aims to establish the coupling between temperature

and pressure oscillations of these modes for superfluid He® — He*
solution in aerogel. We show that the coupling between these two
oscillations is governed either by (c/p)(dp/ac) or &p"p°.
Therefore the coupling for these oscillations becomes more
multiform than in case of He® —He* solution and He II in aerogel
each taken separately.

INTRODUCTION

The effect of randomness and disorder is an important theme in
condensed matter physics. Disorder and impurities often essentially
changc the systems behavior. We know that disorder itself can bring

and often new ph in condensed phases

matter.

One example is Anderson localization in which irregularities in a
metal cause localization of the wave function and make the metal
insulating at low temperatures.

The second example of such phenomena is found in glasses.
Systematic  studies revealed that all glasses have common
characteristic thermodynamic, elastic and dielectric properties, which
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differ from twin crystal chemically identical to them. - This
characteristic glassy behavior is related to the structural disorder
inherent in glasses.

The third example is the Kondo effect, in which a very small
quantity of magnetic impurity in nonmagnetic metals causes
logarithmic increase of metal’s electrical resistivity with temperature
decrease and anomalous temperature dependence of metal’s
susceptibility. In the case of fluids, disorder can arised into a purc
fluid system by adding impurity atoms and molecules or by placing
the fluid in a porous medium.

This article focuses on the cffect caused by the presence of acrogel
and impurities. simultancously on superfluids acoustic.properties of
He'

Recent experimental and theoretical studies of the nature of sound
propagation in He® —He* mixtures and He II in acrogel have shown
interesting results, which are quite distinct from those found with He
).

The greatest success of sound propagation studies in porous media
is stipulated by the development of new techniques for producing
impure superfluids, which exhibit unique properties. This new class of
systems includes superfluid helium confined to acrogel [2], He II with
different impurities (D, N, N, K,) [3], superfluids in vycor
glasses [4], and watergel, i.e.a frozen water “lattice” in He II [5].
These systems exhibit very unusual properties including unexpected
acoustic features. Further we discuss the sound properties of these
systems and show that sound phenomena in superfluids solution in
aerogel are distinct from those filled in He II aerogel and in
He®—He* superfluid mixture.

Sound propagation in He® —He* superfluid solution (including
superfluid helium in Im-He solids) has a number of peculiarities
connected with the oscillations of pressure and temperature in the
acoustic wave. Whereas in pure helium II only the pressure oscillates
in the first sound wave, and only the temperature oscillates in the
second sound wave (neglecting the coefficient of thermal expansion,
which is enormously small for hehum) m 2 solution there are
pressure, and in both waves. In
the first sound wave the oscillation of the temperature is proportional
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to the coefficient B=(c/p)(dp/dc) and in the second sound wave the
pressure oscillation is proportional to the same coefficient (c is He®
concentration, p is the density of the solution), and at low He®

the quantities to B cannot be neglected.
Unlike pure He ‘. the first sound wave in solutions contains a relative
oscillation of the normal and superfluid ‘liquids, the magnitude of
which is proportional toB. In pure He*, there are no oscillations of
the total flux J=p"V "+p3VS

in the second sound wave. whereas in

the solution the deviation from the equilibrium value of J is also
proportional to B [6]. Sound phenomena in He*~He * mixtures have
been investigated  very intensively both theoretically and
experimentally [7,8]. The theory of weak solutions was first developed
first by Khalatnikov [9]. Also interesting phenomena are observed in
aerogels
Acrogels are low density unique class of ultra size and open cell
foams. Acrogels have continuous porosity and a microstructure
composed of interconnected colloidal-like particles or polymeric
chains with characteristic diameters of 100 angstroms. The
of acrogels is for their unusual acoustic,
mechanical, optical and thermal properties. These microstructures
impart high surface areas to the acrogels, for example, from about 350
m¥/g to about 2000 m?g. The similar size of their cells and pores
minimizes light scattering in the visible spectrum, and thus, aerogels
can be prepared as transparent, porous solids. Further, the high
porosity of acrogels makes them excellent insulators with their
thermal conductivity being about 100 times lower than those of known
carlier dense matrix foams. Besides this the acrogel skeleton provides
the low sound velocities in aerogels. Currently, acrogels of various
compositions are known, and these aerogels were generally referred to
as inorganic (such as silicon aerogels) and organic (such as carbon
aerogels). Inorganic acrogels, for example, silica, alumina, or zirconia
aerogels, are traditionally made via hydrolysis and condensation of
metal alkoxides, such as tetrametoxy silane. Organic aerogels, such as
carbon aerogels, are typically made from the sol-gel polymerization of
resorcinol or melamine with formaldehyde under alkaline conditions.
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Therefore it is obvious that, when aerogel is saturated even with pure
He 11 new phenomena are caused by the presence of acrogel: namely,
the coupling between the temperature and pressure oscillations in
sound modes is provided by op’p > parameter (p® is the aerogel
density. o is helium entropy) [10], which enhances the coupling
between the two oscillations. For example, the propagation of heat
pulses with the velocity of the first mode in He II in acrogel was
observed in [11]. It is also possible to observe such unusual sound
phenomena in impure superfluids as slow mode pressure oscilltions
and fast mode So, as is seen of
helium in restricted geometries has been the object of much (hwrt,tlcai
and experimental interest in recent years. A porous material filled with
superfluid solution simultancously possesses the properties of elastic
solid and superfluid solution and therefore it is expected observation
novel sound phenomena. Then it is interesting to consider the case
when novel sound are caused by presence
of impurities and aerogels. Finally the task of the article is to find the
coupling between temperature and pressure oscillations in sound

modes in system He® —He* solution -acrogel.

SOUNDS COUPLING IN SUPERFLUID He® —
SOLUTION - AEROGEL

Sounds propagation in superfluid He*~He * mixtures completely
filling the pores was considered in [12]. By analogy with Biot [13]
about dissipative terms for the equations for solid and superfluid
‘mixture motions we derived the following equations:

NV +(A+N)grade+Q grade *+Q "grade "=
2

Ok Banreb ot b S
=F[p ¢ 2 shGel ot ) wr(w) 230 ]

B A 5
QSgrade +R grade >+ R “grade :‘I[pf,u+p USJ
Q7grade +R “grade “+R "grade °=
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where p, is the total effective density of the solid moving in the
solution He® —He*. Coefficients pj, and p{, are mass parameters
of “coupling” between a solid and correspondingly, superfluid and
normal components of solution or mass coefficient p3;” describes
the inertial (opposed to viscous) drag when the fluid exerts on the
solid as the latter is accelerated relative to the former and vice-versa.
The He® — He* solution densities have the following form [12,13]:

P = Pp* =Pl =Phz; Po2 = Pp" —ply =Pz — Pl2 >0; =Pz >0.

Complex function F(w) describes the deviation from Poiseille flow.
at finite frequencies. The coefficient b=n® */k, is the ratio of total
friction force to the average normal fluid velocity, where 7 is the
fluid viscosity and &, is the permeability. U", U, @, are the
averaged displacement of the normal fluid components, the
superfluid component and solid part. The equations (1) were derived
in conditions when impurities participate only in normal fluid flow.
Using well known methods for measurement of generalized elastic

ients with jacketed and unj ibility tests in the
case of a homogencous and isotropic porous matrix it was found that

son s )62 T
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Biot-Willis coefficients R and Q are equal to [14]
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We see that generalized elastic coefficients (2-7) of the theory are
related to the directly measurement coefficients: the bulk modulus of
fluid K 7, the bulk modulus of solid K,,, the bulk modulus of the

skeletal frame K, and N. And finally:

S=0-c— ®)

&

The quantity Z=p(ps—js) is defined in terms of the chemical
potentials py,p, for He> and He® in the solution. Cy, is the
specific heat of the solution.

We are interested in the case which was considered by Mckenna et
al, [2] who developed a theory explaining the behavior of sound modes
in acrogel filled with He II, taking into account the coupling between
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the normal component, aerogel and its elasticity. Here the normal
component is locked in a very compliant solid matrix so that the liquid
and the acrogel fibers move together under mechanical and thermal
gradients. It takes place at low sound frequencies, when the viscous
penetration depth is bigger than the pore size so the entire normal
component is viscously locked to the solid matrix. The same
phenomena  have been discussed and considered in superfuid

He® —He* solution-aerogel [12]. In this case for aerogel we have:

KK,

S ey ©
o=1; NK,0K, 10)
1-2.p), 0= o(1+p). ()

P P

In order to consider low frequency limit we must exclude the
friction force, the two equations content and substitute these two
equations by a nonequivalent one. Because normal component of
superfluid mixture is completely locked to the matrix due to the
viscosity we have @ =0"

So, we obtain two dispersion equations for two variables:

-(A+2N#2Q™HR") k7U "= Q"+ R K7U" =
=0 (Pyt2pi#pLU ™R LUT  (12)
(@R ™K =Rk 2US=~a(p3,U 03, U° 3)

From equations (12-13), we have two longitudinal sounds, which
have the following form:
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(14)

where the first sound C,, the second sound C, , the fourth sound C,
and the sound velocities in cmpty acrogel C,:

s
ﬁ[u"fva:} c
P 8

(13%5’]; c
P

The first solution (14) is intermediate between the first and fourth
sounds. It resembles the fast mode and propagates at a speed slightly
lower than in mixture. Another solution (15) corresponds to the slow
mode. Experimental data for silica acrogel give C; >>C3 [2], so from

. :
C%pp cf(lﬂ)

5
148 p2
o

this inequality and (15) it follows C3, >>C;. Therefore, the velocity
of slow wave is much bigger than that of temperature sound in free
solutions.

From the continuity equations for mass and entropy we can derive
the ratio of the density oscillation to the entropy oscillation:
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The ratio of normal average displacement to the superfluid average
displacement we find from equation (13)

U2 1enClp 2 s RAu
U o (o) as)

Then the ratio (17), in the case of aerogel takes the form:
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19)
We must calculate the value of this ratio for the first mode (14) in the
approximation C2/C? <<1. Usually, it is adopted to establish the
coupling between the pressure and temperature oscillations:

i
)2

aofor m o

_p'5(dp/or)
e'p(0ofor) (, _o°
(1 e B)

(20)

that for the first mode takes the form:
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From (21) expression it follows that in the first mode pressure
are bw and they are
stipulated by the presence of He’ atoms and aerogel.

In pure He 1 (0°=0;=0) we obtain the well-known result

that only the pressure oscillates in the first sound due to the size of the
thermal expansion coefficient 9p/0T. Because of very weak
coupling between temperature and pressure oscillations in He I, such
phenomena as the slow mode (basically, representing temperature or
entropy oscillations [15]) as well as heat pulse propagation with the
velocity of the first sound have never been observed in pure
superfluids.

In order to consider sound conversion in mixtures of different
impurities in superfluids we take p” =0 in (21). We note that He'-
He' solution can be considered as an example of an impure superfluid.
We sce that the coefficient between T and P' is determined by 5 and
that the pressure oscillati the
in the planc wave. The onset of pressure oscillations in impure helium
produces propagating temperature oscillations only below Te.

The ratio (21) allows to analyze the sound propagation phenomena
in superfluid He (He® and He") in acrogel (3=0). In this case the

temperature oscillations are provided by opp® . It is easy to sce that

the parameters B and op' °0° are changed by linear combination of
these parameters for the system He*-He* solution-acrogel. So, the
coupling of the first mode to the second one in superfluid He'-He*
solution in aerogel is defined by the linear combination of B and

s

&p’p° instead of B in superfluid He*-He* solution and op’p® in He

Tl-aerogel separately.
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Now we can determine pressure oscillations, which accompany the
temperature oscillations in running second plane mode:

1—%}9](1»5)
NSRS 7C
.

From expression (22) the results can be derived, which take place
both in superfluid He® —He* solution and in superfluid helium in
aerogel. In our case these parameters participate simultaneously.

The quality, which determines the fraction oscillations of pressure.
and temperature, is their relative alterations ratio:
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where P and T are the equilibrium volumes of pressure and
temperature. Our results show, that disorder induced by porous
materials or impurities may change the coupling between oscillations
of quantities in propagating sounds or alter the nature of propagation
sounds in superfluid helium.
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ABSTRACT. We i new quasiepitaxial ZnO layers
treated by RBQE method. To state that in the process of the
formation of new ZnO layers neither extraction of sulfur from the
basic ZnS crystal nor inclusion in basic crystal of activated oxygen
existed in the gas phase occur, the implantation of ZnO samples
by S* ions has been carried out. In PL spectra of ZnO (p ~10’ to
10" Qcm) samples obtained by implantation of S* ions (T = 300-
350°C; in 0;) A =390 nm (A = 385 nm, A = 400 nm); & = 440 nm; A
=460 nm and A = 505 nm peaks were observed. In our opi
these peaks correspond to (Vza-Vo'™); Vo''s AX'3 Vai Vo',
respectively. In PL spectrum of implanted ZnO layers the peak
related to sulfur has been observed. Thus, the obtained ZnO
serves as a protective layer.

The control of electrical and optical properties of wideband
semiconductors is very problematic because of strong compensation
and self-compensation caused by residual impurities and point defects
For this reason the inversion of conductivity type is problematic [1.2]

The ZnO, ZnS are very interesting materials among the wideband

[3]. The ZnO layers are obtained on the
base of ZnS by RBQE method [4,5]. Quasiepitaxial layers are formed
by metal component that because of diffusion comes out of the
volume of basic crystal onto the surface and oxygen singlet radicals
from gas phase. In our case the RBQE method enables us to obtain
single crystalline layers of ZnO on the basic crystal of ZnS but
generally it might be used for other binary compounds. To state that in
the process of the formation of new ZnO layer neither extraction of
sulfur from the basic ZnS crystal nor inclusion in basic crystal of
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activated oxygen existed in the gas phase occur the implantation’ of
ZnO samples by S ions has been carried out

By means of RBQE method the single crystal layers of ZnO were
grown on the basic ZnS crystal, the n-type ZnS samples with p=10”
Qem grown by gas phase epitaxy were used as initial basic crystals.
To obtain, new single crystal layers of ZnO the treatment was carried
out in the atmosphere of activated oxygen. obtained by RF-discharge
of 40-80 Wt. The treatment temperature was 300-900°C and duration
was 45 min-6 hours. We have studied electrical and optical properties
of the basic crystals and new quasiepitaxial layers.

The n-type ZnO (p ~ 10 Qcm) samples were implanted by S” ions
(E = 150 keV) with D = 10'-10' em™ doses. The density of ion
current was J = 0.3 to 2pA/cm’. The subsequent heat treatment of
implanted samples was carried out within the temperature interval of’
300-500°C in molecular oxygen atmosphere. Duration of treatment
was 4-8 hours.

PL spectra of the obtained ZnO layers were studied. We measured
PL of ZnO/ZnS quasiepitaxial layers grown at various temperatures
350°C-850°C. The PL spectra of ZnO quasiepitaxial layers grown at
different temperatures are given in Fig.1.

y_(Rel. Un)

PL l;l;'mnsi(

350 400 450 500 A, nm

Fig.1. PL spectra of ZnO quasiepitaxial layers grown at different
temperatures
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At T = 650°C stoichiometric layers of ZnO (p > 10" Qcm) were
obtained. In the PL spectrum exciton part was observed (A = 367 nm -
A exciton, A = 371 nm — bound exciton; A = 374 383.4 nm; A
=392 nm and A = 401 nm - phonon replicas of A exciton), visible part
was completely vanished. During the treatment at T = 450°C a weak
hole conductivity (p = 10-10° Qcm) was observed. In the PL
spectrum the exciton emission is partially covered by the emission
band with maximum at A = 390 nm. Subscquent lowering of
temperature growth leads to increase of the intrinsic defect hole
conductivity. At T = 350°C p-type ZnO layers with resistivity p = 10
Qcm were obtained. In the PL spectrum of this crystal A = 390 nm
band completely covers the exciton part. With temperature decrease
the quantity of uncontrollable impurities also decreases and the degree
of monocrystallinity of the built up layers increases.

The band, connected with sulfur, was not observed in PL spectra
of ZnO quasiepitaxial layers. Thus, there is no diffusion of sulfur in
building layers of ZnO during the RBQE.

After removing the quasiepitaxial ZnO layers the basic ZnS crystal
was studied. In the PL spectrum pikes connected with oxygen do not
take place. As to oxygen implantation in ZnS basic crystal, in our
opinion this process does not develop or its intensity is so low that in
PL spectrum of ZnS the peak related with oxygen has not been
observed

When ZnO was implanted with S+ ions (J = 0.3 to 0.5 pA/em’) -
type ZnO samples were obtained with high resistivity p ~ 10°-10"°
Qcm (in by heat treatment in O, at T = 300 to 350°C). n- type ZnO
samples with low resistivity (p & 10° to 5x10° Qcm) were obtained by
heat treatment at T > 350°C in the atmosphere of 0,. When ion
current density was J > 2 pA/cm?, n- type ZnO samples were obtained
with resistivity p ~ 10’ to 2x10° Qcm. When ZnO crystal was
implanted at the density of ion current more than J = 2 pA/cm - type
samples of p ~ 10°2x10° Qem resistivity were obtained. This is
caused by self-annealing of radiation defects in the process of
implantation.

The temperature of heat treatment T = 300 to 350°C was found to be
enough for stimulation of diffusion in the crystal after ion
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implantation. The obtaining of n-type ZnO samples with p = 10% to
10" Qcm to the. of ium between the
crystal and molecular oxygen atmosphere at this temperature. The PL
spectra of xmplanll.d ZnO samples were investigated. In PL spectra of
ZnO (p ~ 10° to 10" Qem) samples obtained by implantation of S™

ions (T = 300-350°C; in O2) A = 390 nm (A = 385 nm, A = 400 nm): A
= 440 nm; A = 460 nm and A = 505 nm peaks were observcd (Fig.2).
In our opinion, these peaks correspond to (Vzn=Vo ): V

Vo . respectively

10

PL Intensity (Rel. Un)

300 350 400 450 500 A,nm

Fig.2. PL spectra of implanted ZnO by S* ions

In order to identify defects responsible for the bands observed in
the PL spectra we consider the mechanisms of defects creation in
Zn0. As it was mentioned n-type ZnO was taken as an initial basic
crystal. It is obvious that the quality of donor type defects such as Vo,
Vo' and Zn; should be high in it. Creation of zinc vacancy is high in
the area where defect already exists, in particular near to Vo'. In the
PL spectrum A = 460 nm line might be connected with Vz,'. The low
intensity of this line may be explained with the low electron capture
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cross-section. The A = 390 nm line is characterized with wide half
width and it changes the shape according to the excitation conditions
It indicates, that the line does not have the elementary structure. We
disintegrated the line and we received two clementary peaks with
maxima at A = 385 nm and A = 400 nm wavelength. Proceeding from
local electro-neutrality the recharging of one charged oxygen
vacancies Vo' into double charged ones Vo' must occur. The latter
has a wide capture cross-section, and consequent peak growth must be
observed in the PL spectrum. Indeed. the growth of A = 400 nm line
and the reduction of A = 505 nm line define this process. Radiation of
A = 400 nm line is connected with electron transition from the
conductivity band to the V™™ center. Radiation of A = 505 nm linc 1s
connected with transition of electron from conductivity band to Vo'
level. The growth of Vz, and Vo™ must stimulate formation of their
complex (Vz,-Vo™). The A = 385 nm linc in PL spectrum is
connected with transition to this center from the conductivity band.

We think that the implantation of sulfur in ZnO samples causes the
formation of AX" centers. This is proved by the existence of A = 440
nm peak in PL spectrum. The peak A = 440 nm registered in PL
spectrum is connected with the formation of AX' complex defect
center initiated by interstitial sulfur. The mechanism of formation of
complex defect initiated by impurity center at implantation of sulfur in
ZnO can be presented as follows: when sulfur occupies the interstitial
site AX" center should be formed in case of S, relaxation [6,7]. First S;
captures the valence electron (from valence band) causing the
formation of anion-cation O-Zn pairs, and as a result S, releases 2¢
into conduction band and sulfur is charged positively. Thus, sulfur
implanted in ZnO acts as a donor. We think that the obtained AX"
complex defect first captures a free hole and then a free electron from
the valence band resulting in the formation of center bound exciton.

In PL spectrum of ZnO implanted by S', a band with maximum on
A = 440nm has been observed additionally; the case was not observed
in PL spectrum of ZnO obtained on ZnS base. Thus, there is no
diffusion of sulfur in new layers of ZnO during the RBQE.

‘An important feature of RBQE method is the fact, that on the one
hand the obtained ZnO is a protective layer for ZnS, i.c. it can inhibit
S and allows to extract Zn only. As a result the conductivity type
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inversion in surface layers is possible. On the other hand, at fixed
oxygen concentration control of concentration of Zn extraction from
ZnS by temperature change is possible, which enables electrical and
optical properties of new layers to vary in wider range. The obtained
semiconductive ZnO layer not only inhibits S in ZnS, but prevents
inclusion of oxygen occurring in gas phase in ZnS. Thus, it has been
shown that it is possible by the RBQE method to achieve the
conductivity type inversion with the aid of semiconductor ZnO
protective layer. Thus, the obtained ZnO serves as a protective layer.

In that way, we can conclude that when obtaining ZnO layers on
ZnS base by RBQE neither sulfur atoms diffusion in the obtained
layers nor oxygen atom implantation in the basic crystal takes place.
This points out higher effectiveness of RBQE method.
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ABSTRACT. Emission cross-section and linear polarization of
the excitation of helium atomic Hel (388.9nm) and nitrogen ionic
NII (500.1-500.5nm) lines have been measured in a broad range of
collision energy (1-10keV) of He' ions. High degree of the
polarization P = - 20% was observed in the case of helium line.
Such a great negative value of the degree of polarization indicates
that my =+1 sublevels of the excited state 3°P of helium atom are
preferably populated. Analysis of the experimental results
indicates that the electron density formed in He' during the
collision is oriented perpendicularly with respect to the incident
beam direction. Strong correlation is revealed between inelastic
channels of the formation of excited helium and nitrogen particles.

INTRODUCTION

Ton-impact processes on molecular nitrogen Nz have been studied
extensively because of its importance in many natural and applied
phenomena. From the practical point of view the collision that
produces clectronically excited species plays a key role in plasma
physics, gas discharges, in the study of the interstellar medium and in
the upper layers of the atmosphere.

Numerous works have been devoted to investigate the polarization
of radiation in ion-atomic and ion-molecule processes [1-13]. Such
investigations aim to determine electron alignment and polarization
effects [4-9]. The polarization fraction is quantitatively discussed in
terms of alignment of the orbital momentum sublevels. The cross
sections of population of magnetic sublevels provide detailed
information on the excitation mechanism. Due to the different
populations of magnetic sublevels  within a certain (nl) subshell, the
radiation can be polarized and, consequently, anisotropic. Hence, from
experimental point of view the information about the polarization is
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important for the determination of accurate absolute and relative
photon emission cross sections.

Usually in the the i of
photon and scattered particle arc detected. In the above mentioned
works the Lyman-a linc of the hydrogen atom was mainly registered
In order to amplify the optical registration sensitivity instcad of
monochromator the broad bandpass filters have been used for isolating
the optical lines.

In case of He* ~N, colliding system the radiation spectrum is
quite multitudinous and  therefore the monochromator with high
resolving power (~ 0.2 nm) is to be used. As a result the optical
sensitivity became worse and it was impossible to use the coincidence
scheme in measurement. The obtained results of polarization
experiments allowed to make some nontrivial conclusions about the
spatial distribution of the electron cloud

In this paper, we report experimental results of the study of the
excitation processes in ion-molecular collisions in a broad range of
collision energy (1-10 keV). In the visible range (380 + 800 nm) we
have measured excitation functions and degree of linear polarization
for the lines of the helium atom (A = 388.9nm, transition 3;; p02s
33)) and nitrogen ion (A = 500.1+500.5nm, transition 3d °F'—3p D)
due to the He'-N; collision.

APPARATUS AND METHOD OF MEASUREMENT

The experimental setup and calibration procedure have been
described in details in [13]. The ion beam extracted from the discharge
source is focused, accelerated and mass selected in a 60° magnetic
sector field. The beam of He" was passed through collision chamber.
The radiation emitted as a result of the excitation of colliding particles
was observed at 90° to the direction of the beam. The spectroscopic
analysis of the emission was performed with visible monochromator
incorporating the diffraction grating with resolution - 40 nm/mm.

Polarizer and the mica quarter-wave phase plate are placed in front
of the entrance slit of the and the linear.
of the emission is analysed. The phase plate was placed after the
polarizer, was  rigidly’ coupled to' it, and applied to cancel  the
polarizing effect of the monochromator. The emission was recorded
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by photomultiplier with a cooled cathode and operated in the current
mode

The helium ion currents in the collision chamber were of the order
0.1-0.5pA and the pressure of the gas under investigation did not
exceed 6:10* Torr, so that multiple collisions could be ignored. The
system was pumped_differntially by the oil-diffusion pump. The
residual-gas pressure did not exceed 0.1-10° Torr.

Particular attention was devoted to the reliable determination and
control of the relative and absolute spectral sensitivity of the light-
recording system. This was done by measuring the photomultiplier
output signal duc to the (0.0), (0.1), (0.2), (0.3), (04). (1 2) (1.3) and
(1.4) bands in the first negative system of the ion N;” (B
- X%, wransition) and (4.0), (4.1), (62), (63), 2.0). G- D) (5.1) and
(5.2) bands of the Meinel system (A “T1,-X °Z; transition) excited in
collisions between the (E.=110 eV) electrons and nitrogen molecules.
The clectron gun was located directly in front of the entrance slit of
the collision chamber. The output signal was normalized to (0.1) band
(1= 427.8 nm), which had the high intensity in this range. The relative
spectral sensitivity curve of the recording system obtained in this way
was compared with the relative excitation cross sections for the same
bands, averaged over the experimental data reported in ref. [14-18].
The absolute excitation cross-sections for the (0.1) band (b = 427.8
nm) were assumed to be 5.3:10" cm’ at the electron energy of 110
V. This value was taken from ref. [14].

The relative uncertainty in our measurements was 5%, the
absolute uncertainty was 15%. The accuracy of polarization
measurements did not exceed ~2%.

RESULTS OF MEASUREMENTS AND DISCUSSION

Excitation func!ions measured for lines of the helium atom Hel
(A=388.9nm, 3p *P—2s *S) and nitrogen ion NII (A = 500.1+500.5nm,
3d *F—3p °D) are ploted in Fig.1. Presented curves exhibit surprising

in the whole energy region both the
absolute values of the emission cross sections and their energy-
dependence are close to cach other.

Results of polarization measurements are presented in Fig.2. As
shown maximum degree of polarization is 20% for Hel (388.9 nm)
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line and that is ~ 5% for NII (500.1+500.5 nm) which is a dissociation
product. It is clear from Fig2 that degrees of polarization for the
investigated emission lines change the sign at the nearly same energy
~3 keV and reach their maximum in region of 8-10 keV of the
incident He” cnergy. The obtained results presented in

oo

Cross section 10" cm?

Tt
8

Energy, keV

~
£
IS
@
~

Fig.1.Energy dependence of the excitation cross section of helium
atomic and nitrogen ionic lines: 1- Hel(388.9 nm), 2 -NII
(500.5 nm)
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Degree of linear polarization
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Fig.2. Energy dependence of the degree of polarization
1 - Hel(388.9nm), 2- NII(500.5nm)

Figs.] and 2 point to the fact that there should exist a strong
correlation between inelastic processes producing the excited helium
atoms and nitrogen ions (dissociation products)

He' +N,(X'Z,) > He' +N" +N [0}

Het +N, (017, ) o Ho+ (N3 ) > He+ (V) +N. @

Also we have supposed that the inelastic energy defects for these.
channels are close to each other.

Polarization of the emission emerging from excited *P-state of
helium is connected to the relative populations of m; =0 and
my, =1 sublevels. Expression for the first Stock’s parameter has
been derived on the basis of general approach developed by Macek
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and Jaccks [1]. We remove the details of these calculations into
Appendix presenting herc only the final formula for lincar
polarization:

_ 1550 =51)
" 4lo, +670,

3)

where 1, and 1, denote measured intensities of radiation with electric
vector parallel and perpendicular to the incident ion beam,
respectively: G, and o, stand for the cross sections for population of
sublevels with m;, =0 and my =+, respectively. Taking into
account that experimentally observed value of P is 20% one obtains
from (1) that &,/c ~15. Such a great value of this ratio indicates
that m; =+1 sublevels of the excited helium atom are preferably
populated. This means that the electron density formed in He' during
the collision is oriented perpendicularly with respect to the incident
beam direction.

For polarization of radiation emitted by nitrogen ion N
(dissociation product) we have used the same technique as for
derivation of (3) and the following expression has been obtained

S WEcn +20, —303 @
36, + 60, +60, +505

‘We note that in case of excited N'-ion it is complicated to trace any

pronounced alignment of the radiating object. The reason is that

expression (4) contains not only G, andoy, but G, and G, too and

the unambiguous determination of branching ratios seems to be a

difficult task.

There are some additional arguments that substantiate the
existence of correlation between the channels (1) and (2). Filippelli
et. al in ref. [19] investigated electron impact dissociative ionization of
N.. The authors have observed the same emission line of N* -
500.5nm. Because of the small mass of the incident particle — electron,
the threshold impact energy for the appearance of this line nearly.
coincides with the corresponding energetic defect less than the helium
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atom ionization potential. So, 56¢V for the threshold after subtraction
of 24.6eV gives approximately 32eV for the energy defect. In the
energy loss spectrum plotted by Dowek et al. [20], for the charge
exchange channel, one can find a broad peak in the energy range of ~
30 eV. We see that 32 eV is located in this area and this fact is indirect
evidence in favor of the close relationship between reactions (1) and
2).

The energy dependence of measured polarizations shows that the
electronic orientation of the excited He atom changes at nearly 3keV.
One can suppose that because of the mentioned strong correlation
between the channcls of excitation of He and N’ the electronic
orientation of the excited nitrogen ion would also change. This implies
that the effect of molccular axis orientation with regard to incident ion
beam is also changed as energy increases.

APPENDIX

Here we derived the simple formula for the degree of polarization
of radiation as result of the atomic particle collision process. Presented
calculations are bascd on the pioneering work of Macek and Jaecks
1]. Below we use the following quantum numbers: L- electronic
orbital quantum number, My-magnetic quantum number, J- full
electronic momentum quantum number, S- electronic spin quantum
number, I- nuclear spin quantum number and F - full atomic
‘momentum (electronic + nuclear) quantum number.

In the polarization experiments number of the photon and
projectile coincidences dN. depends upon the position of the photon
and particle detectors. The incoming beam axis is usually taken to be
the z-axis, and the x-z plane is located arbitrarily. The angular
coordinates of the particle detector relative to this coordinates system
are denoted by 0 and @, and the coordinates of the photon detector by
0 and ¢ Number dN. is proportional to lincarly polarized light
intensity which is oriented at an angle B with respect to z-axis,
provided projectile particle is scattered in (6, @) direction.

dN, = {Am, cos?B+A,sin? B+ (A, —Agy)cos? Beos? 8+
+ZReA[sin20'cos?Boos( - ) +sin2Bsind'sinG 1) |-
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ReA, [(cosZB 0520 -sin?) cos2(- ') +

+sin2Bcosd’ sin2(j-j)]}dQdQ’ (A1)

dQ and dQ are the solid angles covered by the particle and photon
detector, respectively. Coefficients A g are determined as
x
A= > U@EMMIFIFLL,)(ay, ay, ) [dtet
LM, 5
(A2)

fere
UqdM My JFIFLLy) = (A3)

_ @I+DEI+DEF+)EF + DL +1)
@S+1)@I+1)

xI_LXFJJ';(’LL a0k, x[l 1 %
rysflFE Il 1 LfiM My vl g )
q is polarization vector component of the photon;  is the frequency
of the emitted light and 1/y. is the mean life of the excited atom. The
excitation amplitudes contain all information about collision dynamics
and they depend on © only. Time integration in (A2) involves
detection time interval 0-At.

In our experiment we do not fix scattered particles. This means
that expression (Al) should be integrated over coordinates 0 and ¢.
Furthermore, in our experimental condition the photon detector is
installed in direction perpendicular to the primary ion beam, i.c. 6/ =
90°. As to analyzer angle B, it was taken equal to 0° and 90°. Therefore
only the following terms will contribute to the detected intensity

Dl IML S gy D) x
2012

1~ (Aucos’B + Ausintp)dQ a9

In case when radiation from helium atom is observed, nuclear spin I =
0, so we have no hyperfine structure. Consequently, we can change
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@ypyp-by @,y Further, since the mean life of excited atom 1/y and

1/@, is much shorter than commonly employed resolution time, the

time integral becomes
y

Idtexp[-(y Fioptl =
o

O 5
—>
y+ioy  |,J=

(A3)

Now, (Al)-(A3) allow to find an exact value for the first Stocks
paranicter
1([3:0‘)-1(p=9o“)
RO e e (A6)
1(p=0")+1(p=90)

Let’s determine degree of polarization for He atom line (388.9 nm,
transition® p—>s). For this case when g =0q=0,

UOOM, M JII10) = @I+ D ()™M T @x+ D)D) x
2012
X\lzzllxl!lxl 1oxY1 1y
vy 1f oo oof It 1 oofi-m, My 0f0 0 0)
and whenq=1q'=1,

UMM 133010 = @I+ D ()™M D @x+DED ™ x
2=012

xllx’ij’xlxl 1oyl 1y
gy oy oof trof-My My 0A-111 0
Here () and { } denote the 3-j and 6§ symbols, respectively.

Finally, we obtain the following expression for the degree of
polarization for the mentioned helium emission line:
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15(y=5,)
670, +4lo,

P= (A7)

where 6yand o, are cross-sections of population of magnetic sublevels
with m, =0 and m, 1, respectively
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on spectroscopy method is used for study of
processes in collisions of closed electron shell pairs.
obtain inelastic energy loss spectrum of primary scattering
particles the “box” type electrostatic energy analyzer (ESA) is
designed. For estimation of principal parameters K'-Ar pair was
tested as a typical example. The resolution ability of ESA is
determined.

The experimental determination of absolute value of cross-section
of an inelastic processes (ionization, charge exchange, excitation)
occurring during ion-atom collisions is a subject of great interest. Such
i igati are important for of various branches of
physics and techniques (plasma physics, _astrophysics, ~gascous
discharge, etc.) it is also necessary for testing of theoretical models.

Complex _investigation of such processes especially when it
concemns the closed electron shell of colliding pairs (alkali metal ions,
rare gas atoms) is connected with definite methodical difficulties. Due
to the small collision parameter the scattering of primary particles at
large angles take place and hence secondary recoil particles acquirc
large kinetic encrgy. This makes impossible the effective detection of
particles. Moreover due to the large amount of inelastic channels their
identification becomes p ic. Hence such investigations require
perfect methods. Therefore taking into account the difficulty of
physical task it was decided to choose the perspective of the so-called
collision spectroscopy method.

Certainly there exists more sensitive methods e.g. electrical or
optical spectroscopy but the circumstance that the mentioned
processes might be realized without detachment of electrons or
without radiation, or lifetime of excited electrons to be sufficiently
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large (so-called metastable particles) the advantage was paid ‘on-a
collision spectroscopy method

This method is based on an investigation of scattering primary ion
energy loss spectra resulting after collision with target gas atoms. The
idea of this method schematically is explained in Fig.1

OE.

B
©

SN

Fig.1. Schematic drawing of scattering

The fixed E-energy A" ions collide with B target particles, they are
scatter on a definite angles and enter into the

The kinetic energy of scattered particles is measured in analyzer and
therefore energy loss, that concerns the various inelastic channels are
determined.

According to our task to obtain a necessary energy loss spectrum the
definite condition was laid on a selection of measuring systems
(analyzer). There are also a lot of types of electrostatic systems such
as: analyzer with homogeneous electric field (plane” condenser,
capacitor), cylindrical and spherical mirror types, toroidal, parabolic
etc. [1-4]

The aim of our work was to sclect such an analyzer which has small
size, would be easy for construction, has a possibility for double
focusing, large luminosity and, what is most important, optimal
resolution ability R=E/AE. Where E is energy of primary particles and
AE minimum difference between observed peaks (shape curves) that
can be distinguished by detector. In our case the “box” types
dispersion electrostatic analyzer was used. Such systems compared to
others have some advantage, particularly maximal localization of
fields surrounding the analyzer, full screening of outer fields and
minimal losses on power supply.
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Fig.2. The “box” type electrostatic analyzer (ESA)

Schematic 3D drawing of "box" type electrostatic analyzer is shown
in Fig.2. It consists of two pairs of parallel plane electrodes that are
located so that its section gives right angle. The potential applied on
the upper and side electrodes was equal to the acceleration potential of
primary ions and on entering one the potential is zero.

According to the physical task the unique parameter selected in
advance was resolution ability the value of which is equal to R = 500.
It means that if energy of primary particles E = 2 keV. then we can
distinguish two inelastic channels from each other with 4cV
difference. From this requircment we estimate all principal parameters
of analyzer. The estimation of parameters and among them a potential
distribution into analyzer and charge particle trajectory formed into
analyzer was possible by solving the Laplace equation (5]. For
simplification of solution calculations were made for that partial cases
when potentials on a reflective and adjacent side electrodes were equal
to each other and to acceleration potential V' of entering ions into
analyzer. Distribution of potentials and trajectory equation looks as
below [1]:

Ox,y)=V. ——mg[s‘“”JMv:h[wy(znn)]x

& 0"V sin[nx(@2n +1)]

;n (20 +1)sh[nb(2n +1)] )



gl cois 2 2, 199(.y)
HOL e )[Hx (CFROIE = @
oy b Lo 2 e ) OO Y)
Y@= sl @r =0, ®

where ®(x,y) is the distribution of potential into analyzer and x(2)
and y(z) are desired trajectory cquations (see Fig2). Relations
between analyzer parameters are following:

d=167a; D=126d; b=09a; ©=50°45";
y=025a; h=006d; Sy =087R'd,

where d is the distance between slits, D dispersion, a width of
analyzer, b height, © entrance angle of primary beam in analyzer, y
distance from source to electrodes, R resolution ability, S optimal
width of slit, h slits height. In our case d = 60 mm. By means of
obtaining parameters we made "box" type electrostatic analyzer that
have been used on a mass-spectrometric setup for studying of energy
loss spectra (Fig.3).

Ag
e s
=

i T

3. Experimental setup

1-ion source; 2- magnetic mass-analyzer; 3- collimating slits;
4- focusing system; 5- Faraday cup; 6- collision chamber; 7-
cffusion source of target particle; 8- capacitor; 9- analyzer;
10- entrance and exit slits of analyzer; 11- secondary electron
multiplier; 12- collector of ions; 13- rotation system of
analyzer; 14- diffusion pumps.
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The primary beam extracted from surface ionization ion source (1)
after focusing was accelerated to the desirable energy, formed into
mass-analyzer (2), according to g/m (g-ion charge. m-mass)
Collimating by slits (3) ion beam was forwarded into collision
chamber (6), where it was crossed by a target particle beam and
entered into electrostatic analyzer (9). Automatic change of analyzer
potentials gave possibility to investigate energy loss spectra into 0-
100eV ranges and the rotation of an analyzer around the center of
collision chamber differential cross section of scattering in 0-20° angle
ranges.

The ion signals were registered by sccondary electron multiplicr.
Without introduction of target gas the pressure in collision chamber
was kept below 10° torr and the typical pressure under operation was
10* torr. The investigation was performed in a single collision
condition. The current of primary ions in collision chamber was | =
0,01 mKA.

To evaluate the resolution ability of electrostatic analyzer the test
experiment of encrgy loss spectrum for K'-Ar pair (as a typical
example) was carried out. The spectrum of primary ions with fixed
energy E = 2 keV and scattering angles © =3.5° are shown in Fig4. It
seems that the spectrum has sharp discrete character. The reaction
scheme corresponding to main inelastic processes is shown on Fig.5.

The first peak corresponds to the elastic scattering of colliding K*
ions, second one corresponds to the single electron excitation of argon
atom on (4s, 4p, 3d) states with energy losses of AE =11.6-14 eV,
third one corresponds to the excitation of K’ ions into the (4s, 3d)
states with energy losses in AE = 20-22 eV range, the fourth one
corresponds to the single and double autoionization states of Ar with
energy losses in AE = 30-32 eV range. As is seen from Figure the
energy difference between two neighbor (second and third) peaks
consists of 5 eV. They are well distinguishable from each other.

This result indicates that the preliminary idea concerning the
creation of electrostatic analyzer with resolution ability R = 500 was
solved successfully.

The obtained spectrum analysis shows that definite portion into
jonization process have excitation of autoionization states. For
identification of excitation states the analyze based on Gaussian
distribution (dashed line in Fig.4.) was applied.
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Fig.4. Energy loss spectrum

AE=0

1) K'(3p%) + Ar(3p%) — K'(G3p®) + Ar(3p%)
AE=11.6-14 eV

1) K'3p%) + Ar(3p®) - K (Jp‘)+ Ar’ (4p)
p°) + Ar” (3d)

1) K'(3p%)+ Ar(3p) — K'(3p°4s) + Ar (3p%) AE=20-22¢V
K" (3p°3d) +Ar (3p%)
IV) K'(3p% + Ar(3p®) — K" +Ar"(3§3P‘3d) AE=28-30 eV
Ar'(3p’) +e
Fig.5. Reaction schemes for various inelastic processes
As is seen from Figure in a second peak the main portion has an

excitation of Ar atom in 3d and 4p states, in third one the excitation of
K' ions in a 4s and 3d states. In autoionization peak the definite

portion has a single electron excitation of Ar atom in 3s3p*3d state.
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ABSTRACT. In the present situation the improvement of the
accuracy of the short-term prognosis of precipitation is still very
important issue. The article suggests synoptic-statistical method
for the short-term prognosis. The 5-year observational material
was used for synoptic analysis; later the corresponding
correlations were estimated. The values of correlation between
calculated aerological data and meteorological elements (total
diurnal and maximal values of precipitation) appeared to be
sufficient. It allows the usage of the described method in the
operational practice.

The problem of weather forecasting, particularly, the prognosis of
precipitation is one of the most complicated and significant questions
of the modern atmospheric science. Georgia is located at the border of
the middle and subtropical latitudes, thus the diversity of weather is
the result of the circular processes natural to both zones. The
interaction of these circular processes with orography in different
regions of the country brings about the weather conditions absolutely
different from each other. Indeed, air flows aiming toward the
Caucasus Range react with the complex relief which cause
complicated spacious distribution of the vertical the fluxes eventually
resulting in the compound spacious distribution of atmospheric
precipitation.

At present the accuracy of the qualitative prognosis of atmospheric
precipitation is less developed than that of the temperature and wind,
especially, in the mountainous countries. On the other hand, heavy
precipitation is the significant source of heavy rains, river overﬂcws,

landslides, and That’s why the
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and i ion of the new in a practical 3 s
quite important and actual.

Till 60s of the last century the prognosis of precipitation was
carried out by aerosynoptical method. It uses the expected changes of
the circular processes in the atmosphere. The prognosis of this kind is
dependant on the qualification of the specialist and thus, has
subjective character. Further development of computer technology
made possible the implementation of a quantitative prognosis of
precipitation on the basis of the thermo-dynamical and statistical
methods. Howe the discussion about remarkable quantitative
changes in precipitation prognosis is carly. We think that the main
reason of the existed situation is that modern methods of precipitation
prognosis are carried out using the thermo-dynamical methods. They
do not consider the regularity of altenation in time and space of the
multiyear observat data and methods
to the certain region.

Thus, the combination of all three methods depicted above to work
out the prediction methods for atmospheric precipitation could have
become one of the most precise ways for prognosis.

The formation of atmospheric precipitation, first of all, has frontal
character and is associated with long-scale atmospheric circulation. In
the works of Georgian scientists [1-4] every synoptic process in the
South Caucasus is researched and classified. The types of synoptic
processes that determine weather characterized by precipitation or
without it on the whole territory of Georgia or on the certain regions
are recognized.

On the other hand, uneven heating of the Earth’s surface causes
the formation of powerful convective fluxes in the atmosphere during
the warm period of the year, which in case of sufficient amount of
water vapor brings about cumulonimbus clouds. Convective fluxes are
characteristic to East Georgia where semi deserts, valleys, and forests
are neighboring; in tum, it is the reason of uneven heating of the
Earth's surface. Convective precipitation is natural to the first part of
the warm period, when the upper layers of the soil are well moistened
and at the same time there is a good supply of water vapor in the
atmosphere. Climate in East Georgia is continental and, providing
significant drop of the amount of water vapor in the second part of
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warm period and thus, the possibility of the formation " of
cumulonimbus clouds d(.splu, convection

Either 5-yean ional data for
1982-1986 period is uscd to implement lhz: probable prognostic
method of precipitation. First of all, the data from 18 meteorological
stations scattered on the whole territory of Georgia were collected and
the database containing the diurnal and night total air temperature and
precipitation data for above — mentioned time period was established.

Further, every single possible synoptic type influencing country’s
climate was established on the basis of diurnal synoptic analysis.
Later, the initial information on the following meteorological
elements: air temperature, deficit point of dew, wind velocity near the
Earth's surface and on the 870, 700, 500, 300 isobaric layers of the
atmosphere was obtained by air sounding in Tbilisi airport twice a
day: 3:00 a.m. and 3:00 p.m. It was used to build a standard emagram.
The emagram helps to calculate derived quantities like: pseudo-
potential levels of and stability
or mstability of the atmosphere, the thickness of stable atmospheric
layer, maximal deviation of the state curve from stratification curve
and its altitude form the sea level, the magnitude of convective
vertical velocity at the certain level.

By the primary work-out of the prepared database [5.6] was
proved that the precipitation fall-down in East Georgia can not be
expected in the following cases:

« if dominating synoptic situation is anti-cyclone;

«if vertical stratification of atmosphere is stable;

«if the total deficit point of dew is more than 28°C at 850, 700,
500, 300 isobaric levels

Correspondingly, the above-mentioned synoptic situations were
selected from database for further elaboration and, at the same time,
arranged in accordance to the three dominating flows: eastern — 2,
western 1, and wave turbulence form south — 3

The correlative relations between the above-mentioned elements
and precipitation were calculated. In case of the larger correlations the
linear equation of regression was obtained. Here is given the
regression equation with four variables, daily maximum precipitation
(Uy), and total precipitation (U,) for the pointed three flows.

1. Westem flow:
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OOXQZX“ l 1033Xu 0.0639X,+ 83.7106

16 >31>x,- 12 4457X; - 3.2931X5+ 140.3456
r=066 El
2. Eastem flow:
368X+ z 4985x.7+ 1.62211X 2+ 24.2422
0.76; ER=
Up=- 1.1699X; + 4 9321)(., 60.3906X; + 946.9146
r=066, ER=0.07
3. Wave turbulences developed in the southern flows:
Uy = 0.0847X +0.0637Xy4+ 0.5151 Xa0 - 80.8369
r=052 ER=008
Uy = 03064, +0.1378Xis + 1.6075X5- 2547671
r=06l; ER=007,

where r is a correlation coefficient; ER is the mean quadratic error of
the coefficient of correlation; X; the level of condensation (km), X —
pressure on the level of condensation (mb), X the upper level of
instability , Xs the pressure on the upper level of instability, Xy
pressure on the level of the maximal deviation (mb), X the direction
of wind on 700mb level (m/s), X wind speed on 700 mb (W/s), Xis
the direction of wind on 500 mb level (m/s), Xis wind speed on 500
mb (m/s), Xy the deficit point of dew on 500 mb level (°C), Xr7
temperature on 700 mb level (°C), Xis the total deficit point of dew on
500 mb level (°C).

Finally, the large-scal i of the i of
correlation create the possibility of using the described method for a
short-term precipitation prognosis in the operation practice.
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ALGORITHM OF THE UNIFIED ENCOURAGEMENT AND-
INDIVIDUAL PUNISHMENT (UEIP)
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ABSTRACT. The theory of continuous adaptation without a
feedback and with a feedback on algorithm of the unified
encouragement and individual punishment (UEIP) is stated at
threshold reservation of the binary channels used for transfer of
the information, received in physical experiments. The results of
machine modelling of behaviour of threshold decision body are
given during adaptation on algorithm UEIP.

During continuous adaptation without a feedback on Widrow-Hoff
algorithm [1] on cach step of iteration the size of an increment of
weights is determined by a difference between the random weighted
sum of input signals and restriction overlapped on it. However other
algorithms of an increment of weights may use direct comparison of a
signal X; on i-th input of threshold body with a right answer
submitted from the outside X (or the decision Y in the presence of a
feedback). For example, it is possible to start with a principle of
encouragement and punishment, according to which changes in a
vector of weights (including a threshold as one of the components) are
made on each step of iteration, however in the absence of a mistake
weight is increased_ by the size dependent on number of iteration, at
detection of a mistake it decreases on the size dependent both on
iteration number and value of weight. Thus, an increment of i-th
weight

Bay(k)=a;(k +1)- ay (k) ()
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made on (k+1)-th step of iteration, in the absence of a mistake accepts
some value By with the probability 1-g;, and in the presence of a

mistake — the value B, -¢%*) with probability q; -

By with probability1 - q;
Aa; k)= 2]
ailk) {_ By - &) with probability q;” 2

where By >0, The initial weights a(){=Tn+1) can be given
arbitrary. Thus, in considered strategy the encouragement is unified, it
docs not depend on an input of threshold body and is determined only
by the number of iteration and punishment is applicd strictly
individually. This strategy can be named algorithm of the unified
and individual (UEIP)
Expectation value of Ag; (k) has the following form

=

Mo @1=pe-,)-peeOa; =m[

Let in the established condition

MFA:(k)]:o}_

=°A“')) @)

@
Ln+1 @
As before, the values of weights at which such condition is reached,
we designate as 4, . Then for &((=1n +1) the following equations
are obtained

©)

Thus, during continuous adaptation without a feedback by
algorithm (2) the increments of weights, the latter are established at
the levels coordinated with criterion of a maximum a posteriori
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probability if only the ratios (4) take place. Particularly this condition
will be fulfilled, if the value By, corresponding (k+1)—th step of
iteration is determined by the formula

1
B = = ©6)
It is possible to prove, that such choice is in agreement with the

one developed in [2] Bayesian approach giving for a statistical
1-q;
a

estimation of weight the value In

aiein——t— ™

where Mis the number of comparisons of a signal X; on i-th input of
decision body with a right answer submitted from the outside X, and
n; is the amount of mistakes observed at it. It is supposed, that a
priori distribution of a random value §; = N;/M is uniform.

Really, let

k-n; +1
a(k)=1n =R 8
(k) o ®
There is an estimation of value In ~% on k fh step of adaptation,
q

;i
iie. by results of k comparisons of a signal X; with a right answer
submitted from the outside X, at the number of observed mistakes
equal to n . From here it follows

©)

10
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Then on the following step, depending on result of comparison,
we have

,,‘(,{H):.,‘[szln["_*w+;], ay
n; +1 n; +1

o+l

at concurrence of signals and

u,(k+1):|n(wjzh{w)—ln(n 1 ]

(n; +1)+1 n;+1 n; +1
12)
otherwise.
Taking into account (9) and (10) in last ratios, we get:
ay (k) + 1nf 1+ —— | with probability 1-q;
k—n; +1
aik+D)= o) (B)
a(k)- h{l + in—”] with probability q;
At k>>n; >>1, using valid at x —> 0 ratio In(l+x)=x, we get:
a(k)+ L with probability 1-g;
ak+1)= k 13"

a)- 1. <) with probability

Introducing the designation (6), we come to the former algorithm (2)
of increment weights, which proves our statement.
Thus, in a first approximation the algorithm (2) is equivalent to
1-g; oo o=yl
1

estimation of weights In on each step of

iteration. Therefore there exists (11) value M determined by the
formula of number of k iterations, at which statistical estimation of
§; probabilities of a mistake q; deviates from this probability q; not
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more, than on the given small size & with probability close enough to
1

i takes place before the

achicvement of this condition at k <M, the use of smaller value of a

. 1
unit o . Due to the fact that the ratio E

1 = B
constant increment of weights 8= — instead of B during adaptation,

cannot break convergence of the process to the established condition:

(14)

At continuous adaptation with a feedback on algorithm of the
unified encouragement and individual punishment the established
values of weights are determined by formulas

n+1

where d; is the probability of a mismatch of a signal X; on i~
input of threshold body with the decision Y on its output. For an
1-q

estimation of deviations of these weights from values In it is

qi
necessary to start with ratio
-Q<d;<q; +Q
=
where Q is the probability of a mistake of threshold body.

The process of random wandznng of wexghzs at conunuous
adaptation causes the
of a mistake of Q threshold elemcnt whlch can be consldercd as a
function of external entrance parameters q;,dz»-»dnsdns  aNd
internal entrance parameters a;,d,,... @y s -

As the dependence
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Q= Q1,02+ A 11:91:925-+9n A1)

is known to us algorithmically [3] and as an appropriate program, it is
more convenient to study statistical distribution Q using Monte Carlo
method [4], treating the characteristic Q of threshold body as a

random value Q°, being the function of random arguments

.0 Layyy and fixed qi=Tn+1). Realizations of

this random value are designated by a symbol Q(ﬂ <Qs< 1)

Knowledge of the histogram or density £ (Q) of distribution of a
random value Q" allows to calculate the probability that Q" is less
than some maximally admited value Qg

P, =PrQQ" <Qu)

Taking close to unit value of this probability, it is possible to find
the value B of the weight increments, providing the required
probability Py.

For machine modelling of threshold body behaviour during
adaptation and the circle of questions outlined above we created an
appropriate program. It allows to study adaptation on algorithm of the
unified and individual at presence of a
feedback. Its input data are:

e The activator of the gencrator of the random numbers evenly
distributed in an interval (0, 1);

The amount of channels of threshold body (not more than 11);
Number of the channel, which weight distribution of during the
adaptation is desirable to receive;

Number of steps of adaptation (no more than ten thousand);

The value B, serving as a measure of an increment of weights on
each step of adaptation;

Probabilities of refusal of channels and their arbitraly given initial
weights (by one card on each channel);
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*  Aprioristic probability of presentation to threshold body for.
recognition of a signal +1 and initial value of a threshold.

The output information contains all set of the input data, and also
distributions of weight interesting for the user of the channel and
probability of a mistake of threshold body (with the indication of
intervals of values of these sizes and probabilities of their hit in these
intervals).

In machine ex ent the i of i of a
mistake of threshold body were received during adaptation on
algorithm UEIP with a feedback at

n=8q;=107.q;=10",a3 =4, =5-10",q5 =q6 =q7 = g5 =8-10""

and gy =5-107", when exact value of probability of a mistake of
restoring system for optimum values of weights and a threshold makes
Quuin = 7,912-107%.

In all three cases the initial weights and a threshold were set zero,
size B made 0.03, value of the activator of the generator of random
numbers was 33, and the amount of steps of adaptation- 100, 500 and
500, accordingly.

From the results received by us it follows, that (at correct selection
of initial weights, a threshold and sizes Bof their increments with
growth of the amount of steps of adaptation maxima probability
distributions of conditions to which various probabilities of mistakes
of threshold body answer, are shifted to the minimal value in the given
conditions Q-
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THE POSSIBLE MECHANIZM OF SEMIANNUAL
VARIATIONS IN THE IONOSPHERE BY DATA
OF TBILISI CITY
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ABSTRACT. The degree of ionization in the ionosphere,
corresponding to a given zenith angle x, is delayed by © minute
due to the sluggishness of ionosphere. Therefore the electrons
concentration at a given 7, corresponds to x;=|%|+Ax
forenoon and x,= - -|xo|+Ay afternoon. It follows that
Ay =1/2(; +1,) - It is possible to calculate 7; and 7, using well-
known formula cos y=sing-sind+cosg-cosd-cos(T-12-1). First we
calculate T, corresponding %, in case of T = 0. Therefore, it is
possible to calculate Ay for fixed v. On the other hand, if we
calculate V = [dg/dt] for 7, it becomes clear that Ay=V-r.
Consequently, forenoon the more Ay, the more 7, and so less the
electrons concentration. Analogically, in the afternoon the more
Ay, theless y, and thus more the electrons concentration.

The data obtained at the ionospheric observatory of Thilisi
State University during 1964-1986 years have been analyzed. It is
shown that f,E(cos y = 0.2) has semiannual variations; at the same
time the evening values of this parameter change in phase with
seasonal variation of Ay and morning values — in opposite phase.
The correlation coefficients are 0.91 and - 0.85, respectively.

It is shown that semiannual variations are connected with Sun-
Earth geometry (V) and sluggishness of ionosphere (¢). It is also
shown, that the dependence between 7 and solar activity (F10.7) is
linear.
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1. INTRODUCTION

Semiannual variations (SAV) are the variations for a six month
period. If investigated quantity has equinox maximums, it’s called
direct SAV, but if it has minimums, than it’s inverse variation.

The SAV is different from annual variations, among them
seasonal variation is the most known. Seasonal variations are caused
by inclination of the earth axis to the plane of ecliptic. That’s why
northern hemisphere takes the maximum heat from the sun during the
time of summer solstice and minimum heat at time of winter solstice.
In southern hemisphere seasonal-annual wave is changed in phase just
with 180° relatively a northern hemisphere.

Consideration on the whole complex of existed facts that almost
all geophysical phenomena, which proceed at a height more than ~ 90
km, experiences the SAV (1] Thus, rhithm of SAV contains all
thickness of the upper atmosphere. It is shown in [23] that the
velocity of solar senith angle change is also subjected to SAV. An
opinion on two basic sources of SAV: electromagnetic (equatorial
region) and corpuscular (middle and high latitudes) has been forwed
[1]. Yonezawa dedicated numerous works to SAV' [4,5]. The authors
of [6] suggest a new possible mechanizm of SAV at low latitudes: the
semiannual variation of the amplitude of the diumal tide in the lower
thermosphere induces the semiannual variation of quatorial electrojet
in the ionospheric E layer. It induces the semiannual variation of
amplitude of ionospheric equatorial anomaly through the “fountain
effect’. This process causes the semiannual variation of the low
latitude Ny,F2.

Till today the researchers of this question haven’t applied Sun-
Earth geometry and sluggishness of ionosphere to explain SAV. It is
shown in this work that SAV of E layer critical frequency (fE) is
connected with Sun-Earth geometry and sluggisness of ionosphere.

2. Theory

It is established by different experiments that variation of NmE
will be described rather well by equation NmE ~ y/cosy; , where 3 is
the Sun’s zenith angle. On the other hand, it is possible to make a
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good approximation to N(z)E by parabola. Critical frequency of E
layer £,E ~ YNm [7]. The investigation of tabulate critical frequency
shows, that it is described well by the equation:
fE= (f:E)o-(cos )", m
where n= 025 as it must be for equilibrium layer of Chapman (8]
The degree of ionization in the ionosphere, corresponding a given
zenith angle %o is delayed by < minutes due to the shuggishness of

ionosphere [9]. Therefore the electrons concentration at a given Xq
corresponds tox; = [xo|+4y forenoon (mom.) and X, =—[xo| +4x
aftemoon (even.); therefore Ay =1/2*(x, +%,). It is possible to
calculate 7, and %, by well-known formula in astronomy

cosy, = sing-sind + cosp-cosd-cos(T-12-1) @

first Tois calculated, corresponding in case T = 0; i.. it is possible
to calculate Ay for fixed t. On the other hand, if we calculate
V=|dg/d] [3] for 7o, it becomes clear that Ay=V*t
Corresponding ~calculations are given in Tablel. Consequently
forenoon the more Ay the more x; and so less the electrons
concentration . Analogically, aftemoon the more Ay, the less %, and
s more the electrons concentration

The influence of sluggishness of ionosphere on the absorption
radiowave is shown in [10]. Not only absorption is subjected to SAV,
but other parameters of ionosphere, such as critical frequencies of E
and F2 layers - f,E and foF2

If ionosphere hasn’t sluggishness, i.e. 7= 0 and following Ay =
0; resulting f,E(cosy, = const.) must be just the same for every month.

If © = const. (t # 0) in expession Ay =V*, then variation of
Ay, must be caused by variation of V; i.e. according to above given
opinion, seasonal variation of morning values of £,E(xg) must being
in oposite phase with seasonal variation of 'V, and evening one — in
phase: In the Fig. 1 are showed seasonal variations of V and f.E

184



<81

Thilisi,
Values of Deand Ve cos c =02 t=1Smin

o=
Month i 2 8
5

TmO2mom 862 793 717
Te(©2even 1538 1607 1683
P 2024 015 002
Q 069 om 078
morcos(i) 058 043 024
evecos(ty) 068 0.4 036
meosy, 016 016 015
ecosy 023 024 025

0548 0647 0723
1406 19123 1417

025

0782
La18

590
1810
02
070
009
008

o1
02

s
s

071

L1
1,334 1328 1322 1321 1322 -1324 -13292 1321
s

6

566
1834
026
068
015
002
016
024

0695
1415

o701 0735
1415 1417

9

0738
am
321

016
024

0689
1415
132

0%

1409
13

Table i

o

0315
Lios
1337

00459 00481
00459 0.0481




L2 - ;"?\n—e/ﬂ T=15min [0 7g
T 14 A \
E Thilisk:dz%] 0,70
= <=0 2
T o e s e SN\ 0655
< °
I ; b
212 i
$ )i 5
8
MR e

1,0

RS R o 12

Fig.1. Seasonal variations of foE(cosy = 0.2) and sun’s angular
rate V(cosy, = 0.2) (theoretical valucs)

(calculated by formula (3)) for the data: ¢ = 42°, (f;E), = 4MHz; n =
0.70; =15 min; cos coszy =02

£E(%g) = (EE)o:[(P + Q-cos(Te-12-7))", (©)
where P = sing-sing, Q = cos@-cosd. This confirms the above opinion.
3. EXSPERIMENTAL RESULTS

The data obtained at the ionosphere observatory of Tbilisi State
University (¢ = 42°) during 1964-1986 years have been analyzed.
Polynom of second power was applied for approximation of diurnal
variation of f;E instead of (3) formula. Polynom describes
experimental data very good: coefficient correlation R>0.98. f;E =
af*+bt+e formula is much more simple (where t local time and f,E-
corresponding  critical frequency) than (3). The shift of parabola’s
peak from 12 o’clock (z) can be calculated comparatively easy by a
and b coefficients.
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It is necessary to exclude Sun’s activity for investigated seasonal
variation of fE. f,E is a function of solar activity as well as of Sun’s
zenith angle - £,E(¢ F10.7). To study a dependence of f,E on the
F10.7 it is necessary to fix % It was done as for f,F2 in [11]}.
Dependence between f.E and F10.7 is linear, as for f;F2, but
coefficient correlation is smaller than in case of f,F2. Here it should be
noted that more below, in the D region correlation between absorption
of radiowave and F10.7 is very bad as it turned out when studing this
question.

In Fig.2 seasonal variations of f,E(cosy = 0.2) and Ay = V-t are
given for F10.7 = 150. Correlation coefficients between f.E and V-t
are 0.85 (momn.) and 0.91 (even.).

2,65 Tbili_sx. F»’IO] 150 12
2
2,60 8
2 : . e
S 2,50 \ B
o 3
04
¥ 245 \ 7 e
8 3
= i 45
i 240 / ] &
2,35 —o—even. 8
—e—A
2,30 K
2 4 6 8
Month

Fig.2. Seasonal variations of f,E(cosy = 0.2) and Ay,
(experimental values)

The dependence of t on the F10.7 has been studied. It was found
that © increases linearly with increasing of F10.7 (Fig.3). &t can be
explained in this way: Stream of ionising quantum which incidences
on the jonosphere, increases with increasing the Sun’s activity. At the
same time there takes place a
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F10.7

Fig.3. Dependence between time of relaxation and sun’s activity.

and the of equi needs more time.
As is seen from Fig 2 V-t has negative values in some months. As V >
0, it is clear that < 0 and this has no physical sense. It may be
connected with the following fact: as the Earth’s orbit is ellipsc, in one
focus of which the Sun is placed, the Earth performs not uniform
motion, or Sun moves on celestial equator faster or slower in different
months. Therefore the measure of time in possible — a clock works
evenly. In order to have the solar time measured the astronomers had
to introduce a certain fictive point refered to as the “average solar
body”, that actually shifts the “apparent solar body”. The “average
solar body” moves evenly on celestial equator performing the entire
annual detour and is considered by the scientists as an index for
average solar time. Daily corrections of time, so-called time equation
(), are given in Astronomic Calendar. Average solar time t, and
appeared solar time to are connected by equation: t = to + 7 [12].
Seasonal variation of monthly mean values of 1 and < (for different
activity) are given in Fig 4. It is clear that seasonal trends vand n are
similar. Actual measured < is sum of appear . (%) and 1T =To+ 1.
Therefore, if o is small = will become negative.
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Table 2.
Correlation coefficient R between t and F10.7

1 23 41 ST 67 S S RO NI ORI ! 2}
0.96 -0.98 0.98 -0.76 0.99 0.96 1.00 1.00 0.99 0.91 -0.95 0.90

As was noted above, the dependence between t and F10.7 is linear
(Fig.3). The values of correlation coefficient of this dependence are
given in Table 2. As is scen for February, April and November
correlation coeficients are negative — the increase of activity causes
decrease of 7, that cannot be explained the approach by given above.

&) ¥ ———— 11
»_ Thilisi foE
12
20
8
10 4
5 oS
E o 4 5
52 ¥}
A0 12
16
20
oo (Eoipysien oMoz
Month
Fig.4. Seasonal variations of relaxation time
(experimental values for different activity
of sun by f,E) and time equation
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MODIFIED METHOD OF HYPERSPHERICAL FUNCTION
FOR THREE-PARTICLE SYSTEM IN 3D SPACE WHEN PAIR

INTERACTION BETWEEN PARTICLES IS (n/r2 +b)/)

A.Lomidze
Accepted for publication October, 2004

ABSTRACT. Three-particle system has been investigated by

modified hyperspherical function method between particles by

E,/rz +b/r). For hyperradial wave function there

has been obtained the system of infinitely coupled equations

solved analytically by diagonal approximation. In the same

approximation analytical expressions of binding energy have been
obtained.

pair interaction

A number of physical phenomena can be described by singular
potentials [1], and inverse square potential (critical singular potential)
is especially interesting, because it can be used as an independent
singular potential and power singular potentials [2] in a lot of physical
spheres. In spite of this the research sphere is limited by: 1) Two
particle system in D > 1 space; 2) Three and more particle systems in
1D space. Therefore the investigation of this three-particle system in-
dependently with critical singular potential and with its other power
singular potential in 2D and 3D space extends knowledge and the
sphere of its utilization and gives more precise definition about this
potential. The results will be useful for the scientists, experts and
specialists which are also working in the 2D space of development of
science and technological spheres.

The problem of three-particles for pair inverse square interaction
using modified hyperspherical function method has been studied in
2D space [3] and 3D space [4], respectively.

Two particles in correspondence with solution of Schordinger
equation in 3D space when potential of interaction is the algebraic
sum of square inverse potential and Coulomb potential, or when it is
as follows:
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has been studied in 3D space analytically [5], when b < 0.

The object of this work is to study theoretically three-particle
system in 3D space. We use the modified method of hyperspherical
function when pair interaction between particles is as in (1)

The aim of this paper is the following. In Section I, we discuss
exact solution of Schrodinger equation for three-particle system in 3D
space when pair interaction between particles is as (1). In Section I,
we discuss the same system with same interaction when we used the
modified method of hyperspherical function [3, 4]. In Section TII, our
‘main conclusions are summarized,

1. APPROXIMATE ANALYTICAL SOLUTION OF
SCHRODINGER EQUATION FOR THREE-PARTICLE
SYSTEM

Considering the three-particle system in 3D space which
correspons to Schrodinger equation using hyperspherical function
method is given in [4]. For Schrodinger equation we have got coupled
differential cquations system:

o° K +2)>-025
Oy KD 0B b )
73 P

quy,‘g:z‘ﬁ‘;“,‘«p)x'{‘{v(m, @
it
where

@)

and Witz = (p) is defined by expression:

1lily
Wgvinm ()=
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In angular integral of (4) expression, c.g. for 1 and 2 particles arc
B e =@ @)UL0H 4 @i, (O]

where M2 (Q)are cigenvalues K(K +4), of eigenfunction for
square of K orbital moment, and create full collection of orthonormal
basic functions that are following:
DU (Q)=N¥'" cos" asin'® a PI21/2 (cos 201) x
XYy, 0y, ), (6)
where
12
20!(K +2)I(, +1, +2+n)
[(n+1, +3/2)T(n+1, +3/2)

and

@

Iy to5 Iy are orbital moments of Jacoby coordinates.
We consider only one equation from equation’s system (2), when

Total potential of system that is between particles by pair
interaction is:

Ao i, £y = -1 - -1
Uy (%,9)=a1017 +aistis’ +a5s13 +batiy +bygri3! +b5305 (8)
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Solution of Schrodinger cquation for the same particle system (2)
when it is in extension angular integral (see (5)) and terms of integral,
for example 1 and 2, will be

3y = [0 @izt + bt oy @40 ®

and expression (9) is solved analytically.
ith account of obtained results and zero approximation (2),
solution of Schrodinger equation has been gotten as:

3 [, K+2)?2-25 [ 1 1
= £ BrD = @ =] W +=W . (0
[ap’ [x vy Xk (P) i x®), (1)

where
1 1)
[?w, +;WJ = [1,5 +(00] 00),00 00,5 +
00100, (00100, T5] (A1)
After the solution of Schrodinger equation (10) for energetical levels

of the system we have:
2 2
B (Wi 1)
2m\2N+2h

and for radial components of wave function itis:

12
(o Ml/l[r(N+l)] 1 i)
o(p)= () o o

xexp(xp) L1 (220),  (13)

= %»f Y2+ W, N =+ WiED). (1)
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2. SOLUTION OF SCHRODINGER EQUATION FOR THREE-
PARTICLE SYSTEM USING THE MODIFIED METHOD OF
HYPERSPHERICAL FUNCTION WHEN PAIR INTERAC-
TION BETWEEN PARTICLES IN 3D SPACE IS AS (1)

When K = K’= 0 we have expression (10). For solution of this
equation we can use modified method of hypersperical function [3].

The main idea of the MMHEF is that wave function ¥’ represents
the product of two functions, where the first is the main
hyperspherical function and the second is the correlation function-

=exp(f) that is defined by singularity and clustering propertics of
the wave function and it is equal to
5

15)
where  is the distance between the particles and ; is determined
according to physical considerations.

Taking into account the relation between three different sets of
Jacobi coordinates [7], the expression (15) can be presented as
following:

p(G) cosa+Gjsina), (16)
where: Gy =11 +72005(2 +$31) ~ 305315
Gy =1,5in(Qa3 +431) ~Vasinds; - 17)

If we substitute expression (15) into (10), and after transformation
by hyperradial differential equation we obtain:

2 7 o
L
> \p o P n*p

N 28 KK +4)+]
+(x2+Wﬁ)“h‘r(—;z_)—l]‘V(”):°’ (18)
where:
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0 4 0 7
Wi =(Gi-Gy)tis Wi=3W3;
4 3n 42

Wg =G} +G3; Wi=Gl(G’?)‘ﬁGz; 19)

Jyis the sum of the first members and J is the sum of second members
in expression (9) (and same expressions for particles 13 and 23).

Taking into account the asymptotic behavior of the equation (18),
let us seek a solution as the following:

w(p) = exp(-8p)p°¢(p) , (20)
Wi =4 + Wg) - W

‘When substituting expression (20) into the equation (18), then for
@ (p) We obtain the equation of hypergeometrical function:

‘where:

@1

5 T iy
[rL+(-r+2c+3)ai+MM-c]¢(p)=0,(22)
P

o? 25+W;
where:
r=(25+W,)p, @3)
and
2
Ve = ’T:J (24)

If we take into account that three-body system is bonded then
solution of the (8) equation is represented as the following type of
hypergeometrical function:

9(p)=CiF(a,b,1), @3)
where: b=o+5;
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ae Wi+ Wi=250-30-0Wi V) _ iy ot
25+ W;

For binding energy we received:

2 ) s e\
:_u{[p(wnwg V,) W;(Zo+5 SN)] —Wz’}»"wé.}

@7)

3. CONCLUSIONS AND ANALYSES

The dependence of binding cnergy of three body system on the
global quantum number N obtained as a solution results in the
expressions (12) and (27) that is given in the Table 1.

Table 1. Dependence of the binding encrgy of the three-body system
in 3D space on the global quantum number N

Binding encrgy Binding energy
N E (@), -E (an),
by expression (12) | by expression (27)
0.3156439 304
0.1264723 123
0.067679 066:
0.042062 041
0286507 028331
0207633 020366
0157354 015605
0123351 012244
0099287 009863

(In these results we assume that correlation parameters are the same
for all particles. Interaction constants are the same for all particles too
and satisfy the conditions: a;; <0, and bjp = b3 < 0, b3 > 0. If the

conditions (14) and (21) are satisfied their variation doesn’t give any
qualitatively new results).
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The Table shows that the binding energy of three-body system
depending on the global quantum number N calculated from (12) and
(27) formulac is exactly the same.

We can say that the use of MMHF doesn't give any quantity
variation

1f we compare the MMHF with the results of 1/r* potential, we can
say that the MMHEF for (1) potential doesn't give qualitative variation,
because the potential contains 1/r.
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EXCITONS IN ZnSe/CdSe QUANTUM DOTS MOLECULES
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ABSTRACT. We theoretically investigated electron-hole states
in isolated and vertically coupled flat quantum dots. The
dependence of exciton binding energy on interdot distance has been
studied. The obtained results show very high value of exciton
binding energy at a wide range of interdot distance.

INTRODUCTION

Semiconductor quantum dots (QDs) are solid-state nanostructures,
which allow confinement of carriers in all directions within dimensions
smaller than their de Broglic wavelength [1]. Quantum confinement
results in a characteristic discrete energy spectrum and 8-like density of
states. Confincment in nanostructures with some of the linear
dimensions is small compared to the exciton radius providing a
possibility of enhancement of both binding energy and the oscillator
strength of exciton.

Coupling between quantum dots (QDs) is now a matter of great
importance. In the “artificial molecules” formed by two or more
coupled QDs interdot coupling can be tuned far out of the regimes
accessible in natural molecules, and single-particle tunneling and
Coulomb interactions can be varied in a controlled way.

In the present work electron-hole Coulomb interaction is calculated
in the two-fold stack of ZnSe/CdSe QDs. 2D-like QDs formed by Cd
fluctuation [2] are considered. In quantum structures of this type lateral
sizes few times exceed the bulk exciton effective radius therefore only
vertical confinement is considered. Realistic potential of Péschl-Teller
type was used as a single particle potential for describing space
confinement in vertical direction. Coulomb interaction between
electron and hole is defined by direct diagonalization method.
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CALCULA'TIONS AND RESULTS

Let us first consider single sheet of QDs. In the 2D-like QDs formed
by Cd fluctuation with very low height to width ratio the vertical
motion of carriers is mainly governed by confinement cffects while
their lateral motion obeys Coulomb attraction between them.

The potential energy of interaction of two opposite clementary
charges ~ electrons and holes placed in a thin semiconductor layers
(with dialecticai constant €,) the thickness of which is less than the
radius of electron-hole pair of bulk embedded between the material
with dielectric constant ¢ is given in the formula [3]:

ez £ -8y i
| Jp2e @ -z)? toz R +<zz+zu2

Here cylindrical coordinates are used

In our case & ~€,, therefore the second term if the brackets in
eq.1 are negligible, besides this the thickness of the embedded layer is
counted to be much less than characteristic distance of in-plane motion.
That is why in the first approximation may be assumed that

£ Tie rest of the potential, which will be accounted by
€p

In the first approximation when z-dependent Coulomb term is
neglected the wave function is given by the formula:

Fpgnm = 05 @04 ) am P.0): ®

panm
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Yam (0.9 s the solution of two dimensional Coulomb  problem
describing electron-holc lateral motion

? (2K o)™ e P F(-n +

2
Ky=———— 2, @

" hey(n+1/2)

Xum (P ®) = Cin |.2|m|+1,2k,p),

where n is the main quantum number, m=0:1..£n; e and & are
elementary charee and Planck constants, p reduced effective mass of
the electron-hole pair; F is the confluent hypergeometric function;

Cppy normalizing constant. §5(% (zey)) are the electron (hole) single

particle wave functions which describe their vertical - motion
Corresponding (o (3) energies are given by the formula:

e'n

t T
26,212 (n+1/2)%

=ef+el - )

P

i ) S ki o <o)
where ef( are cigenvalues corresponding to ¢5(@ (zeqw) - AS to small

dot vertical size scparation between r,;((:; shells much exceeds the

n
(l
different main quantum number of in-plane motion are grouped. These:
levels are (2n+1)-fold degenerated. Taking into account z coordinate in
Coulomb interaction causes their shift and splitting.

To take into account variation of Cd concentration in QDs formed
by Cd and iffusion vertical is expressed
by the potential (Fig.1):

Coulomb term, under cach &5 +¢! the energy levels corresponding to

Uy
ch’az

U@)= ©
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Here U, is the maximum band off set between the QD and barrier
material realized in the center of QD layer. I/ is a measure of dot
size and is defined from the emission spectra of single QDs.

Fig.1. z-dircction confinement potential in eV for single QDs

The expressions for cigenvectors $(%) (z¢(y) and cigenvalues i
can be found elsewhere [4]. In our case for ZnSe/CdSe quantum dots
only one electron and only one hole levels are possible inside the well.
For potential barriers of electrons and holes - Uy, and Ug;, 0.750eV.
and 02306V are taken; effective masses are 0.13m, for clectrons and
0.45my for holes.

As was mentioned we calculated z-dependent Coulomb energy by
direct diagonalization of Hamiltonian matrix

Hyp = (1|85 + HE ~H)|I') @

i) denotes the states of electron-hole system described by wave
functions (3). Hi™ and H, are single particle Hamiltonian and
Coulomb term. respectively. In our calculations six lowest energy
states of electron-hole relative lateral motion are found to yield good
convergence. In Figure.2 exciton energies in 2D ZnSe/CdSe QDs
without (on the left) and with accounting (on the right) z-dependent
Coulomb term are given. As is seen accounting z-dependent term in
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Coulomb potential causes strong shift and splitting of energy levels.
Calculated value of cxciton binding cnergy in ZnSe/CdSe QDs - is
increased up to 100meV for Inm dot vertical size and significantly
exceeds the binding cnergy of exciton in bulk CdSe crystal (15mev)

Exciton Energy (eV)

Fig. 2. Exciton encreies with (right hand side) and without (left hand
side) accounting 7-dependent Coulomb term

For the stacks of QDs single particle potential is (Fig. 3b))

et U "y ks Uit ®)
B ar

gl chialz+92>
e

z = o is taken between the centers of QDs, a and b are dots vertical

size and the distance between them. If neglecting z coordinate in the
Coulomb term again the wave function of electron-hole system is

given as:
o a+b
e Geliimoni 1

U@)=

omn [ 6i[-%57)
x[ﬁ[ ““’] ¢"[z.‘+—ﬂxm<p,w>, ©

Because of coupling of QDs in z direction single particle wave
functions are presented as symmetric and antysymmetric combination:
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of functions centered in ingdots(fig3c). C
energies arc expressed as:

e’

Bl =eStA +ehap ——2F o

pn = Ep T0e T€g Oy (10)
26,21 (n+1/2)?

A characterizes overlapping of wave functions centered in

neighboring dots:
Aewy(@,b) =

—g(h) e(h) at
o @[¢ (q)(zc(h)

bl ;e a+b
2 ]*p((m[‘em“z—]dzem an

In Fig.3a) electron and hole single particle energies corresponding to
symmetric and antisymmetric wave functions are given. The energy of
electron-hole system if neglecting their interaction is the sum of
electron and hole energy. Se, in our case, when only one single particle
energy level is possible in the single dot, there is QD molecule there
are four energy levels: two with positive z-parity corresponding to the
both carriers in symmetric or antisymmetric state; and two with
negative total parity corresponding to the electron in symmetric and
hole in antysymmetric state, and vice versa (Fig.3d)).

a) b)

e \/V

wwuu
2530 35 40 45
**|nterdot distance (o)
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Exciton energies (eV)

e e
05 10 15 20 25 30 35 40 45
Interdot distance (nm)

Fig.3. a) - clectron (filled circles ) and hole(blank circles) single
particle energies as a function of interdot distance; b) - shape
of confinements potential in quantum dot molecule; c) - single
particle wave functions; d) energies of clectron-hole pair
excluding Coulomb interaction between them as a function of
interdot distance

When accounting the Coulomb interaction in the first
approximation, that is the last term in (10), under each of four energy
levels group energy levels describing electron-hole lateral motion
appear (not shown here),

We took into account z coordinate in Coulomb term by
diagonalization (4) matrix with |/) corresponding to (6) and (5) as
single particle potential. z-dependent Coulomb interaction mixes the
states with the different main quantum number of in-plane motion and
owing the same total z-parity. In Fig.4.2) the obtained energies of
excitons as a function of interdot distance are given. The solid lines
correspond to the states with even z-parity, dotted lines to the states
with odd z-parity. For simplicity only two lower energy states of
“ponding” and “antybonding” behavior of positive and negative parity.
are presented. With increasing the distance between dots low energy
level approaches to the lowest energy level of exciton confined in
isolated dot (labeled by Ee). the high energy levels tend to the sum of
the energies of non-interacting electron and hole (e%+").  Exciton
binding energy is very high again (Fig4.b)). For a=lnm and
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b=1.20m it is 0.078¢V. With increasing interdot distance it decreascs
to 0065V for b= 42 mm, then increases again and gradually
approaches the binding encrgy of excitons in isolated QDs

Exciton energy (eV)

2 3
Interdot

Fig.4. a) - Energies of excitons of positive total parity (solid lines
labeled and negative total parity (cyrcles) as a function of
interdot distance; b) - exciton binding energy as a function of
interdot distance

ACKNOWLEDGMENTS

The work is supported by NATO Reintegration Grant FEL.RIG
980760.

REFERENCES

1. D. Bimberz, MGrundmann, NN. Ledentsov. Quantum
dot.Heterostuctures. New York 1999.

2. T. Passow, H. Heinke, T. Schmidt, J. Falta, A. Stockmann, H
Selke, P. L. Ryder, K. Loenardi, D. Hommel. Phys. Rev. B 65,
2001, 193311.

. A. B. Chaplik, M. B. Entin. Soviet Phys. J. Exper. Theor.
Phys. 61, 1971, 2496.

4. L.D. Landay, E. M. Lifshits Quantum mechanics. Moscow.

1989, 767.

%

Thilisi State University.

208



o. §ge0dg, o bogobsgs, o jgGglgmady
gdbodmbydo ZnSe/CdSe 35683B0 FaGpoezgdols dmemgygesdo
@aligghs

Bt 3yl 1666
3 ZnSe/CdSe « o Favao-
? szl‘ Forean: ;,\.\”iu L\«\ﬂmovs\nQno o Jhngmﬁghnb uﬁaﬂwan-\ Jaoﬁ-
6 o>
§2° g anf\b"jhn van;)u\;,m.h JmGoBmbg oo amaan.. asna.
J6gemgbor seydonIds G1GE0goeI@b, bogGmeo dybagegs aso-
1.\@1;\".533 gezed dbnemne GonORGe dndbordaboagab. 3355-
Cd-ol

16 Fabooey G-

0 1500 890 150 .1'~ Jned-GgeyGal
oﬂnlx ',au»l,@)‘,m Hobpaszo. 3 460 Pogey
o0

figgoczols dnd
m(\é.\ﬁdmdnqdbnaﬂn ) anmu o6l ﬂmdmwn 2050035~

,w,qwaw(.bdamm Y (1D e s
obagbyl, G gfhogmbol BBl ghges AgaHoR wbGegRs Bmyy:
@mdoco gglodmbols ddols 0015 gg).
9B, 1760 Bndols gg36¢960 Sabeoegbabogols @ 8300 Aol
12 63 8s6doemobiongols “oz0 d3omagbl 0.078 93-b. Fabeoegdls Bem-
Gols dsbdocols BGws 4.2 63-dey sdgogdl ddab gbyHzask 0.065
43-0y. 856d0eols BydgamBo BGalol ddol gBgBa0s oligg 0BERIDS
bmmgegds 5 gilogmbol ddals gbyGaasl 0BmmaGdgm gash-
626 Fabooedo.

209



QUANTIZATION OF SINE-GORDON EQUATION SOLITON
AND ¢4 KINK EQUATION USING EIKONAL APPROACH
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ABSTRACT. We offer nonperturbed scheme of S-G equation
soliton and briser, @4 equation of kink-antikink couple for
obtaining of the spectrum of bound state in eikonal approach
using Glauber method. Correspondingly, analytical expression of
profile functions have been obtained. This gives the possibility to
express scattering amplitude on briser by meson of the theory and
on kink-antikink couple of their constituent solution, antisoliton
and kink-antikink scattering amplitudes without using potential.

It is known that collective excitons of particle systems having
nonlinear potential (due to strong self-influence of the scalar field) are
considered as physical solitons [1].

According to the hypothesis the soliton like particles are quantum
corpuscles of such field. [2].

At first from the activity function by means of variation principle
for the classical nonlinear fields, Euler-Lagrange cquation is obtained,
where soliton like solutions are nonperturbed. Thus, we gradually
imagine the quantization of the classical field by means of
nonperturbation method, particularly eikonal approach.

In this approach, when the scattering is observed only on the small
angles, the field inside interaction area is equal to the field, which is
elastic scattered, and this one far from scattering is the diffraction field
of Fraungofer. In conditions of ermitivity of the scattering potential
the inside field gives the binding states i.e. negative energies E < 0, if
imaginary part of wave vector is ImK = iy, % > 0 [3]. If the "black"
ReK = 0 is scattered, an interaction is nonelastic and the inside field is
the absorbed one. If Re K # 0, then the absorbed part corresponds to
the field of the binding state of system [4].

To the solutions of sine-Gordon (S-G) equations solitons and
antisolitons — Skyrme [5] gave a topological charge +1 and -1
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respectively, which agrees with the phase shift, while studying their
intercollision [App.A]

A couple solution of soliton and antisoliton i.e. briser is neutral
according to the topological charge; it itself is antiparticle and, that is
why the meson corresponds to it.

Soliton is surrounded with briser clouds and most part of time it
spends in the state of exchange of vacuum with mesons of theory. The
meson is the briser of small radius. The free soliton (antisoliton) is
absorbed by the vacuum briser and soliton of briser is irradiated.
According to the classical theory this process is stochastic and
corresponds to the interaction of classical solution field, to its own
meson one.

According to nonstochastic approach, the description is possible in
the conditions of small deviation from balance position and during
small scale of physical system.

In the future approach, using the multitime method, one excludes
the secular members in the formal asymptotic setting. This dictate the
expression of nonlinear potential U(®) in the evaluative equation of
Euler-Lagrange, which doesn't reveal any stochastic behaviour. The
trajectorics in the phase space are smooth, the field n = <®>, where
<> means the vacuum average value, ® is the descriptive field of
physical system, which gencrally may be stochastic. The trajectories
on the rotation points of the separatrice are not smooth — the physical
system here is still stochastic.

Then one is deriving linearity near m, but it breaks the symmetry
of task to the ion of rotational and i permanent
groups. This leads us to elementary excitation — Goldstone boson type
mode with zero energy. New ® -<®> = x field will change them into
the Higes bosons. The field cquation gets the expression of Klein-
Gordon linear equation:

Ox+U"(m)x=0(x

The solutions of these equations are mesons.

If the constant g of an interaction is small and the Hamiltonian of
interacting fields was renormalized, it would be possible to use the
perturbation theory. That time the mesons were described by free
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fields and their quantum transitions on the classical solitons of mesons
or on kink between the conditions of scattering link were due to their
interaction

Faddeev and Takhtajian [2] solved S-G classical cquation by
means of determination of action-angle variables. In thesc variables
classical Hamiltonian was brought to the sum of free-coupled
particles, taking into account a coupled soliton-antisoliton (briser)
solution. Hamiltonian depended on variables of activity and mot on
angles. That is why, the following steps of quantization are trivial
Unfortunately, it's problematic to find these variables. This task may
be solved using the method of reverse scattering.

Dashen et al. [6] made quantization of S-G and @4 systems. The
lower energetic level is S-G or @4.According to this its mass consists.
of classical part which is followed by quantum correction. In the
correction of high order divergence was neglected by counter
members; they made quantization of briser in the same way. The
setting of the field in the approach of the given soliton solution breaks
the symmetry of the tasks in relation to continuous group. Crist and
Lee [7) solved the problem of emerged zero modes (which appeared
because of breaking i rotational and i i

ies) by i ing collective coordinates as implicit form.

The solutions of the field of quantum theory are correct using the
theory of perturbation [5]. The precision of quantum correction with
the members of the fourth order from the point of view of the
relativity of masses is due to particularity of S-G. In the case of kink it
is not so. Though the correction of soliton mass is not precise, the
precision of their relativity is unexpected. The existence of the theory
of mesons points that an intéraction is strong. It is known that if we
use the normalized theory of interaction for not small meanings of g,
i's impossible to use the theory of perturbation successfully.

In the conditions of strong interaction for the solution of the task
of scattering different methods are used. Of them Glauber method of
eikonal approach is one of the widespread approaches [8]. It uses the
function of profile I'(p) (p is a target parameter), which allows us to
count the scattering amplitude more precisely, than in the Bom
approach, or using Shvinger's variation functional.




QUANTIZING OF SOLITON TYPE FIELDS

According to the given approach the central subject is a finding of
conditions of the scattering of meson on the soliton.

Let us discuss a model of self-acting complex scalar field ®(F,1).
The acting functional is

slo.o)= j{%;w.:’ U(gamb}dm’r, )

where g is a bound constant. The Euler-Lagrange cquation has a form
51
RGN

ﬁ:-uwﬁ.n)—U
5D \m( )|

0 @

It means that the nonlincarity of the potential U[®(,t)]is selected so
that the equation has soliton like solution, but soliton like particle is
described by a pseudoscalar field ®(T,t) .

It's assumed in the eikonal approach that transferred impulse is in
the perpendicular plane of the particle spreading 2, along the radial
coordinate p. Let's write a field in the cylindric coordinates (z,p) of
this approach:

s :
o) -J ) (o) oo e, o

where { } ¢ s scattered field, () is classical field and

T, (p)+iT,(p)=1-€*® s the profile function. Inserting the
expression (3) into the equation (2), we shall get three following
equations:

(0,1, +0,) (@) = 0,0 u(®), @)
(0,5, tV)T () =0, ©)
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(0,0 *)L; (P) = 0T, (0), O]

where. x(p )=—% Jd2V(p, ') tApp BI. The last equations describe
bound condiicns i the | scattering i the point =, 01 Eror tho
cquation (4), we shall find V, becouse we have known x(p) and
T(p)
From (6) the law of dispersion is obtained:
o*=m*+k* )
SOLITON
If U(@(E ) =" ( —cos(®(F,1), then we shall get S-G
equation from (4) one:
("..— —aﬁX®)+sin(®) =0. ®
Here the variables are changed:
m—>t, m—>z, gd— (D). ©)
The soliton solution of this equation is
(®(,1)) = darctge®. (10)

This means, that the first member or classical field of three nqnatxons
has the form:

(m(:,t)) i % arctge ™ an

T.H



where y = (1-v3)™"?
Let us appeal equations (5) and (6). Assume that
x(p) = 2arctge® (12)
Let us appeal the new variables
p=mz=z 13)

The profile function will have a form
I'(p) = 1 - cos(2arctge)  isin(2arctge?) = 1 + thp —isechp .. (14)

Equation (5) gives that for a zero mode @y =0 Ty (p)=1+thp we
shall get

(0,0 + V()1 + thp) = 0. 13)
The frequency of normal oscillation is determined inserting
V(p) = 1-2sech?p and [j(p) = —sechp in the equation (6).

2
(<09 +1=2sech®p) sechp = —L-sechp (16)

)
m
ie. we can rewrite ®, =0 and equation (16) for nonreflective

potential —2sech?p

7
(8p +2sech’p)sechp=—2 - (16)
m

@4 kink
For two hole potential

U(@(z,t) = :—:B (02(2t)- 1)’]

The classical field (®) will satisfy the equation:

215



2
(o, ~om)o)= 5;‘7.((@)3 (o) an
The nonstationar solution of this equation s kink:

(®(z,t)= lh[ z +v{) a8)

i.e. the classical field will have a form:

(@zt) 1. (ym
e —gth(\ﬁ(zéfvl)], (19)

Then appealing to the new variabels p=mz/~2 =2/~2. If x(p)
soliton solution has the form (10)

x(p) = 4arctge® , (20)
we shall have
[(p) =sec? p—ishpsechp . (21)
The equation (5), which describes a zero mode will get a form:
[, % b +V(p)jsec h2p=0. @)
From this we get V(p):
V(p) =3th%p -1 @2)

For the nommal mode ®,, from equation (6) we shall get
Shrodinger type equation of scattering form:
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[ 8,0 +Gth’p — l)j,vhpsecth =—Lshpsech®p, (23)
m
then we shall sce that discrete mode
3
o= Emz, @4)

which agrees with results of [6]

As we discuss the scattering on the small angles (cos$ ~ 1) and
assume that the scattering has azimuthal symmetry, that's why of
profile functions we shall get the amplitudes of scattering

F(®)=ik [ dppT 0y (kp9). ©35)
!

where J, (kp3) is Bessel function of zero order, and their quadrates
will give a differential section of the scattering.

QUANTIZATION OF BRISER
The equation of $-G
D=sin®, . (26)

in the descriptive coordinates & = x + vt, p = X — vt is written

=+sin®. @7

0p

Between the solutions of this equation is solitn @, , antisoliton
@, =, and a couple of soliton-antisoliton T, = Dy i.c. briser.

To form a briser soliton let is use the theorem - of Baclund
transformation:
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28)

For briser a parameter U is imaginary U =iv
2
sinf vt/{l+v

ch[x/(lhvl)wz}

It is clear that, in briser soliton and antisoliton may be apart each other
only in the limit distance.
Inthe v = 0 account system @, (x,t) is a still wave, but in the

B, (x,1)= darctg] L (9)
=

system of pair mass center its components: soliton and antisoliton
oscillate in relation to each other with the period

T=ﬁ, (30)

Accounting this (29) may be written as [5,6]:

T el L L ey
ch[mx(T’ —1) /T]

where

An assumable Skyrme's charge of briser is zero, but brizer consists
of two different named topological unified charges. At the meeting of
these particles the charge disappears i.c. annihilates. The other particle
emerges: This is Frenkel's exciton i.. an exciton of small radius.
Quantization of doublets using WKB method was made by Dashen et
al[3].
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Taking into consideration a meson of theory — briser we have
found above the bound conditions on S-G soliton and kink of its
elastic scatterin,

The consideration of eikonal approach according to Glauber
having a form of multiorder scattering allows us to consider bound
conditions of briser on the complex objects — briser, @4 doublet, the
soliton and antisoliton, kink and antikink:

Briser will not have topological charge of Skyrme. It i itself
antiparticle. That is why the meson corresponds to it.

Thus we think, that briser is a meson of theory. It is special,
because it has a mass

16y,

My = —sin e where n=1,2..N. (32)
Yem' 16

We shall make quantization using Glauber's method. Really we
are accounting briser structure.
From (5) let us appeal the following cquation:

(=8,pp +V)Gr (p) =0, (33)
From (6) we shall get
(-0,pp*+V)G1(P) = 07G (p), ED)

where according to Glauber, the profile function of a pair is

G (p) = l's(p+%f)+r,\s(p— %'f)-rs(p+%?)r“(p—%fj, (35)

In the system of mass center p is a distance in briser between
soliton and antisoliton. If we insert I's and Tas from (14) and (14')
‘meanings we have
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1
2sh—r

G*(p)=—

— 1 [sh% rfichp], 36)
ch?p+sh? 5

For a pair of ¢4 kink and antikink we have

4

GX()=

. [Zsh7p0112 %r—i}chjpsh%r] @7

ch?p+sh? =
2
The offered scheme of quantization is true in the eikonal approach,
but contrary the need of setting of potential (accounting the member of
second order) is not necessary.

APPENDIX A

The quantitative experiments of Skyrme topological ~charge
showed, that soliton and antisoliton attract each other, but solitons
(antisolitons) do not. We have analogous results in the case of kinks
and antikinks

If we take a mark "+"' then 2z soliton satisfies limit conditions
<(>>0 if z—> - and <p>—>21, when z > + ®, ie. 2

soliton undergoes to interpolation from 0 to 27
< ¢(e0,t)> = < o= 00,t) >=21-0.

4 soliton totally undergoes to interpolation from 2 to 47 and so on.

If we have antisoliton ("-" mark), then <@>—>2m, when z -0
and <@>—>0 if z >+, i.e. it undergoes to interpolation from 27 to
0. According to this Skyrme gave to soliton and antisoliton
topological charge, respectively.

In the case of @4 kink interpolation occurs from - to +m. That is
why, topological charge of Skirme for kink will be +1 and for antikink
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_1. Skirme supposed about equivalence of S-G and MT models, which
are proved by Coleman
In the MT model formion charge is

Fermion has Q = | and antifermion - Q = -1. In the bound (linked)
position Q = 0. From the theorem of Coleman it yields that

gy o Fyw =,

2mm

where charge can be written by means of $-G fields.

B

Zmn

0, Ddx

jz’} Ddx .

This is topological charge of -G model.
APPENDIX B

Let us note that the method does not need the knowledge of
potential [9], and it is used successfully to study elastic scattering of
pions on protons, deutons and some complex nucleus.

We know that the meson of theory is briser. We have to solve the
equation of Klein-Gordon, which describes it. In the stationary case it

has a form
v2w+[(m7v)’—w}u=o.
This expression can be written simply in the form of Shrodinger

cquation if we use the values K2 =(62-M2), U=V(a-V),
where M i & mass of briser. If we are scarching for the solution in the
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form flat wave @(r)e™, then in the cikonal approach 0,¢ << ikd,$
we get the equation of diffusion type more exactly of diffraction type
ikd,b=0Vé.
From this expression we have
= hetu®),

‘The Shrodinger equation of scattering form
V2 +k? - U@ [W=0

could be initially transformed into Lippmann-Schwinger, which in the
asymptotic region T —> o0 will get a form

sl L1 W
y=e f]‘drHTe TUGYE)

So, equation (3) is a modified form of Lippmann-Schwinger
equation in the cikonal approach.
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PHOTOLUMINESCENCE OF EPITAXIAL FILMS OF
GayAL; xP DOPED BY VARIOUS CONCENTRATIONS OF
ZINC AND TELLURIUM
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ABSTRACT. The effect of zinc and tellurium ligature on
photoluminescence spectra has been studied in a large quantity
of epitaxial films Ga,AlP. It was found that inclusion of zinc or
tellurium in large quantities in Ga,AlP films causes the
ion of the green lumi and i
origination in the red area of spectrum simultaneously. We were
the first to reveal this phenomenon in this system. As the reason
of the formation of these two parallel processes we consider
technological defects as well as recombination and annihilation
processes proceeding on acceptor and donor levels of zinc and
tellurium, respectively. The dependence of changes of intensity
of the green luminescence on the quantity of acceptor and donor
impurities has been expressed graphically.

GaAl,P arc very interesting and promising semiconductor
materials in optoelectronic instrumentmaking industry. These mixed
crystals are notable for the forbidden gap increase with aluminum
addition to GaP and at the same time for a shift to short wavelengths
of yellow luminescence characterizing GaP. As a result it is possible
to receive a green luminescence in this system. Optical properties of
this system are insufficiently explored, so we continue the
purposcful study of the above semiconductors in the mentioned
direction.

The aim of the given work is to study photoluminescence in
epitaxial films of various types to determine photoluminescence
mechanisms and conditions in the films, where green luminescence
is optimal. It is important to study the influence of Te and Zn
ligatures included in various concentrations in Ga.Ali.P on
photoluminescence spectra.
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Many epitaxial films of various kind and origin were at our
disposal. They all were synthesized with liquid-phasc epitaxy.
Graphite boat was used as a reactor. Epitaxy process was produced
at 970°C temperatures. Deposition was carried out on both n-type
and p-type GaP substrates surfaces, orientation of which was mainly
(001). There were undoped films giving n-type conductivity; n-type
films doped with tellurium impurity and that of p-type doped with
zinc impurity.

Recording of photoluminescence spectra was made with the
same laboratory setup by which we were recording Raman spectra.
[1]. Double diffraction ~spectrometer DFS-24 served as a
spectrometer. Registration was carried out by photon counting and
synchronous detection methods. Photomultiplicr FEU-79 served as a
signal detector.  We produced photoluminescence excitation by
514.5, 488.0A wavelengths of argon ion laser radiation and 441.6.
of helium-cadmium laser radiation. All measurements were carried
out at room temperature. Epitaxial film thickness was about 10-16
punc though we had thicker films too.

Fig.1 shows photoluminescent spectra of undoped, tellurium-
doped and zinc-doped GayexAloP (by 488.0 nm excitation). The
green luminescence characteristic peak is seen in all the three
samples. Green luminescence of undoped film is observed at 540.0
nm. When doping with a few quantity of tellurium the green
luminescence is shifted to long waves and observed at 542.0 nm; but
in casc when films are doped with a few quantity of zinc the green
luminescence is shifted to longer waves and the characterizing peak
is at 545.0 nm. In all the three cases there is no long wave
luminescence - a red luminescence near 1.94-1.97 eV’ in the
photoluminescence  spectrum;  the  fact  probably denotes
comparatively good quality of films, negligible quantity of defects
and deep levels. In connection with this it should be noted that in
GapesAloxP the green luminescence intensity of undoped films is
slightly greater than that of doped films with a few quantity of
tellurium, while introduction of a few quantity of zinc causes
sharper increase of the green luminescence.

All epitaxial films of various types studied by us without
exception show green photoluminescence, the intensity of which is
being changed over the great range according to film composition
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Fig.1. PL spectra for undoped (a), tellurium-doped (b) and zinc
doped () GaoasAloP with 488.0 nm excitation

(x-value), carrier concentration in certain compositions, types of
these impurities and degree of structural perfection of these mixed
crystals. For example, in mixed crystals GaixALP that are doped
with 20 mg zinc, the intensity of green photoluminescence is
decreased by the ratio of about 111:11:25:1, when aluminum
concentrations are changing in succession of x = 0.06, 0.32, 0.5,
0.68, accordingly. Thus green luminescence is great when a few
quantity of aluminum is introduced in GaP and then it falls with
aluminum concentration increase. The halfwidth of the peak
characterizing the green luminescence is 25- 30 nm. The energetic
position of green luminescence peak changes sharply. with mixed
crystal composition change. This relation is shown in Fig 2.
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We have studied films of various compositions but in view of
studying the concentration dependence of acceptor ligature of zinc
we have selected films of three various compositions: GagesAlossP,
GaoaAlossP, GaossAlpesP. Each of these compositions was doped
by zinc ligature in the following quantity: 5, 10, 20, 30, 40, 60, 90
and 100 mg.

2.5
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Fig.2. Dependence of the energy of the spectral peak characterizing
the green photoluminescence for GaxAly.«P on epitaxial film
composition

Fig3 shows pl i spectra of GaoesAly3sP mixed
crystal, when 5, 60 and 90 mg zinc is included in the film. The
spectra show clearly gradual attenuation of green luminescence, the
corresponding peak of which is at 545.0 nm. Simultaneously red
luminescence is originated at 1.973 eV. The green luminescence
changes according to composition and Fig.2 shows this process. The
position of red luminescence peak is practically invariable.

Fig.3 shows that for composition GaoeAlos4P the intensity of
green luminescence decreases after addition a great amount of zinc
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(above 40 mg). In casc when zinc amount does not exceed 40 mg
(not shown in Fig.3) the intensity of green luminescence increases a
little, reaches maximum and then decreases above 40 mg.

Zn=90mg

Zn=60mg

Intensity (arbitr. units)

1 1 1
700 600 500 nm

Fig.3. PL spectra of epitaxial films GagsAlyszP for various
concentrations of zinc; A= 488.0 nm

For composition Gag4AlossP lhc increase of zinc ligature
amount causes of green and
origination of red luminescence. In case of GagasAloesP at increase
of zinc amount green luminescence decreases for a while, then
increases in a certain interval of growth of zinc amount and
afterwards decreases again when amount of zinc increases. These
results are shown in Fig.4.

It turned out for Zn-doped films (to 40 mg) that green
luminescence intensity decreases in parallel with increase of
aluminum concentration. The experimental fact is shown in Fig.5.

We have studied three films of various compositions during

11 - GapgsAlomP, GaguAlysiP, GaosAloeP. Each
oomposmnn was doped by four various quantities of tellurium: 1, 4,
10 and 20 mg.
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Fig.4. Dependence of intensity of the spectral peak characterizing
the green photoluminescence for Ga,AlP on the concen-
tration of zine for the three different compositions of films
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Fig.5. Dependence of the green luminescence intensity on aluminum
quantity in the films Ga,Al P
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Fig.6. PL spectra of epitaxial films GagesAloxP for four various
concentrations of tellurium; 2,=488.0 nm

Fig6 shows photolumincscence spectra for GaogsAloxP
composition when the ligature concentration varies according to
tellurium quantity mentioned above. The spectra show clearly that
the green luminescence is observed distinctly at all tellurium
concentrations. The luminescence peak for a given composition is
situated near 2.3 eV and its intensity is great when tellurium doping
occurs up to 10mg. When tellurium ligature quantity increases (10,
20 mg), decrease of green luminescence peak intensity is observed
clearly. Simultaneously formation of a new peak in red region of
spectrum about 1.72 €V, is observed. One may conclude that two
parallel processes are occurring; the green luminescence disappears
gradually and at the same time the red luminescence is being
originated as tellurium ligature increases.

Almost the same picture is observed in case of two other
epitaxial films of different compositions. The distinction among
compositions is observed in cases when aluminum concentration
increases. For instance, in case of the same quantity of tellurium
ligature the green luminescence intensity decreases at increase of
aluminum concentration. On the contrary, the red luminescence
becomes more distinct for large compositions of aluminum.
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The green luminescence peak position varies linearly according
to mixed crystal composition; this is shown in Fig2. But red
luminescence peak position on the energetic scale is almost
invariable according to composition.
Based on cxperimental data, Fig.7 shows graphs which represent
of green intensity on tellurium
ligature quantity
120

100

GanylosiP

= >

Intensity (arbite.)

5= To

‘Te concentration (i)

Fig.7. The dependence of the intensity of the spectral peak
characterizing the green photoluminescence for
Ga,Al,.P on the concentration of tellurium for the three
different compositions of films

Undoped films of various compositions also have been studied
(about twelve films). All the undoped films display electric
conductivity. Photoluminescence spectra of each specimen give the
grecn luminescence, intensities of which are about the same as green
photoluminescence intensities of 1-4 mg tellurium-doped films. The
red luminescence is noted only in some films and as in case of

lurium-doped films, the green lumi ion. process

. 231



in undoped films proceeds simultancously with the ‘red
luminescence origination.

As to red luminescence peaks, their energetic position almost
does not change with mixed crystal composition change. It must be
noted that long wave luminescence peaks in undoped, tellurium-
doped and zinc-doped films are arranged at various wavelengths.
Partially these are 1.76 eV, 1.797-1.72 ¢V and 1.81-1.97 eV in
energetic units accordingly. In undoped films this red luminescence
is observed in some specimens; but in case of tellurium and zinc
doping it is always observed with various intensity above carriers of
certain concentration.

The graph in Fig2 is plotted for p-type films, when during
epitaxy process 5 mg zinc is added to mixed crystals. At the same
time this Figure shows optical forbidden gap dependence on the
composition for this system. It is plotted according to [2]. Evidently
this dependence is energetically higher than photolumincscence
peak dependence graph. We can conclude from this that green
luminescence of films is not caused by the recombination of free
carriers, zone-zone mechanism, but its origination is connected with
the acceptor-donor pair recombination. Probably Si (A)-Te (D)
serves as the above mentioned pair in case of n-type films while in
case of p-type — Si (D)-Zn (A). Silicon impurity is included in films
fmm the rcaclol and it is an uncontrollcd 1mpunty In undoped films

pai probably arc
uncontmlled lmpunues and it is very likely that Si (D)-C (A) pair
plays that part.

It is more complicated to explain the mechanisms causing red
luminescence. There are different opinions. Some consider
recombination radiation on Si (D)-Si (A) as a red luminescence
mechanism. According to other’s opinion the Iuminescence cannot
be produced by donor-acceptor palr recombination and - they
consider a possible mechanism causing red luminescence, defects
near heterotransition region, which are produced because of'
distinction between GaP and AIP. lattices (before they were thought
identical due to incorrect measurement).

As we partially mentioned above, on the basis of our
experiments we have not deteeted red luminescence in films of some
composition, type and containing certain carrier concentration,
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whereas the green luminescence of great intensity is observed easily;
moreover, we were the first to study photoluminescence dependence
on carrier concentration in Ga.<AlP system and to reveal that when
electron or hole concentration is changed in this system by tellurium
or zinc-doping, after a certain concentration in both cases the green
luminescence slowly decreases until saturation of a certain level and
simultancously the red lumincscence is originated. It should be
noted that in films of a certain composition the red luminescence is
presented by a single peak, sometimes there are two peaks of the red
luminescence with different wavelengths. We were the first to reveal
for this system that when ligature concentration increases green
luminescence decrease is observed and simultaneously a red
photoluminescence is originated.

On the basis of the above mentioned experiments and facts we
can say certainly that in Ga,Al.P system technological defects
cause a red luminescence. These defects are of several types:
uncontrolled impurities; structural defects, including stresses formed
during heterotransitions; I would like to underline the third
mechanism, the recombination channels during the red
luminescence, that are formed in case of tellurium or zinc-doping. Tt
is Clur ﬂm peak quantity, intensitics and their half widths

he red . are reliable and exact
parameters cf uclmoloyml processes perfection for the mentioned
semiconductor system and of the quality of the resultant films,
correspondingly. That is, in case of perfect film we must not have
the red luminescence; and then the green luminescence achieves
maximum, The fact proving nonexistence of composition gradient
through the total thickness of the film will be minimal magnitude of
the green luminescence peak halfwidth.

Thus we have showed directly that cxplanation of the red
Juminescence by defects formed due to the incompatibility of two
different lattices is wrong and it is necessary to account those
recombination channels which are formed from deeper impurity
levels and which are connccted to specially introduced zinc or
tellurium acceptor or donor levels, correspondingly.

As the films under investigation were synthesized on GaP
substrate, we consider it reasonable to eliminate the version
according to which the red luminescence we had revealed in ternary
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epitaxial films, was generated from GaP. It is known that GaP-is
characterized by luminescence in red and yellow arcas according to
the impurity included in it. Fig 8 shows PL spectra excited by 488.0
nm wavelength for S-doped, Te-doped and Zn-doped GaP. Tablel
shows wavelengths of maxima corresponding to wide bands
chamcmn’zing Lhc PL. The wavclengths of ~maximums

bands the films
Ga.AlyP are prcsemed in the same Table. It is secn from the Table
that the red luminescence of substrate and films are at different
wavelengths. The fact proves that the red PL observed in films
characterizes the films Ga,AlLP.

GaP:Te

Intensity (arbitr. units)

1 1 1 1
800 700 600 500 nm

Fig.8. PL spectra. with 488.0 nm excitation for zinc-, tellurium- and
sulfur-doped GaP
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ABSTRACT. In the present paper the use of a new direction-
laser Raman spectroscopy first introduced in Georgia by the
author for the purpose of studying semiconductor materials’
fundamental properties is discussed. The importance of this
direction and future trends of using it in other sciences is given in
brief as well. The history and elements of theoretical principles
are discussed shortly. The dynamics of technical evolution of
Raman spectroscopy from early prismatic spectrometers with
excitation of mercury lamps to modern laser Raman systems is
given in chronological order. Within the limits of confined volume
of the present paper I tried as far as possible to draw a clear
picture of a single, double, triple Raman spectrometers and the
function of systems and accessory combinations concerned with
them; of advantage and expediency of their use in the various
fields of scientific research. One of laser Raman systems
constructed first by the author in Georgia, on which the
experimental material has been performed is discussed in details.
In the following two chapters the examples of using laser Raman
spectroscopy in fields of studying and analyzing of semiconductor
fundamental properties discussed in short are as follows: study of
behavior of solid mixed semiconductors ZnSe;Ter., GaAsPis;
identification and quantitative analysis of ternary semiconductors
GaAsP and GaAlAs synthesized during ion implantation of GaP
and GaAs surfaces with phosphorous and aluminum.

The invention of lasers, especially in visible area of spectrum,
gave such a powerful incentive to renascence of Raman effect that it is
difficult to find nowadays an advanced scientific center, which would
not use laser Raman spectroscopy (LRS) in the field of investigation
or analysis. For biologists and chemists this method has the same
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significance as infrared spectroscopy and even more informative  in
some cases. This time we consider the role of Raman spectroscopy in
some areas of semiconductor study and only slightly touch upon an
importance of using this method in chemical, biological,
pharmaceutical and medical arcas. Examples of using LRS in
semiconductors will be presented in the given work on the basis of
original works of the author.

‘When radiation passes through a transparent material, some part of
the beam is scattered in all directions in this material. In 1928 the
Indian physicist Raman revealed that the abovementioned part of
scattered light differs from an incident beam. The mentioned part
includes radiation of the wavelengths, which differ from incident
wavelengths of excitation radiation. This shift of wavelengths depends
on the structure of scattering molecule.

Today the theory of Raman scattering (RS) has been fully formed.
It is stated that at RS the mechanism causing shifted wavelengths is
the very quantum energetic levels as those at infrared (IR) absorption
That is the difference between excitation wavelength and those of
scattered light corresponds to middle infrared area. Indeed, to compare
RS and IR spectra for the same material, one can see similarity or
identity. In brief, in IR spectroscopy those vibrations are active, whose
molecular dipole moments alter according to vibrations; at RS those
vibrations are active (becomes apparent in spectra), whose molecular

polarization alters according to vibrations. Thus, RS and IR
spectroscopy are not rivals, but mutually complementary from the
point of view of information.

From the view of utilization in some cases to IR spectroscopy
must be given priority, but sometimes RS is indispensable; thus, for
example, when studying aqueous solutions. For RS experiments glass
or quartz cuvettes are used; while in IR spectroscopy hygroscopic
cuvettes made from alkali-haloid compounds are used, which are
instable towards water and aggressive solutions. Thus, RS is of great
importance in studying of biological and inorganic compounds and
water pollutant objects. We shall not speak any more of more specific
advantages of RS. We shall mention only a circumstance that
sometimes hampers the use of RS. This is photoluminescence (PL)
caused by impuritie; though sometimes it is possible o avoid

using techniques.
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A BRIEF THEORY OF RAMAN SCATTERING

To receive Raman spectrum (RS) the matter under study must be
irradiated by laser intense monochromatic wavelength in ultraviolet,
visible or near infrared regions of spectrum. During irradiation the
scattered radiation must be measured by a corresponding spectrometer
by a certain angle towards incident laser beam. In most cases this
angle is 90°. In general Raman lines make 0.001% of intensity of
excitation laser spectral line; as a result, detection and measurement of
Raman spectrum is a complicated problem. This is no concern of
resonance Raman scattering (RRS), Raman scattering enhanced by
surface (SERS), resonance Raman scattering enhanced by surface
(SERRS) and other effects of Raman scattering, which are
characterized by much more powerful intensities. It should be
underlined that today SERS is one of the powerful analytical methods
for biologists, electrochemists and ecologists.

The scattered radiation is of three kinds, namely, Stokes, anti-
Stokes and Relay radiations. The wavelength of the latter is the same
as excitation laser wavelength and its intensity is far greater than two
others. For example, Fig.1 shows Raman scattering spectrum for
organic solvent CCLs. To excite the spectrum, argon laser radiation of
wavelength A = 488.0 nm, i.c. of wave number vo= 20492 sm’ was
utilized. In Fig.1 figures written above the peaks are Raman shifts
calculated from the expression v = (V& - Vo) em’. The Figure shows
that a Raman spectrum is an aggregate of spectral lines positioned
symmetrically to the right and left of the spectral line of an excitation
laser. Anti-Stokes radiation is characterized by greater wave number
than wave number of excitation line, while Stokes radiation peaks’
wave numbers are less than that of excitation laser. It should be noted
that Raman shift is identical for Stokes and anti-Stokes radiations.
This shift is of the same value despite the fact with which laser wave
number is being excited a RS spectrum of a given compound. Hence,
Raman displacements of CCLs presented in the picture will be of the
same value in spite of the fact, which laser -argon, krypton, YAG-Nd
or helium-neon, will be used to record spectra.
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Fig.1. Raman scattering; relaxation spectrum of CCls

Anti-Stokes radiation is less in intensity in comparison with
Stokes scattering and in practice in general only Stokes scattering is
used while recording spectra. As for spectrum abscissa where Raman
shifts are plotted, simply cm” are written instead of wave numbcr The
sign minus is not written in case of Stokes scattering.

In usual or normal Raman spectroscopy excitation spcclrally ofa
substance under investigation occurs with such a wavelength of laser
radiation, which is far from any absorption peak of this substance.

Fig.2 shows Rayleigh and Raman (Stokes, anti-Stokes) scattering
mechanism: the first thick arrow shows energy change in a molecule
when it interacts with photons of an incident beam. Molecule energy
increase is equal to photon encrgy hv. The second narrow arrow shows
the change, which would be in case if a molecule met radiation when
being on the first vibration level of the main electron state (as a rule
only a few part of molecules are in such position). The two arrows in
the middle part of the diagram show the changes causing Raleigh
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scattering. No energy loss takes place in this case because at Raleigh
scattering elastic collision occur between a molecule and photon.

Rugleigh  Ruman
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Fig.2. Relaxation of excited molecules and atoms

Energy change stimulating Stokes and anti-Stokes radiations as a
result of inelastic scattering is presented on the right side of the
scheme. The two latter radiations differ from Rayleigh scattering in
frequencies corresponding to +AE encrgics, which are the first
vibration level of the main electron state (if molecule bonds are active
in IR region, then the energy absorbed by them will be +AE. Thus,
Raman shift and IR-absorption peak frequencies will be the same).

The relative population of these two energy states is such, that
Stokes scattering dominates over anti-Stokes. Besides, Rayleigh
scattering is more probable than RS because energy transfer to
molecule in the ground state and reemission by returning the same
molecule to the ground state is more probable process. It should be
noted that at room temperature the intensity of anti-Stokes spectral
lines is weaker than that of Stokes. The reason is that in these
circumstances only a few parts of molecules are in the first excited
vibration state. The ratio of intensities of Stokes and anti-Stokes
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spectral lines is a function of compound temperature and increases
with temperature

As mentioned above, Raman effect is a very weak effect and its
use in analytical way requires a great skill. This cffect may be
enhanced by a factor of 10° using RRS. Such cnhancement is attained
in case when the matter under consideration is being excited by laser
beam with wavelength coinciding with some electronic transition of
this matter. Regular RS and RRS are very often overlapped with
photoluminescence, which is intensive by 107 than RS. For example,
this oceurs in case of excitation aromatic compounds with visible or
ultraviolet lasers.

Fig3 shows IR, Raleigh, RS, preresonance RS, RRS and the
scheme of electronic and vibration terms of photoluminescence.

In Raman spectroscopy after recording Raman  spectrum
experimentally one must carry out certain calculations to go on from
wavelengths received experimentally to Raman shifts —expressed in
em’. For instance, utilizing popular argon green spectral line 514.5
em” (more exactly 514308 cm™) for excitation to reccive Raman
spectrum, wave number is calculated as follows:

v = 1. ofamx107m}fsm] = V514308x10"= 19444 smr!

In this concrete case Raleigh scattering will take place at the same
frequency, which has the green line of excitation argon and this
frequency afterwards will be subtracted from all the scattered
frequency, which will be fixed experimentally on the Stokes or anti-
Stokes side. One receives Raman spectrum with the abscess expressed
in cm, and ordinate-in scattered light intensities.

Reverse transfer is possible too; for example, if Raman peak is
observed at 3000 cm, the corresponding wavelength is calculated as
follows:

Axs= o~ Vas[om™ KE7[nm}/[cm}=1/19000-3000xE107= 608.12 nm

Thus excitation with green spectral line stimulates reemission of
yellow spectral line in the result of Stokes scattering.
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It should be noted that those calculations are nceded especially for
home made, lab-type laser Raman-systems, as my laser-systems are
Modem expensive Raman spectrometers produced by foreign firms
need not such manipulations due to complete automation and
computerization.

EXPERIMENTAL LASER RAMAN SYSTEMS FOR
RECORDING RAMAN SPECTRA FOR SOLIDS AND
LIQUIDS

Nowadays there are foreign firms in the world, which put on sale
laser Raman spectrometers of different category and function. These
spectrometers are of different classes and their analytical or
fundamental research possibilities are different. Recently almost all
the firms produced Raman spectrometers, the price of which was
about US $100000. There are today (and were) far expensive
spectrometers. Just because of such a high price of those laser systems
a lot of laboratories and researchers had to give up this method despite
wish and necessity. Recently some firms in the world began to
produce cheaper laser Raman spectrometers, especially for purpose of
physical-chemical-pharmaceutical analyses. Such Raman systems cost
about US $20000-30000. Perhaps these prices too are not available for
‘most rescarchers, especially from such countries as Georgia.

A lot of researchers chose independent way to solve this problem -
constructed a lab-type cheaper laser Raman-systems with semi-
‘manufactured blocks.
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According to the of laser R in
Georgia and according to own scicntific interests we too chose the
same way

Depending on the fact which semi-manufacture nomenclature is
available it is possible to construct laser Raman-systems, which
enables one to solve the scientific and analytical problems enclosed in
the list of theoretical and practical ability of constructed laser Raman
system.

We would like to share the experience with persons interested in,
which they can use in their practical activity in case when their
scientific or analytical activity demands using laser Raman
spectroscopy and their financial means are not sufficient to purchase
expensive laser Raman systems. It is necessary to add here that the
same R are fit for i study too.

Any laser Raman-system consists of three main parts: exciting
laser, single, double or triple spectrometer; scnsitive signal detector
with amplifier and registration systems. A container for specimen
under consideration must be added to this complex, which gives us the
possibility to study a specimen by various configurational scheme of
Raman scattering. Besides these basic blocks, Raman spectrometer
contains other accessories: optical, mechanical, cryogenic and other
blocks or details.

Raman spectrometers depending on the basic principles of their
construction are divided into some categories, which show the
dynamics of LRS evolution. We do not touch on spectrometers with
prisms as dispersion clements. They belong to history now. Though a.
good experimenter is able to use them to solve certain problems. The
most widespread and integrated in laser epoch today is a double
spectrometer with diffraction gratings, which are cut on lathe
(replicas). The following stage of evolution is setting holographic
gratings on double dispersion spectrometers; this gave experimenters
opportunity to decrease sharply. the quantity of stray light in
spectrometers and get free from grating ghosts. Simultancously the
coefficient of light transfer decreased lightly in such spectrometers.
The best triumph of Raman spectroscopy technique is considered
thriple dispersion spectrometer with cut or holographic gratings set.
These spectrometers are of specific importance to study such fine
effects in semiconductors or in all other materials, which need to

243



resolve spectral fine structure. After some time Raman spectrometer
with Fourier Transform (FT-RS), semiconductor diode laser or YAG-
Nd laser excitation was developed. This type of spectrometers has
‘made revolution both in analytical and fundamental research area. The
reason is that it is possible to record the spectra of such materials by
this system, Raman spectra of which were impossible to record or
were recorded by specially claborated technique as these compounds,
for example, aromatic compounds (petroleum, kerosene), - dyes,
impurities in semi and etc., are lumi strongly. It
should be mentioned that in the former Soviet Union, the author of the
given paper constructed the infrared Raman spectrometer with gamet
laser excitation for the first time but on the basis of double diffraction
(dispersion) spectrometer as early as in 1970 in Moscow Institute of
Physics (FIAN) in collaboration with the laboratory of Academician
Prokhorov. It was not a FT-RS but we have constructed it just to study

i GaAs, InP, CdTe,
narrowband mixed semiconductors obtained on basis of the mentioned
semiconductors and impurities in semiconductors. In the last period
from the time that holographic super notch filters’ production
achieved the highest level, laser Raman systems with st of single
diffraction spectrometer and holographic notch filters sat on sale in
international spectroscopic market. Such Raman systems are far small
in volume, light, comparatively cheap and for fulfillment of certain
tasks have some advantages even over a triple Raman spectrometer. In
this system the notch filter serves as the first stage monochromator
and in case of a good super notch filter it is possible to approach the
exciting laser wavelength by 100cm”. In triple spectrometer this value
is about 10 cm™, but in turn, the coefficient of light transfer is far great
for a single spectrometer. A novelty in Raman spectroscopy, which is
conveyed by the use of CCD detectors as detectors should be
underlined specially. In such complex instead of a spectrometer a
spectrograph is used and laser Raman system becomes multi-channel
device. With such configuration sensitivity increases many times,
which has resolving practical importance in analytical sciences.

So, the criteria for purchase or construction a spectrometer type is
based on the target of the task. There is a better variant too: if one has
1500000 (perhaps it will not suffice), it is possible to purchase several
Raman systems of various types and then purposes of a problem will
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not be confined. These are the basic types of Raman systems, which
exist nowadays. We do not touch on a lot of branches and details.
Now we present a model and a bricf description of one of the laser
Raman systems, which we have constructed first in Georgia and
carried out investigation of some semiconductor materials.

Table 1

The laser wavelength, corresponding to quantum energies and
types used by us 5

[[Lasers Laser Type | Wavelength (nm) _| Energy (eV)
He-Ne gas 632.8 1.958
Argon ion gas 5145 2.408
501.7 2.469
496.5 2.495
488.0 2539
476.5 2.600
4579 2.705
Cripton ion gas 647.1 1914
568.2 2180
5309 233
5208 2379
476.2 2.601
He-Cd gas 4417 2.805
Copper metal vapour 510.6 2.428
578.2 2.144
YAG:Nd solid 1064.0 1.17
Die | solution | 540.0-690.0 2296-1.797

Fig4 shows the scheme of a laser Raman system constructed by
us. The exciting source is argon, krypton, helium-neon, helium-
cadmium, cuprum lasers. Those wavelength, which characterize the
abovementioned lasers’ radiation and we use for Raman spectra
excitation, are given in Table 1. These lasers mainly are of standard,
fabric production. At the same time we have also home made
laboratory type lasers as follows: krypton and argon lasers. Argon and
krypton lasers. constructed by us have the following parameters:
krypton laser radiation is single-mode with wavelengths 530.9, 568.2,
647.1 nm, integral power about two watt, with vertical polarization
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radiation. Argon laser is characterized with the following parameters:
single-mode, with wavelength of radiation 457.9, 476.5, 488.0 496.5,
5017, 514.5 nm; at integral power about 3 Wt, vertically polarized
radiation. Argon and krypton lascrs of laboratory types constructed by
us enable us to vary widely experimental conditions. This
circumstance is promoted by the fact, that two high voltage rectifiers
of laser active element and magnetic solenoid constructed by us work
autonomicaly in current change mode.

To obtain spectra we use double diffraction spectrometer DFS-24,
with diffraction replica 1200 str/mm. For these gratings the maximum
concentration of light comes about on yellow region of spectra;
therefore there are optimal conditions to receive Raman spectra for
some of excitation wavelengths of lasers used by us, whereas for
others there is a compromise situation.

To create optimal conditions for all the laser excitation
wavelengths we have constructed three various types of Raman
spectrometers in correlation with radiation of lasers exciting the
optical system. We are not going to speak of these systems.

Fig 4. General scheme of home-made laser Raman-system
constructed by us'

Laser emission through diaphragm (d), pnsrn (p), interference
filter (if), mirrors (m) and objective (ob) is filtered from laser
background, plasma lines; highly collimated monochromatic emission
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in desired direction is formed according to planned scattering
configuration focusing on the semiconductor (s) to be studied.
Irradiation scattered in the semiconductor is collected by the
condenser (c) and through the polarizator (p) is focused on the
monochromator entrance slit (sL.1). Photoluminescence or Raman
scattering signal from (hu exit slit (s1.2) falls on the photomultiplier
(phm) and after ampl and sorting or Raman
seattering spectra are recorded by the recorder LKS-004. Detection
and amplification signals of weak intensity of Raman scattering is
done by two methods: a) synchronous detection-with the aid of
modulator and lock-in-amplificr Uniphan 232B; or b) photon
counting-with the aid of radiometer 20046.

In the visible area we use photomultiplier FEU-79 or FEU-136
with well-selected parameters. In case of need cathode of FEU-79 is
cooled at about —100” C. Towards this purpose we have constructed
low-temperature cryostats of three different types working on different
principles. By cooling cathodes of FEU-79 in these cryostats we are
able to increase noise to signal ratio nearly to eight which is of great
importance when registering Raman-spectra.

Besides laser Raman we have
constructed low temperature cryostats of various types and
construction, which give possibility to study PL and Raman spectra at
nitrogen and helium temperatures both in fixed temperature and
temperature change mode. These optical compact cryostats we have
created especially for Raman spectroscopic investigations taking into
consideration that in the process of RS measurements direction of
excitation laser beam, crystallographic axis of specimen under
investigation-semiconductor and  collection angle of scattered
radiation form differed in  various i
schemes of measuring,

To study the effect of pressurc having a uniaxial direction on
Raman spectra of semiconductors and PL, we have constructed a
special cryostat for our Raman systems, which works at nitrogen
temperature.

Besides low temperature cryostats, we have constructed also a
high temperature crycsmz which gives us the possibility to study
semiconductors from 18°C to 600°C.
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Thus, the Raman system we have constructed enables us to carry
out large-scale fundamental research of solids (crystals, mixed solid
solutions, amorphous, glass, pouders, small crystals, fine-dyspersated
materials) and analytical works with very wide scale of spectral
excitations, under influence of stress having a uniaxial direction and in
the range of temperature from 10°K to 300°K. These investigations
may be conducted both on transparent crystals and thin films.

It should be noted that the described system enables one to carry
out investigations and analytical works in Raman spectroscopy on
liquids as well, which chemists, biologists, pharmaceutics, medics,
agricultural workers, geologists, ctc are interested in.

In the following part of this paper the experimental material,
which we have done on abovementioned Raman systems in some
brunch of semiconductor study is discussed.

RAMAN SPECTROSCOPY OF MIXED SEMICONDUCTORS

Mixed crystals are one of basic materials of semiconductor
‘microelectronic devices. For instance, light emitting diodes and laser
diodes are being prepared on their basis. The main criteria of utilizing
of such materials is that that all their physical chemical propertics
depends upon their composition; hence one can preparc devices with
previously planned properties on their basis. The main property
possibly is the dependence of forbidden band on composition,

The first mixed crystals complex we have studied is GaAsP from
A’B® group known in optoelectronic instrument making. As it is
Kknown, on the basis of this material light emitting diodes of a good
quality in red, orange and yellow spectral ranges are being prepared.
Laser diodes are prepared in the same manner. These materials were
studied earlier by laser Raman spectroscopy [1]. In the mehtioned
paper these materials were investigated by volume excitation, with
6328 nm of heliumneon laser and 106.0 nm of gamet laser
radiations. It should be noted one of the most important methodical
i in Raman : when such i as
GaAs (it is one of components of crystals under observation), is
studied with RS, the spectrum of plazmon-phonon interaction is added
to phonon spectrum. Plazmon influence on phonon spectrum is more:
when excitation is bulk and electroactive impurities are in great
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quantity in semiconductors (the quantity of free electrons is great). We
have studied threc cpitaxial films of various compositions, exactly
such films, on the basis of which light emitting diodes are produced in
the abovementioned three spectral ranges. Thus, concentration of
electrons in these films is great, about 10" cm® orders. Because of this
we studied these films by surface reflection method with argon laser
excitation with 488.0 nm radiation. In such experimental conditions
we are far from interfering photoluminescence. Besides, as 488.0 nm
radiation penctration skin-layer is small in mixed crystals under
rescarch, about 150.0 nm, plazmon influence on phonon spectrum is
less. Thus, we have the possibility to study these crystals in natural
conditions with relations to diagnostics and at the same time to
decrease cminently or annihilate interfering factors, which are
characterizing bulk excitation «

39f e’

Fig.5. RS spectra of GaAsosPos, GaAso3sPogs and Ga AsoisPoss;
=488.0 nm

The mixed crystals GayAs;P, which have been studied, are
epitaxial films. These films are grown epitaxially on GaP substrate of
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(001) orientation. Fig.5 shows RS spectra of GaAs, GaAsaqPos,
GaAsoxsPogs, Ga AsorsPoss and GaP. For excitation of these spectra
we have used argon laser radiation of wavelength 488.0 nm.

Al crystals under investigation are of cubic symmetry and-belong
to T, point symmetry. Therefore, according to selection rules only LO
phonons must be active in Raman spectra of the studied surface (001).
The spectra in Fig5 prove this. The figure shows that in Raman
spectra of mixed films two categories of LO phonons arc observed-
LO, and LO, in contrast to GaAs and GaP. The first, LO, shows
longitudinal vibrations of atoms of GaAs-ike sublattice, and the
second, LO, shows longitudinal vibrations of atoms of GaP-like
sublattice. Table 3 shows the frequencies of observed phonons. On
base of these data the schemes in Fig.6 are plotted, which show
dependence of composition of this mixed semiconductor on
longitudinal phonon frequencies.

20

X 1
GaAs X GuP

Fig.6. D of x of mixed
Gahs.P,., on longitudinal phonon frequencies




Table 2

[ LO, (cm™) LO; (cm™)
Gal

GaPys:Asors 274

GaPyssAsoss 276

Fg 039ASo61 280

GaAs 290

It is known that mixed crystals according to their behavior are
divided into two classes [2]: single-mode behavior and two-mode
behavior. The dependences presented in Fig.6 show that mixed crystal
GaAs.P1 belongs to two-mode crystals. These graphics work for
estimation of unknown concentrations. We shall illustrate this later,
when we touch the problem of RS study in semiconductors modified
by ion implantation.

The sccond system of mixed crystals, which we have studied, is
ABS group semiconductor ZnSe,Tei.. The system we have studied is
bulk crystal. They are cut as cubes and all faces of the cube arc
optically polished. The crystals are polycrystalline and orienting of
these crystals has not been carried out. Because of this it is impossible
to hold forbidden law in RS spectra; hence, when recording spectra we
are not able to separate LO and TO phonons as we did in the previous
case.

To obtain Raman spectra of this system we used almost volume
excitation of krypton laser radiation of 568.2 nm wavelength (2.18
V). Simultancously we recorded spectra with helium-ncon laser
radiation of 632.8 nm wavelength (1.98 eV); this is far away from
forbidden gap valuc of semiconductors under investigation. In this
case RRS is eliminated for all compositions. But when exciting by
krypton laser we create preresonance conditions during. recording
spectrum for pure ZnTe. This system never has been investigated in
such conditions. To clarify our argumentation, we present Fig.7,
which shows the dependence of composition x of this system upon
forbidden gap magnitude Eo [3]. As it is seen, the dependence has a
minimum. Because of this for this compositions krypton laser
quantum energy 2.18 ¢V is more than forbidden band width for
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compositions near minimum, while ZnTe and some compositions are
fully transparent for this radiation. To create more equal conditions,
for exciting the spectra we have used radiation wavelength of dye
Jaser 589.8 nm (2.102 V). Fig.8 shows two Raman spectra of ZnTe:
one 632.8 nm and the second wavelength excitations 589.8 nm. The
spectra show clearly the distinction: in spectra recorded in resonance
conditions we were able to fix multiple 2LO phonons. One cannot
attain this by increasing intensity of radiation of helium-neon laser or
spectrometer sensibility, because revelation of multiple phonons lays
in physical mechanism in this case. This mechanism is phonon
cascade mechanism and its realization occurs when excitation laser
quantum energy and semiconductor forbidden gap width achicve a
certain ratio. At this time preresonance or resonance situation takes
place, but it is impossible to detect this effect in all types of
semiconductors. Fig.9 shows Raman spectra of mixed crystals we
have studied, when excitation occurred by 589.8 nm wavelength of
dye laser radiation. Table 3 shows the observed phonon frequencies
On the basis of these data we have plotted LO, TO and 2LO phonons
concentration dependence (Fig.10). The graphs differ diametrically
from schemes discussed and studied at first. The schemes for the
second system show that the system ZnTe,Te belongs to single-
mode behavior crystals.

Table 3

Semiconductor | LO (cm?) | TO (cm™) [ 2LO (em™)
iti X

nTe 203 0.7 9.5

eqsS€01 73 3.5

e0sSeo 6 2
nTeq7Se03 7 7 9"
nTeoeSCos 3 79.7 50.5
nSe 05
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Fig.8. Raman spectra of ZnTe a-A = 632.8nm and b-A = 589.8nm
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In this casc at single-mode behavior characteristic phonons LO,
TO and 2LO of mixed semiconductors change monotonously
according to composition; two-mode crystals’ characteristic property
consists in formation of local or gap vibrations and therefore in
graphical form of other type. This was illustrated in the process of
study of the first system.

RAMAN SPECTROSCOPY STUDY OF SEMICONDUCTORS
MODIFIED BY ION IMPLANTATION

lon implantation is one of the actual methods of modz:m
complex micro ; at present the
of a device occurs rare without this method. Nowadays a-lot of
physical diagnostics are claborated for monitoring of ion implanted
surfaces and Raman spectroscopy is one of leadings among them.

We present here only a part of experiments carried out in this
direction and it concerns synthesizing of ternary mixed crystals
by ion implantation technology and then identification-
diagnostics of such systems by Raman spectroscopy.

At ing of by ion i ion a lot of
radiation defects as well as amorphous phase are formed. That is
why high temperature annealing in high vacuum or inert gas
atmosphere is necessary afterwards to receive crystalline phase
The ternary GaAsP1x hesized by ion
implantation was first studied with laser Raman spectroscopy by
us [4]. Almost simultaneously the similar study of the question
was presented in [S]. According to the authors of the above-
mentioned work the ternary compound crystal phase is obtained
directly during the so-called hot implantation and no further
heat treatment is necessary in this case.

The aim of the work presented here is to study the technological
conditions of synthesizing by ion implantation of crystalline mixed
temary semiconductors GaAs,Pi. and Ga,Al;<As using laser RS.

‘We implanted polish surfaces of GaAs with 70 KeV: phosphomus
and 100 KeV. aluminum ions, with 18x10” ion/em” and 2.8x10"
ion/om® doses. The orientations of surfaces were (111) in the first case
and (001) in the second relatively. GaAs substrate was located at the
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room at the time of i ion and at 400°
C at the time of aluminum ion implantation.
As we showed in [6], single-phase amorphous temary
semiconductor a-GaAs.Py.. is formed when implanting GaAs by
at room The phase is formed
during the hot implantation too, when implanting at 450°C. Fig.11
shows Raman-spectra of standard GaAs of (111) orientation and of -
GaAsP formed by phosphorous implantation. According to the
selection rules LO phonon characteristic peak is seen in the Raman-
spectra of the crystalline GaAs at 290 cm - frequency and TO phonon
characteristic peak at 268 cm™. While amorphous compound Raman-
spectra are characterized by two wide bands: onc corresponds to Ga-
As bond vibration and the second-to Ga-P bond vibration

|
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Fig.11. Raman spectra of standard GaAs of (111) orientation (a) and
of a-GaAsP (b) formed by phosphorous implantation *



We used the thermal anncaling in the high vacuum to recover the
crystal structure. Before annealing we coated the surface of implanted
GaAs with about 1000 A thickness protective layer of SiO; to avoid
the phosphorous and arsenic evaporation from the crystalline surface.
We carried out anncaling at 500, 700 and 850° C during an hour. The
general picture of Raman spectra recorded after annealing at the above
temperatures, is represented in Fig.12. It is clearly seen that as a result
of anncaling, a-GaAs.P..« transforms gradually into a crystalline state
and at the 850° C nearly entirely recovering of crystalline phase takes
place. although a small amount of radiation defects is still felt. This
fact is confirmed by narrowing of wide bands typical for amorphous
phase with rising of anncaling temperature and formation of new
peaks at 370 cm! and 345 em’ frequencics, respectively. We referred
these peaks to LO, and TO, phonons vibration of temary compound
GaAsP

d
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Av et

Fig.12. Raman spectra_indicating the crystallization process of o
GaAsP: a-the spectrum of the standard GaAs: with
orientation (111); b, c, d-the spectra of crystals received after
quenching at 500, 700, 850°C, respectively.
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The synthesizing of the mentioned temnary compound is confirmed
by formation of a peak at the 278 cm ~ shifted by 12 cm from the LO
phonon of the standard GaAs. This peak relates to the LO; phonon
vibration of the synthesized crystalline GaAsP.

Intensity (arbitr, units)

400 350 300 250 200
Avem!

Fig.13. Raman spectra of the standard GaAs with (001) orientation (a)
and 0-GaAlAs (b) formed by aluminum hot implantation

Fig.13 shows Raman-spectrum of (001) oriented GaAs before
implantation and after hot implantation of aluminum. According to the
selection rule only the peak at 290 cm” corresponding to the LO
phonon is observed in the Raman-spectrum of (001) oriented surface
of GaAs, While after aluminum implantation as it is seen from the
picture the sharp peak corresponding to the LO phonon disappears and
a wide spectral band is formed which reflects the vibration of Ga-As
bond; simultancously near 360 cm™ a wide band of low intensity is
formed which reflects the Al-As bond vibration. The two experimental
facts indicate that amorphous &-Ga,Al . is formed at the hot
i ion too. Besides the R: pectra show that a low-intensity
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sharp peak is formed at 284 cm’, which is shifted from the: LO
phonons of the crystalline GaAs by 6 cm”. Thercfore the peak
corresponds o the low amount of crystalline GaAlAs formed due to
the hot implantation. Thus at the hot implantation of GaAs, a-GaAlAs
is formed together with a few amount of crystalline phase.
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Fig.14. Raman spectra indicating the crystallization process of
-GaAlAs: (a) the spectrum of standard GaAs with (001)
orientation; (b) the spectrum of a-GaAlAs synthesized by
hot aluminum implantation; (c,d) the spectra of crystals
received after quenching at 500, 700°C, respectively

In this case just as in the case of phosphorous implantation for
crystal lattice recovering we have used high-temperature annealing in
vacuum at 500, 700 and 850°C. The Raman-spectra reflecting the
received results are presented in Fig.14. It is seen that at’S00°C
annealing characteristic wide band of a-GaAl <As is sharply sphmn%
into two narrow peaks with frequencies 281 cm and 263 cm’
respectively. These frequencies are shifted by 6 cm” and S cm™ from
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the characteristic frequencies of LO and TO phonons of standard
GaAs, they characterize the vibration of GaAs sublattice of crystalline
GaAlAs and belong to the LO; and TO, phonons, respectively. In the
same time a new peak formation occurs at 360 cm which we ascribe
to the AlAs sublattice vibration in the crystalline GaAlAs that is
expressed by LO, phonon. When annealing at 700 and 850° the
crystalline phase of GaAlAs becomes more and more perfect because
of disappearance of radiation defects. This is clearly reflected by a
sharp increase of intensity of peaks characterizing LOy, TO; and LO,
phonons and by narrowing their half-width with the increase. of the
annealing temperature.

As it is known from the experiment conditions, the GaAs substrate
orientation was (001) and therefore only LO phonon was observed in
the Raman-spectrum. But in the Raman-spectra of the temary
compound GalAs synthesized after implantation and anncaling LO;
and LO, phonons as well as TO phonon are observed. At the same
time the spectra show that the TO, phonon intensity is much more less
than LO, phonon intensity. Thereforc one can conclude that the
crystalline lattice of the ternary compound recovered duc to anncaling
is_ polycrystalline. At any rate it does not repeat the substrate
orientation (001).

Thus, in the result of phosphorous and aluminum implantation of
GaAs with subsequent high temperature annealing in the vacuum
crystalline temary compounds of GaAsP and GaAlAs are synthesized.
We have stated, that the perfect crystalline phases of the mentioned
compounds are got as a result of subsequent thermal treatment
regardless of the fact at what temperature the jon implantation occurrs,
at room or high temperature.

Thus, it is clear from this work how multiform and interesting is
the utiliziation laser Raman sp in semi science of
‘materials and microelectronics dealing with study of fundamental
properties as well as analysis.
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