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Search of Attractors in seismic time series of Caucasus

Tamaz Chelidze, Natalia. Zhukova, Teimuraz Matcharashvili, Ekaterine Mepharidze
M. Nodia Institute of Geophysics, 1, Alexidze str. 0160, Thilisi, Georgia,
e-mail: tamaz.chelidze@gmail.com

Abstract

Last years appear controversial publications both on revealing attractors in seismic time
series (which means that they can be represented by deterministic chaos model) as well as on
theabsence of such ordered structures. So, it seems interesting to study, what methodology
should be applied to earthquake time series (ETS) in order to reveal possible attractor structures.
There are two main approaches to the problem: i. events in ETSare considered individually; ii.
the number of events in ETS in some time window (a seismic rate) is calculated, which is widely
used as a proxy of the strain rate in the Earth crust.

The study considers how the spatio-temporal parameters of seismic rate calculations affects
the nonlinear structures (phase space plots) in low seismicity areas (Batumi region) as well as
before, during main event aftershocks and after strongest Caucasian earthquakes Spitak (1988)
and (Racha, 1991).The seismic phase portraits and recurrence plots are constructed for several
time windows, different epicentral distances and different magnitude thresholds. The nonlinear
structure of laboratory natural and synchronized stick-slip sequences are also considered. The
phase space plots' analysis can reveal some fine details of seismic process dynamics.

Introduction

Earthquake time series (ETS) documented as seismic catalogs are objects of detailed
statistical analysis, which show that catalogs contain both independent and correlated events
(clusters), which means that mentioned data represent complex time series. In some earlier
works (Goltz, 1997;Matcharashvili et al., 2000) it is shown that at least one component of
catalogs considered as a point process, namely, interevent or waiting time series has a low fractal
dimension, which means that catalogs contain some hidden nonlinear structures, which however
cannot be considered as attractorsand are more similar to a pink noise pattern.

Last yearsappear publications on revealing attractors in seismic time series, which means
that they can be represented by deterministic chaos model (Sobolev, 2011; Srivastava et al.,
1996) as well as on absence of such ordered structures (Beltrami and Mareschal, 1993). So, it
seems interesting to study, what methodology should be applied to earthquake time series (ETS)
in order to reveal possible attractor structures. There are two main approaches to the problem: i.
events in ETSare considered individually; ii. the number of events in ETS in some time window
or a seismic rate (SR) is calculated, which is widely used as a proxy of the strain rate.


mailto:tamaz.chelidze@gmail.com
http://link.springer.com/search?facet-creator=%22Hugo+Beltrami%22
http://link.springer.com/search?facet-creator=%22Jean-Claude+Mareschal%22

2.0 1 dN

LgEn/10days

T T T T 1
o 4 8 12 16

Fig.1. Phase portrait of seismicity within a radius of 100 km from the epicenter of the
Kronotskoe earthquake for a 35-year period(1 January 1962-5 December 1997). The smoothed
number N of earthquakes (a)or energy LgEn, Joules (b)for 10 consecutive days is marked on
the X axis. Rates at which these parameters change (dN ordLgEn), i.e. the difference between
the following and the preceding values are shown on the Y axis. The clockwise movement along
the curve corresponds to an increase in time. The star marks the position of the main
shock(Sobolev, 2011).

Recently many new methods of complex time series analysis, mainly due to intensive
progress in nonlinear dynamics (complexity) theory (Abarbaneland Tsimring,1993;Anishchenko,
1995;Eckmann,1987;Goltz, 1997). The new tools developed in complexity theory reveal a lot of
important information, contained in seismic catalogs, considered as discrete earthquake (EQ)
time series (Chelidze and Matcharashvili, 2015). Methods, developed in complexity theory allow
visualization and quantification of seismic rate patterns and their variation in time, what enriches
significantly traditional statistical approach, presented in Marsan and Wyss (2011).

Data andMethods of ETS analysis

The statistical approach to seismic rate (SR) provides mainly tools for statistically reliable
assessment of rate change using long enough earthquake (EQ) time series, e.g. for comparison of
SR before and after strong earthquake (Marsan and Wyss, 2011). The same methods are applied
to nonstationary time series (ETAS, Z-statistics). These methods are too crude to reveal fine
anomalies in ETS, due, for example hidden non-linear structures.Presently for visualization and
quantitative analysis of hidden non-linear structures are widely used such methods as phase
space plots (PSP), Recurrence Plots (RP), Recurrence Quantification Analysis (RQA), see for
example WebberandMarwan (2015). PSP and RP are two interconnected ways to reveal the
recurrence in time series: for example, diagonal lines in PR appear when segments in PSP
trajectory (attractor) run on close paralleltrajectories.The advantage of RP is that it enables



qualitative visualization of highdimensional dynamics, while PSP is convenient for
lowdimensional processes, where trajectories in the attractor run on close to parallel trajectories.

We analyze mainly seismic rates, which according to general statistics terminology
correspond to a conditional rate (conditional intensity) models in point process theory. We used
the rates, obtained either by simple averaging (Sobolev,2011) or by Savitsky-Golay (S-G)-
filtering. Savitzky-Golay filter helps to resolve smoothing problem in the time domain. It
approximates the data locally (corresponding to some user-chosen window) with an n degree
polynomial preserving up to the n™ moments of the data. Hence it has the advantage over, for
instance, moving average filter as the magnitude of the variations in the data, i.e., the value of
the local extremes, is preserved to a large extent.The optimal lag for PSP reconstruction from
daily series of EQ occurrences by Mutual Information (MI) test is close to 50 days.

The averaging/smoothing is widely used in the processing of real data though there are
fierce opponents, who call down curses on the heads of “datasmoothers” such as: “Do_not
smooth times series, you hockey puck!” (http://wmbriggs.com/blog/?p=195). Still we consider
the smoothing procedure is a quite lawful procedure (Simonoff,1998; Einicke, 2012), accepted in
many signal processing packages (MATLAB, Matematica, etc). It isa very useful tool: the
operation of smoothingperforms actually a low-pass filtering of the sequence, which in turn
allow revealing long-range correlations in the data (here -in ETS).

For nonlinear analysis the seismic catalogue of Caucasus (1960-2011) has been used; the
representative magnitude for the period is M2 (Fig.2). The following parameters of ETSwere
varied: i. the area, where ETS were obtained; ii. the length of time window for rate counting; iii.
the years span (periods in catalog); iv. periods before and after strong events.

The PSP plots are compiled by two methods: i. The whole EQ data sets from the catalog
were declusteredusing Reasenberg algorithm (Matthews and Riesenberg, 1988)and smoothed in
the following way:on the X axis are plotted the mean values of number N of EQs per n days(n =
10,20,50) or N/nand on the Y axis is plotted just differential of X, i.e(N,,; —N;)/n=dN .This

approach was used by Sobolev (2011).

ii. The whole EQ data sets from the catalog were declustered and smoothed by Savitzky-
Golay (S-G) filter. Then on the X axis is plotted the smoothed by S-G filter value of number N of
EQs for a given day N /dayand on the Y axis - smoothed by S-G filter N value with some days

delay (N +lag), we plot smoothed by S-G filter lagged by 10,20, 50 days daily valuesof
(N +lag) versus daily value N /day.

iii. Combined approach: PSP is compiled for one day step (like in Sobolev approach)
asdN versus N /day for the data declustered and smoothed by S-G filter (in contrast to Sobolev

approach, where just the mean wvalue of N in the sliding window are used).

The trajectories on PSP plots are obtained by connecting the consecutive phase states.
The consecutive phase spacepoints are plotted in clockwise direction, which corresponds to
increase in time.For plotting phase plots were used either standard MATLAB scripts -seism_port
and phase_portrait (in following - standard) or Sobolev (2011) approach (in following -
Sobolev).

Both approaches sometimes produce negative values of phase states, which means that the
smoothed lagged values are smaller than previous ones.As an example of processing, on the
Fig.2are presented phase space plots of daily EQ occurrence sequence of EQs compiled for
original non-smoothed data (a) and for the same data, smoothed by Savitzky-Golay filter (b). It is
evident that the former is less informative and the latter one reveals some interesting structure in
the phase space.
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Fig. 2. Phase space plots of daily EQ occurrence sequence in Caucasian earthquake
catalog(1961-1991) for the area in the radius 200 km around Racha EQ compiled by above
mentioned standard scripts for original non-smoothed data (a) and for the same data, smoothed
by Savitzky-Golay filter (b).

Results and Discussion

Nonlinear analysis of data sets obtained from the seismic catalogue of Caucasus for the
period 1960-2011 has been performed; the representative magnitude for the period is M2.In the
analyzed period 1960-2011 two largest Caucasian Spitak and Racha (M6.9-7) earthquakes (EQS)
stroke the region in 1988 and 1991 correspondingly. Thus, three areas were selected: i.
Batumi(in order to show the pattern of ETS in relatively quiet region; ii. Spitak and
iii.Racha(Fig.3). We analyzed both original and declustered by Matthews and Riesenberg(1988)
approach catalogs.
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Fig.3. Areas in Caucasus where the analysis of seismic data sets was carried out for revealing
possible attractors. Blue stars are centers of test areas: 1 — Batumi; 2 — Racha and 3 — Spitak.
Triangles show seismic stations’ locations.

Batumi area

Batumi area (Fig.2) was chosen as a (relatively) seismically quiet area:though there were
nostrong EQs on the distance 100 km from Batumi, two EQs of M6.4-6.9 occur on the distance
of the order 200 km in the considered period (Chkhalta, 16.07.1963 and Erzurum,
30.10.1983).Fig. 4presents original and Savitzky-Golay filtered daily series of EQ occurrences
in Batumi area (R=200 km) in 1960-1986 declustered by Reasenberg algorithm. Fig. 5 a, b, ¢
showsstandard phase space portraits of declustered daily series of EQ occurrences in Batumi
area smoothed by the S-G filter for various Lags. On the X-axis is plotted the S-G filtered daily
number of EQs and on theY-axis the same value for Lagl0, 20 and 50 days.These PSP plots
demonstrate two main details: a highly populated area between 0 and 1, which can be considered
as a relatively stable domain (or a source area) due to a background seismic activity(this area is
shown by arrows for two successive enlargement scales) and strongly deviated trajectories (Fig.
5a, b, c). These latter orbit-like figures, should reflect deviations from the background activity
due to some extremes - swarms, foreshocks and aftershocks. This is a bit strange, as the
declustering procedure should eliminate such effects. Still it seems that Reasenberg procedure
does not eliminate all correlated events as it is shown in (Matcharashvili et al., 2015) and these

orbits can be related to correlated events left after declustering.
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Fig. 4. a) Daily series of EQ occurrences in Batumi area (R=200 km) in 1960-1986declustered
by Reasenberg algorithm: original (upper) and (lower); b) the swarm in 1976.
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Fig.5. a, b, ¢) Phase space portraits PSP (standard) of daily series of EQ occurrences in Batumi
area for R=200 km, declustered and smoothed by the S-G filtered data sets from catalogs (data of
Fig.4). PSPs of EQ occurrences daily value N (day) with: (a) N in 10; (b) N in 20 and (c) N in 50
days versus corresponding the lagged values (N +lag), where the Lag is 10, 20 and 50 days.

Some of extended (anomalous) orbits seem to be related to: i - in1968 - possibly to a
swarm; ii - in 1983 - to Erzerum EQ 30.10.1983 Ms 6.9;iii. - 1984 - probably extended
aftershocks of Erzerum EQ. Note — for the R=100 km around Batumi the Erzerum EQ
30.10.1983 Ms6.9 response (length of obit) is less significant than that of the 1968 swarm in
contrast to data for R=200 km, due to lesser number of ErzerumEQ aftershocks in a more distant
from the epicenter area (at R=100 km).The length of the whole trajectory (loop) corresponds to
the summary period of foreshocks and aftershocks (Table 1).

Table 1. Duration of the most outlying trajectories on Fig. 5 a,b.

Trajectories on Fig. 5 a, b,c. Duration of full trajectory, days | Half trajectory duration
Most outlying (1983) 80-94 40
Second distant (1976) 340-345 210
Third distant (1984) 68-72 40

Surprisingly, the strong 1963 ChkhaltaEQ (M®6.4, distance from Batumi 175 km) caused
relatively small deviations from the source area - see trajectories for Chkhalta in Fig. 5a, b
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Fig. 6. a) Phase space portraits (standard) of daily series of EQ occurrences in Batumi area for
R=100 km, declustered and smoothed by the S-G filtered data sets from catalogs (data of Fig.4).
PSPs of EQ occurrences daily value N (day) with: (a) N in 10; (b) N in 20 and (c) N in 50 days
versus corresponding the lagged values ( N +lag ), where the Lag is 10, 20 and 50 days.

The PSPs of trajectories for R=100 km distance form Batumi (Fig. 6) differs from the PSPs
for R= 200 km. Extended (anomalous) orbits are possibly related: i. - 1968 - to a swarm in
1968.The length of this most outlying trajectory for 1968 event is 62 days; ii. - 1983 - to
Erzerum EQ 30.10.1983 Ms 6.9. Note — for the R=100 km around Batumi the Erzerum EQ
30.10.1983 Ms 6.9 the corresponding orbit is less significant than that for the local swarm in
contrast to data for R=200 km, due to smaller number of aftershocks farther from the Erzerum
epicenter area. According to the Table 1, the duration of the trajectory till Erzerum EQ is
approximately 40 days - this can be considered as a precursory sign.

Finally, Fig. 7 illustrates the impact of processing methodology of EQ time series on the
structure of PSP. Note that trajectories of orbits in PSPs plotted using differential of current and
previous N (differential N,, — N, /n) not versus smoothed N/10 days (Fig.7) are much more

smooth and ordered compared to results obtained with larger stepsFigs. 4, 5)as the successive
N/10 days input data sets plotted with 1 day step differ insignificantly, only by 2 days data; the
rest of data in the sets are the same. In contrast, the data sets in Figs. 4 and 5 do not contain
identical data (the successivedata sets are not overlapping), which results in more jogged
trajectory. It is evident that for strongly overlapping data sets the PSP structure is close to that of
attractor - we can see almost ordered orbits in the expanded source area (Fig.7 b)

10
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Fig.7.a) PSP of dN versus declustered and S-Gsmoothed for N/10 days data (catalog 1960-1986)
in Batumi area (here we apply S-G smoothing and 1 day Lag in contrast to Figs 5, 6, i.e. we
combine standard and Sobolev approaches), R=200 km; b) expanded view of the source area,
limited by a circle in Fig. 7a.

In order to test whether the methodology used to obtain Fig.7 is really informativewe apply
this procedure to the random sequence of numbers (Fig.8). It is evident that combination of
smoothing with small successive steps (Lags) lead to appearance of smooth orbit-like trajectories
even for random number sequences, so the similar ordered trajectories in EQ rate time series
(Fig.7) appear just as result of a definite smoothing procedure and are not related to fundamental
properties of the seismic rate dynamics. At the same time significant deviations from the source
area in PSPs of earthquake time series, due to swarms and strong events are clearly revealed by
both (standard and Sobolev) approaches - compare Fig.5 and 7.
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versus N/10 "days" for original (non-smoothed) data; c) plot of dN versus N/10 "days" for S-G
smoothed data; standard plot

Spitak earthquake area

Spitak earthquake (Fig.2) occurred in Armenia, December 7, 1988. The earthquake
measured 6.9 on the surface wave magnitude scale. In following we calculated PSPs of EQ time
series in Spitak EQ area— data for area of radius 100 km around Spitak EQ epicenter
(catalogs1960-1988 and 1960-2011); both original and declustered ETS were analyzed. Fig. 9
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shows the daily occurrence of EQs in Spitak EQ epicenter area for R= 100 km.According to PSP
in Fig. 10e, the deviating orbits are visible for 1967, 1971, 1978, 1986 and 1988. The last orbit is
definitely related to Spitak EQ foreshock/aftershock activity. Note big difference in the structure
of PSP for analyzed two catalogs, which can be explained by the strong influence of seismicity,
caused by foreshocks/aftershocks activity of Spitak EQ included in the plots 10 d, e, f. It seems
informative to divide the most outlying orbit in Figs. 10 d, e, f into pre- and post-Spitak parts in
order to assess the "precursory” part of the trajectory. The full duration of the orbits is in Figs.
10 d, e, T is approximately 120-200 days and the duration of the "precursory" part is 30-50 days
for various lags . Thus, a strong deviation of the orbit from the source area can be considered as
the precursor of the strong event, due probably to foreshock activity (not excluded fully by
Reasenberg declustering).
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Fig.9. Daily occurrence of EQ in Spitak area in 1960-2011for R= 100 km; two largest
spikes are related to 1988 Spitak and 1991 Racha EQs.
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Fig. 10. Phase space portraits of daily series of EQ occurrences in Spitak area for R=100
km, declustered and smoothed by the S-G filtered data sets from catalogs; a, b, ¢ - PSPs
(standard) for catalog 1960-1988, of smoothed by S-G filter lagged value (N+lag) where the Lag
is 1, 10, 20 and 50 daysversus daily value N(day) with N 10; 20 50 days not including Spitak
EQ; d, e, f- PSPs of dN versus declustered and smoothed for N/10 days data in the same area for
catalog 1960-2011, R=100 km. Note a big difference in the structure of PSP for two catalogs
caused by inclusion of foreshocks/aftershocks activity of Spitak EQ in the plots 10 d, e, f.

Racha EQ area

The Racha earthquake occurred in the Racha province of Georgia at 9:12 UTC on 29 April
1991 on the southern foothills of the Greater Caucasus mountains. It had a magnitude of 7.0 and
was the most powerful earthquake recorded in the Caucasus.
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Table 2. Duration of the most outlying trajectories on Fig. 11 a, b,c.

Trajectories on Duration of a full trajectory, Trajectory
Fig. 11 a, b,c. days duration till Racha EQ,
days
Most outlying 133-138 64
(1991)

The most extended orbits reach the following maximal deviations at lags 10 and 20: i. the
point on the orbit for 1991, 3 May is close to the mainshock moment of Racha EQ, which occur
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29 April; ii. - the point 1991, June corresponds to Java strong aftershock of Racha EQ, 15 June,
1991, M6.2; iii. - 2009, Oct is related to Racha EQ, 8 Sep 2009, M6.

The length of the most extended trajectory with a label 1991, 3 May is 133 days (beginning
from the central cluster). If we assume that the time to a label 1991, 3 May is a half of the full
duration (133 days) than the significant deviation from the background seismicity (central
cluster) begin before the Racha mainshock. Possibly, this time, needed for forming the half-orbit
- approximately 60 days (Table 2) - can be considered as a precursor of the mainshock.

The phase space portraits of Fig.11a,b seems to be the most interesting ones: here in the
radius R=100 km in the detailed (expanded) plots of the central cluster of trajectories some clear
recurrent orbits are visible with strange configurations — parabolas, right angles. We cannot see
such recurrent configurations at PSP for the larger test area, namely, for R=200 km.

PSP of waiting time series

Besides seismic rates the phase space plots of EQ waiting times were investigated (Fig.
11); earlier studies reveal low values of correlation dimension of EQ time series (Matcharashvili
et al., 2000). The results do not confirm existence of any clear ordered structure in PSPs of EQ
waiting time series.

Around Racha 200 km, interevent series , Around Racha 200 km, interevent series , Around Racha 200 km, interevent series,
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Fig. 12. PSPs of waiting time series were obtained from declustered 1960-2011 catalogs of
Racha EQ area (R=200 km) using standard approach.

Recurrence Quantification Analysis of EQ time series

Last years for visualization and quantitative analysis of hidden non-linear structures are
widely used Recurrence Plots (RP) and Recurrence Quantification Analysis (RQA) - see for
example (Webber and Marwan, 2015). As mentioned earlier, PSP and RP are two interconnected
ways to reveal the recurrence in time series. RQA is preferable at quantitative assessment of
high-dimensional dynamics. In Chelidze and Matcharashvili (2015) RQA method is usedfor
investigation of earthquakes catalogues’ complexity. Exactly, earthquakes’ daily and monthly
occurrences data sets have been derived both from the original as well as from the declustered
(according to Matthews and Reasenberg, 1988) catalogues with a magnitude threshold M >3.0.
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In Fig. 12 results of RP and RQA calculations for consecutive one year length daily
frequency of earthquake occurrencesets at one year step are shown. Because of essential
variation of RQA measures calculated for short (365 data) segments, results for data smoothed
according to Savitzky-Golay filtering method are also presented (filled triangles and circles).
Indeed we see that the EQ timeseries contain component with significant % of determinism
(%DET) and laminarity (%LAM), which varies in time: large values of %DET and %LAM are
fixed approximately from 1990 to 2005.

Thus, it is evident that Recurrence Quantification Analysis is more effective in revealing
hidden nonlinear structures in the EQ timeseries than PSP or RPapproach.

Conclusions

1.  The structures in phase pace portraits of 10 days smoothed earthquake rate time series at
volcanic area (Kronotskoe EQ) obtained by Sobolev seem to be very similar to attractors:
this can be related to the processing methodology (using 1 day step and overlapping 10
days windows) as well as to a specific seismic regime in such areas. Investigations in
volcano seismology show that seismic events near volcanic centers reveal some regularities
due to weak external periodic forcings (e.g.tides), which is explained by high sensitivity of
such areas to small perturbations.

2. The possibility of existence of seismic attractors and correspondingly, of deterministic
chaos regime in non-volcanic areas, which are less sensitive to weak forcings remain
obscure: analysis of nonlinear dynamics of earthquake time series (namely, Recurrence
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Quantitative Analysis) shows that there are nonlinear structures of relatively low fractal
dimension, especially intime and space domains; at the same time trajectories in the phase
space are not very regular.

3. Phase Space Portraits (PSP) and Recurrence Plots can be considered as interesting
visualization tools for analysis of seismicity dynamics. On phase space plots of smoothed
(for 10,20,50 days) seismic rate sequences in Racha area there are some attractor-like
clusters generated by background seismicity. It seems that before/after strong earthquake
there are some anomalies in PSPs even using declustered (by Riesenberg approach)
catalogs, presumably well expressed in case of significant foreshock/aftershock activity or
presence of clusters. In principle this can be used in strong earthquake precursors' search.

4. More detail studies in various tectonic regions should be performed in order to make definite
conclusions on the dynamic structure of seismic rate time series and on potential of the
used methods (PSP, RQA) for analysis of seismic process.
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Abstract

Simple models of mass movement and seismic processes are important for understanding the
mechanisms for their observed behavior. In the present paper, we analyze the dynamics of a
single-block and Burridge-Knopoff model on horizontal and inclined slope with Dieterich—Ruina
and Carlson friction laws. In our experiments, the slip events are distinguished by acoustic
emission bursts, which are generated by slider displacement. Also acceleration was recorded on
each sliding plate using attached accelerometer. In the case of the inclined slope experimental
model a seismic vibrator, which produces low periodic impact (forcing) was attached to the
sliding plate. This was a numerical simulation of dynamic processes occurring at one- and four-
plate Burridge-Knopoff system.
Introduction
The aim of the study was the selection of optimum methods to monitor landslides and develop
practical methods of reducing the risk of landslides. For many countries around the world
landslides are one the most severe of all natural disasters, with large humanitarian and economic
losses. The earth surface is not static, but dynamic system and landforms change over time as a
result of weathering and surface processes (i.e., erosion, sediment transport and deposition). The
fast mass-movement has a potential to cause significant harm to population and civil engineering
projects. Large-scale experiments and field observations show that the landslide may reveal
stick-slip motion [Helmstetter et al., 2004, Fabio Vittorio De Blasio, 2011]. When the friction
between two solids shows velocity weakening behavior, stationary motion becomes unstable and
stick-slip motion appears [Nasuno et al., 1998], which repeats stopping and fast moving states.
Analysis of the experimental data, obtained by investigating of spring-slider system motion has
lead to empirical law, named rate- and state-dependent friction law [Dieterich 1979, Ruina
1983]. The rate and state dependent friction can be quantified as follows [Dieterich 1979, Ruina

1983]:
T =0, (un +aln (E) +bin (HH))

a D, /7, (1)

where Mo is the initial coefficient of friction, V' s the new sliding velocity, Ve is the initial

sliding velocity, € is the state variable and Da is the critical slip distance, @ and 2 are two
experimentally determined constants.
The state variable varies according to:

dfd 1 Ve

dt D, (2)
To study the stick-slip process a mathematical model proposed by Burridge-Knopoff is also used
[Burridge R. and Knopoff L. 1967, Erickson et al.,2010, Matsukawa, H., Saito, T., 2007] (Fig.1).
Plates are arranged on a massive platform and pulled by the upper platform. The upper plate
moves with a constant loading velocity v. The blocks of mass m are connected to the upper plate

by linear springs with spring constant Ky . The blocks are also connected to each other by linear

springs with springs of natural length a and the constant k¢ ,. Frictional force acts between the
lower plate and each block.
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Fig.1. The schematic presentation of Burridge-Knopoff model
The Burridge-Knopoff model is convenient as it allows us to simulate many scenarios of rupture
without being too expensive in regard to computing time. Thus we have the ability to explore the

parameter space of the system more broadly and observe the emergent dynamics introduced by
the friction law.

Experimental setup

Experiments were conducted on a Burridge-Knopoff laboratory device for the models consisting
of one and three basalt plates (Fig.2). Registration was made with the help of accelerometers and
piezo sensors. On one plate model three accelerometers were attached on the plate, which
recorded X, y and z components. Plates were pulled via the upper platform at a speed of 1 mm/s.
The experiments were also conducted for the model of the three plates. Each plate was attached
on one accelerometer, which measures the x component of the acceleration. Accelerations and
acoustic emissions recording are presented in Figure 3. In experiments Tri-axis accelerometer

MXR9500G/M and piezo sensors were used. Mass of the each sliding plate ¥ 33> g | spring
T

N N
— — . . Ml—
constants ke ® 3607 and kp ~ L5 Dragging velocity was v s
Fig.2. The Burridge-Knopoff one- and thPée plate eperiments
a) b)
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Fig.3. The Burridge-Knopoff system experiments accelerometers and acoustic emission data
recordings: a)one plate and b)three plate experiments.

Burridge-Knopoff stick-slip experiments were conducted for the horizontal position of fixed and
sliding plates with clean surfaces and with a layer of sand between the sliding plates (Figure 4).

Fig.4. The Burridge-Knopoff experiments with clean surfaces plates and with a layer of sand
between the plates

In experiments the upper platform moved at a speed of 1 mm/sec. To the each sliding plate
was attached an accelerometer, which measures the acceleration of the plate. Also was recorded
acoustic emission using piezo sensor. The information was recorded on a 8-channel PicoScope

4824, The§e records are shown in Figure 5.

T

Fig. 5. Records of accelerations and acoustic emissions arising during the Burridge-Knopoff
experiments with clean surfaces plates (a) and with a layer of sand between the plates (b). Blue,
red and green channels, show respectively accelerometer records attached to the first, second and
third sliding plate. Yellow and purple channels present the piezo sensors records.

To study the phenomena of stick-slip and triggering of Burridge-Knopoff model under the
influence of gravitational forces we accembled laboratory equipment with an inclined plane

(Fig. 6). These settings may help to learn the process of landslide stick-slip motion triggering
under different conditions on the sliding surface between basalt plates and under the influence of
gravitational forces. The acoustic emission arising during sliding of upper plate was recorded. To
this goal piezo sensors were attached to the upper and lower corners of the large (fixed) plate. At
the critical angle of inclination of the system triggering forcing was applied by a seismic vibrator
attached to the sliding plate. The information was recorded on a 8-channel PicoScope. In
experiments the inclination slope of boards was measured.




Fig. 6. Laboratory model for series of Burridge-Knopoff experiments, under the influence of
gravitational forces. Middle figure shows the seismic vibrator attached to sliding plate.

Experimental results for one- and three plate models under the influence of gravitational force
are presented in Fig.7. The critical angle of slip is different for one- and three plate models.
Triggering of sliding close to the critical slope but still stable occurs by a seismic vibrator.
Namely, the system was left close to the critical angle for 45 minutes. Then, on the attached
seismic vibrator a forcing of 20 Hz frequency and 1.6 V intensity was applied. The
information was recorded on a 8-channel PicoScope. As can be seen from Fig.7 during the
experiment several intermediate slips took place. The beginning of sliding of system of plates
was caused by influence of the seismic vibrator. The seismic vibrator played the role of a
trigger in slip.

b)

WIW |

Fig.7. a) The record the acoustic emission occurred on one-plate model, b), c), d) record the
acoustic emission when sliding occurred on three-plate model.

Numerical modeling
Because of the nonlinearity imposed into equation by the logarithmic term in the Dietrich-
Ruina friction law, analytic integration cannot be done even in the simplest case of a single
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block. For this reason we proceed by implementing a numerical method as a system of 3 first
order ODEs [Erickson et al., 2010]:

uj — r:.lj.
@3)

U =y (W, - 20 + Uy, ) - FRU; - (}é )(Hj- + lu( v; + l))
(4)

b =-(v;+ 1)(3} +(1+e)ha( v+ 1))
5)

D - A N\(D
| o *’=‘(; G 7= 1))
Where % is the non-dimensional slip, 0/ and 0 are the
. HpDy _b—ua

dimensionless frequencies, " a isthe dimensionless spring constant, T e

Numerical experiments have been conducted in the case of three blocks. At the initial
time zero displacements from equilibrium were assigned to blocks and the maximum
deviation of the central block - on the Gaussian distribution. Revealed the originality of the
sliding of the central block. At certain intervals of instability amplified and enhanced non-
linearity the central unit is experiencing periodic motion.
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Fig.8. Numerical experiments for three-block Burridge-Knopoff model

Burridge-Knopoff model (Fig. 1) can be also described in terms of the normalized
equation[Matsukawa, Saito, 2007]:
The normalized equation of motion of the model (Fig. 1) is expressed as:
= Wt —x) + Py + 255 — 20) - @(Ep) (6)

k
1= =,
here \I; is the dimensionless stiffness parameter; ¥ L, v and G are
normalized dimensionless parameters. In order for the model to exhibit a dynamical instability,
it is essential that the friction force exhibits a frictional weakening property, i.e., the friction
should become weaker as the block slides. As the simplest form of the friction force, we assume
here the form used by Carlson:

d’&.} =

1-a

1 2o
ti-o, (8)

Numerical experiments were conducted for one- and four plates for ! =v60, a=1 o =0.01
and @ =4 numeric values. The results are presented in Fig. 9.

a) b)
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Fig. 9. a) Numerical simulation of displacement (ordinate) versus time (abscissa) for one block,
b) the same calculations carried out for moving the center of gravity of the system in conditional
units the Burridge-Knopoff model of four plates. (abscissa - time, ordinate - displacement).

For each experiment we have files of large volume with records of accelerations and
acoustic issues. Data recording in a digital form was made at the sampling rate 2 kHz. Each
experiment proceeded about 10 minutes. Gravitational experiments taking into account a
parking phase (prior to influence by the seismic vibrator) proceeded about 50 minutes. At
this stage our task is to transfer these accelerations to movements to compare data of
experiment with data of mathematical modeling.
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Georadiolocation physical modeling for disk-shaped voids
D. Odilavadze, T. Chelidze, G. Tskhvediashvili
Abstract

Georadiolocation\5,6,9,10,11\, one of modern and rapidly developing branches of
Geophysics, according to its activity spheres, requires maximally increased resolution of textures
of certain objects located near the surface. For discovering and verification of the textures of
such targets the field of Georadiolocation uses the direct and inverse tasks \7,8.\, widely used in
electrodynamics, by means of mathematical modeling. In electrodynamics for mathematical
tasks some initial and boundary conditions are introduced. For them Maxwell’s electrodynamics
equations are solved, according to the solution results the correspondence of the model to its
physical reality is determined and the physical essence of the phenomenon is revealed.

Introduction

The theoretical basis of physical modeling \4,5,6,7,11\ of electro dynamical processes is the
similarity theory based on the isomorphism of the reality and equations. The prerequisite for the
study of a phenomenon by means of modeling equipments is geometrical similarity of the real
structure and its model and also fulfillment of the similarity law of varying electromagnetic
fields /1,2/. Hereby, we introduce similarity criteria for similarity numerical coefficients /1,8/ by
the similarity principles of georadiolocation frequency fields, which may be used in physical
modeling:

¢E'E1,'ﬂi=¢i'-€#'ﬂi (1)’

where ¢, is the central frequency of georadar impulse electromagnetic waves used in the field,
A, - geometric size of the real, i.e. georadiolocation object-for-study placed in the field, &,-
relative dielectric conductivity of the georadiolocation layer measured in the field, @, - modeling
frequency, i.e., the central frequency of georadar impulse electromagnetic waves used for the
modeling equipment,  4,- modeling geometric size, i.e., the geometric size of the

georadiolocation object-for-study placed in the modeling equipment, <,- correlative dielectric
conductivity of the georadiolocation layer measured in the modeling equipment.

Let us admit that £, = £, which is quite acceptable in the most cases of modeling and
geological mediums. For (1) we receive the simplification:

¢ AL T o - A @ ,
ore, 4, = ¢4, A,
In this case for similarity coefficients we will receive:

K¢’=_: — =j— 4).
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Thus, in Georadiolocation it is possible to use the GEORADAR Zond-12 2 GHz and
sometimes 500 MHz \3\.(according to the equipment modeling space measure in regard to the
given physical modeling task) screened antennas for laboratory modeling for real (natural, field)
phenomena. Low MHz frequency antennas (38 MHz, 75 MHz, 150 MHz, 300 MHz) are also
used in natural, i.e. field conditions. Besides, interpretation results for frequency diapasons
taking into account the measures, geometry of the object and correlative dielectric conductivity,
will be preserved.

On the basis of the similarity theory let us introduce the georadiolocation comparison
principle, according to which we determine frequency similarity coefficients for central
frequencies and the characteristic length, in which the sizes of the laboratory model for the real
object are measured and which is considered as 1m model measurement unit for the length
measurement of the real, i.e. natural object.

Let us see, for example, determination of frequency-length coefficients for the sizes of
modeling and natural discs.
¢, =2 GHz for the central frequency, to which in natural situation we conform ¢, = 38
MHz the central frequency of the antenna, for which we receive frequency similarity coefficient

K, = 52,63 ,which is equal to Ki for the length similarity modeling 1 m we receive A4,=
A

A :{i = 1m - 52,63 = 52,63m, i.e.,, 0.37m size model expresses 0.37 -52.63 = 19.47m

B K
natural size object.

Thus, for transformation of the modeling characteristic length into natural characteristic
length it is necessary to multiply the frequency similarity coefficient, which is equal to the
inverse length similarity coefficient, by the characteristic natural length similarity coefficient.
The natural sizes for the given disk model will be counted in the same way by 2 GHz modeling
frequency for the rest natural central frequencies (500, 300, 150, 75, 38 MHz) of the
georadiolocation antenna.

In the case of the different dielectric conductivity the similarity correlation written in K, = 5:
similarity coefficients receives the following form:

Ki-Ki-K =1, (5).
For characteristic natural size we will receive:

T =

Ay = A=Ky - JK - A, (6).

A

The peculiarities in the direct task model, which appear on the radiogram (the first inverse
task) must also appear and correspondingly be interpreted on the field (the second inverse task)
radiogram, which will make it easy to identify the object with the corresponding natural
peculiarities.

An article in Georadiolocation on the solution of direct and inverse tasks, including
modeling and numerical scaling, was published in 2013 in Geophysical Journal V.35, Ne4, 2013
(Odilavadze, Chelidze, ...).

Experimental setup

Experimental setup consisted of a tank of dimensions 1.2x1.2x2.4 cub.m filled up with quartz
(“Sachkhere™) sand at room humidity. For a modeling equipment georadiolocation set Zond-12
with its 2 MHz component antennas, ultrahigh frequency and 500 MHz screened antennas was
used.

As a georadiolocation target-object, an air-containing thin (2-3 mm thick) organic glass disc
was chosen with its measures and given placement coordinates (direct task). For determining the
form of the disk (the first inverse task) we used georadiolocation physical modeling equipment.

For the equipment we selected a modeling space maximally free from external field
influence.

27



In order to receive radiograms we passed the 2 GHz GEORADAR antenna over the profiles
of the target-object (disc) diameter and chords located at different depths.

We had to determine the minimal reflection area by passing over the disc by means of
georadiolocation physical modeling, i.e., Fresnel area value for modeling and natural sizes.

For calculation of the Fresnel reflection area we used /6./ formula:
i H

i
where ris an approximate radius of the reflection area, [ —central frequency wave length,
H —reflection area depth, = -average correlative dielectric conductivity according to H depth.

By this formula we calculated the reflection areas with minimal resolution at correspondent
depths -when!=c¢/v. v =2 GHz, H = 0.05m, £ = 5than » = 0.06 m and the reflection area
5 = 0.01sg. m=100 sg. m.

The areas for the rest of the depths are calculated in the same way.
For example, the modeling frequency 500 MHz reflection area for 0.5 m depth is: 5 = 0.5 sq. m
=500 sg. m.

Results and discussion

We constructed parallel profiles for investigation of the modeling background tank
(without the disc model) image. We will consider just one among them, namely the radiogram
received at central profile 4. As seen from the image the modeling space is rather homogeneous
that enables sharply distinguishing of the modeling object (disc).

pr.4, foni.2GHz.2.:

Depth, m

0 0.125 025 0375 0.5 0.625 075 0875 1 1.125 1.25 1.375 15 1.625 1.75 1.875 2 2.125
Distance, m

Figure 1. The background value of the field corresponding to the central profile (profile 4) of the
modeling space surface without void disk. Profile length 2.2 m. 2 GHz antenna.
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pr.d.2GHz.2.2m,Disko,H26.cm. 34dB

0 0.125 025 0375 0.5 0.625 075 0875 1 1.125 1.25 1.375 15 1.625 1.75 1.875 2 2.125
Distance, m

Figure 2. The model profile with void disc is given on the radiogram with wave amplitude
density image. The maximum, minimum and zero values of which correspond to the
colours in the scale. The depth of the model placement is H =25 cm. Central profile 4
passing over the disc diameter. 2 GHz central frequency GEORADAR antenna is used.

0 1

!

0.5

prd.2GHz.2 2m Disko HZ26.cm 34dB Wy

23

a 0.125 0.25 0.375 0s 0.625 0.75 0.875 1 1.125 1.25 1.375 15 1.625 1.75 1875 2 2,125
Distance, m

Figure 3. Central diameter profile 4 with a disc model, H = 25 cm.. This radiogram shows the
wave image of the profile. The maximum, minimum and zero of the amplitude
correspond to the scale colours.

Figures 2 and 3 show the existence of the void (air) of the disc (reverberation). They also
show less sharp forms of the parabola of the electromagnetic wave phase synchronism axes
created by the influence of the external surface of the disc. The superposition of the forms makes
the texture of the object. The interpretation of the disc texture revealed the distance between the
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sharply expressed upper and lower electromagnetic wave phase synchronism axes is 0.08 m,
which coincides with the real thickness of the disc. In the void filled with air, due to multiple
internal dispersions of the electromagnetic waves a sharply expressed interference image has
been created.

2481prof3., 2GHz.h25cm.Disk

0 0125 025 0375 05 0625 075 0875 1 1125 125 1375 15 1625 175 1.875 2 2125 225 2.375
Distance, m

Figure 4. The disc model. The depth of the model placement surface H = 25 cm. Profile 3
passing over the disc diameter, parallel to profile 4. The distance between the parallel
profiles is 0.13 cm. Profile 3 crosses the minimized part of the disc surface. 2 GHz
central frequency GEORADAR antenna is used for modeling.

0.5

23

a 0.125 0.25 0375 0.5 0.625 0.75 0875 1 1.125 1.25 1.375 15 1625 1.75 1.875 2 2125 225 2378 -
Distance, m

Figure 5. The disc model, H= 25 cm. The wave image of the parallel profile (Ne3).

Figures 4 and 3 show the existence of the void (air) of the disc. The upper parabola (the
upper facet of the disc) corresponds to the air dielectric conductivity 1, the lower one (the lower
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facet of the disc) corresponds to the medium (sand) conductivity 5. The distance between the
sharply expressed upper and lower electromagnetic wave phase synchronism axes is 0.08 m,
which coincides with the real thickness of the disc. Besides, the profile cuts a part of the
reflection surface of the disc, due to which the texture has changed its measures as reverberation
image is recorded not for the whole void, but for its part, which is more clearly seen on the given
profile wave image.

2480.pr.2. 2GHz Disk.h25cm

0 250 500 750 1000 1250
Traces

Figure 6. The disc model. The depth of the model placement surface is H = 25 cm. Profile 2
passing over the disc diameter, parallel to profile 4. The distance between the parallel
profiles is 0.28 cm. Profile 2 crosses a minor part of the disc surface. 2 GHz central
frequency GEORADAR antenna is used for modeling.

:- 1 il
E_Q L e i

Traces

Figure 7. The disc model on the radiogram, H = 25 cm. Profile 2, parallel to profile 4, is
presented. A wave image.
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There is no existence of disc texture on the radiograms shown in Figures 6 and 7. That is
caused by the decrease of the Fresnel zone area. The phase synchronism axes of these reflected
electromagnetic waves do not appear in the profile, which is located from the disc center at the
distance almost equal to the radius. Thus, the size of the disc containing air and located in the
0.25 m depth is now outlined according to depth, length, width and thickness. The increased
sharpness of the phase synchronism axes existed at the edge must be caused not by horizontal
placement of the disc but by the edge surface effect.

0 1

r.4,.2GHz,2.2m,Disko ,H19cm.32dB

0 0.125 025 0375 0.5 0.625 075 0875 1 1.125 1.25 1.375 15 1.625 1.75 1.875 2 2.125
Distance, m

Figure 8. The disc model, H= 19 cm. The central frequency - 2 GHz. Profile 4 passing over the
diameter.
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Distance, m
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Figure 9. The disc model, H = 19 cm. The central frequency - 2 GHz. The diameter profile 4
(the profile is presented in a wave form on the radiogram).

Figures 8 and 9 clearly show the texture of the air containing disc, which definitely
outlines the length measures and placement depth of the disc. Besides, the texture is changed,
namely, the fixation of the upper part of the maximum of the phase synchronism axes is
changed, the upper parabola has lost its sharpness, i.e., there are no radio-waves reflected from
the surface. This must be caused by the effect of the electromagnetic wave dispersing by surface
inhomogeneity (the received signal becomes immeasurable) when the antenna is moved off. On
the radiogram the surface inhomogeneity of the cavity (diameter — 0.13 m, depth — 2 cm) in the
disc form corresponds to the 0.13 m diameter phase synchronism axes cut at the upper part.
Thus, now the measures of the disc have been outlined and the inhomogeneity of its surface and
its sizes in length and depths has been defined.

pr.4,2GHz.Disko,2.2m.H13cm.41dB

u} 0125 025 0375 0.5 0625 075 0.875 1 1125 125 1375 15 1.625 175 1875 2 2125 225 2375
Distance, m

Figure 10. The disc model on the radiogram, H = 13 cm. The central diameter profile was
constructed according to a density image.
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Figure 11. The disc model on the radiogram, H = 13 cm. The central diameter profile was
constructed according to a wave image.

Figures 10 and 1iclearly show the texture of the air containing disc, which outlines the
length measures and placement depth of the disc. Besides, the texture is changed, namely, the
fixation of the upper part of the maximum of the phase synchronism axes is changed, the upper
parabola is less sharp than at the 0.19 m depth, i.e., there are no radio-waves reflected from the
surface. This must be caused by the effect of the electromagnetic wave dispersing by surface
inhomogeneity (0.13 m diameter and 2 cm depth cavity in the disc form) when the antenna is
moved off and approaching of the disc surface cavity to the mean wave zone of the antenna
(which causes entering into the “shade zone” of the antenna). On the radiogram the disc
corresponds to the increased incompatible peculiarity of the diameter at the parabola vertex.
Thus, when approaching to the mean zone the disc measures were outlined and the
inhomogeneity of its surface was determined. Approaching of the target-object to the mean zone
of the antenna appeared to be a factor preventing from determining the disc surface
inhomogeneity.

pr.d..2GHz.2.2m.H5cm.41dB.Disko

0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 125 1.375 15 1.625 175 1.875 2 2,125
Distance, m

Figure 12. The disc model, H= 5 cm. The central diameter profile.
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Figure 13. The disc model on the radiogram, H =5 cm. It was constructed by placing at the
depth, according to a wave image of the central diameter profile.

Figures 12 and 13 indistinctly show the texture of the air containing disc, which
indefinitely outlines the length measures and placement depth of the disc. The texture is
changed, namely, the fixation of the phase synchronism axes is changed, it has lost its sharpness
at depth up to 0.05 m, i.e., there are no radio-waves reflected from the surface. This must be
caused by approaching to the antenna zone. However, the existence of air cavity is partially
proved by its light reverberation image. Approaching of the target-object to the mean zone of the
antenna appeared to be a factor preventing from determining the disc surface inhomogeneity.

0 i

2.2m.Disko Mart.39dB

0 0.125 0.25 0.375 0.5 0.625 0.75 0.875 1 1.125 1.25 1.375 15 1.625 175 1.875 2 2,125
Distance, m

Figure 14. The disc model placed vertically, H= 7 cm. The central frequency — 2 GHz. Central
profile 4.
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Figure 15. The disc model placed vertically, H = 7 cm. The central frequency — 2 GHz. (A
radiogram according to the electromagnetic wave amplitude image).

Figures 14 and 15 indistinctly show radiograms for the same object (disc) placed in 0.07
m depth; namely, the disc is placed vertically in the perpendicular plane of the central profile, the
texture of the object in the profile 4 clearly show the length measures and placement depth of the
object. However, the texture of the vertical disc at the used frequencies does not appear. The air
object is seen as a separate texture of an object with two parabolic symmetric phase synchronism
axes. This must be caused by partially entering of the upper part of the object to the middle zone
of the antenna and dispersing of wave by the side surface (0.08 m width) of the disc.

prof3.2GHz.2.4m. H7cm.Disk vert

o 0,125 025 0375 05 0625 075 0875 1 1125 125 1375 15 1625 175 1875 2 2125 225 2375
Distance, m

Figure 16. The disc model, H =11 cm. Profile 3 parallel to the central diameter profile.
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Figure 17. The disc model, H =11 cm. Profile 3 parallel to the central diameter profile
(according to the wave image).

Figures 16 and 17 show a radiogram of the same object (“vertical” disc) placed at 0.11 m
depth. The texture of the “vertical” disc in profile 3 proves the existence of the vertical plane of
the object. However, the reverberation effect is not seen in the air containing space at the used
frequencies. The object appears as two planes reflecting vertical placement. This is caused by
placement of the upper part of the object in the middle zone of the antenna and dispersion of the
side reflected waves from the uneven surface, which are not received by the antenna.

2 2125 225 2375

0 0125 025 0.375 0.5 0625 075 0.875 1 1125 125 1375 1S 1.625 175 1875
Distance, m

Figure 18. The disc model. Profile 2 parallel to the central diameter profile.
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Figure 19. The disc model. Profile 2 parallel to the central diameter profile (wave image).

According to the analysis of Figures 19 and 20 we can say that the object texture does not

at all appear in profile 2 located at a distance equal to the disc radius as a result of dispersion of
the reflected waves due to the significantly decreased received signal (impact).

Conclusion:

1. On the basis of physical modeling of electrodynamic processes, according to the

2.

3.

comparison principles of the given georadiolocation frequencies, georadiolocation
physical modeling was conducted for an empty object in a disc form by means of a
physical modeling equipment.

The texture of the target-object (empty disc) was discovered and studied for different
placement depths and orientation (placement of the disc axis in parallel and perpendicular
directions to the day surface) of the object.

The electro dynamical effects influencing on the variation of the disc-shape object texture
in the profiles at the disc center and far from it have been revealed.

For determining a texture of an object in field conditions a georadar frequency
comparison method is suggested, according to which physical modeling, taking into
account similarity coefficients, is used as an additional means of interpretation of
radiolocation results.
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3D non-stationary Thermo-geodynamics of the Caucasus and the Black
and the Caspian seas water areas

Gugunava G.E. , Kiria J.K. , Kiria T.V., Z.Zerakidze
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Mohorovichich, Paleoreconstruction, non-stationary.

Abstract. Tree-dimensional non-stationary geothermal and thermoelastic models of the Caucasus and
the Black and the Caspian seas is developed and their geological-geophysical interpretation is given. Till
410 Ma temperature field was defined on the basis of the stationary model of the investigated region.
Afterwards, from the period of formation of the most part of the sedimentary cover, computations were
carried out on the basis of non-stationary thermal model. On the basis of thermal field the thermoelastic
equations are solved and charts of vertical thermo-displacements have been calculated.

Earlier M. Alexidze et al. (1969, 1989, 1991) a three-dimensional stationary geothermal and
thermoelastic models of the Caucasus and Black and the Caspian seas water areas have been produced.
Besides charts of temperature and thermoelastic displacement were plotted for the “granitic”, Conrad and
Mohorovicic discontinuities. These models revealed a number of interesting features in the geodynamic
of the region. Nevertheless, they did not give an opportunity to consider the models in dynamics, taking
into account process of sedimentation in time. Such a possibility gives the construction of three-
dimensional non-stationary geothermal and thermoelastic models of the Caucasus and the Black and the
Caspian seas water areas offered by authors of this paper. For the construction of three-dimensional non-
stationary models of investigated region paleoreconstruction schemes of development of sedimentary
cover of the Caucasus (Sholpo, 1978), of the Black sea area (Kasmin at al. 2000) and many different data
about the Caspian sea area have been used. Numerical modelling of thermal and thermoelastic processes
allows revealing temporal distribution of a humber of thermogeodynamic events including formation of
deep faults, thermoearthquakes and so on.

Before the origin of sedimentary complex thermal situation was considered as stationary: according to
(V.N. Tikhonov, 1937) thermal flow of the whole Earth without sedimentary complex differs from
stationary one by only 3%).

Reconstruction of 3D geothermal model

On the basis of seismic and gravimetric data the structure of the Earth’s crust is received for the
region. It consist of sedimentary, granite and basaltic layers. According to geological age and physical
property of the sedimentary layer, in its turn, is divided into seven layers (see below). On the surface the
geographic relief is taken into account.

Data base is compiled for all these data. Thermal conductivity, heat capacity, density and magnitude
of heat were determined for each layer. A three-dimensional non-stationary geothermic problem is
formulated.

In order to realize this problem an algorithm has been developed.

Let’s consider non-stationary thermal conductivity equation
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Were T is temperature, t is time, X, y, z are spatial coefficients, A is thermal conductivity, c
is heat capacity, p is density, w - magnitude of radioactive heat, given off by sedimentary
complex. If we assume that thermal conductivity a is constant for each layer, then we receive:
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P
were Ap, Cp,pp and wp are corresponding coefficients of p layer.
A
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In order to solve the equation boundary and initial conditions are necessary:
let’s take for initial conditions
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were Ap is thermal conductivity coefficient and for the initial condition
To=To . (3d)

Boundary problem (1-3d) is solved for corresponding values and temperature distribution for
discussed area is received.

Reconstruction of 3D thermoelastic model.

Warming up of non homogenous geological structure may yield considerable gradients of
thermal stresses vertically, as well as laterally, because of differences in coefficients of thermal
expansion of various formations.

These gradients may be very big in geosynclinicareas, such as Alpine orogenic belt and the
Caucasus. We have undertaken the task of revealing these mechanisms on the basis of
investigations of thermoelastic stresses. Heterogenous geological structure’s heating up can result
in significant gradients of thermal stresses Ac_. on vertical line Ao, , as well as on lateral line

Ao, , because of differences in coefficients of thermal expansion of various parts of the Earth’s

crust. These gradients may be particularly steep in folded areas, such as Alps, the Caucasus, etc.,
in view of deviations from horizontally — foliated structure. Because of complexity of surface
and depth relief, due regard for thermal field’s three — dimensionality in construction of thermal
models of folded areas and in estimation of various geothermal effects becomes particularly
important.

In the work (G.Gugunava, V. Sholpo et all.2003) a three-dimensional non-stationary thermal
model of the Caucasus and Black Sea and Caspian Sea water areas was considered and its
geologic-geophysical interpretation was given. Earlier, on the basis of the same data, a three-
dimensional boundary problem of thermoelasticity theory was solved numerically (N.
Muskhelishvili 1966).
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In consequence of thermal field covering, in each point of medium shift vector U appears,
with components U,, U,, U, (correspondingly 1-x, 2-y, 3-z) directed towards surface on the

normal.

With that end in view, computations of non-stationary thermal condition of entrails of the
Caucasian region and the Black Sea and the Caspian Sea water areas were used (G.Gugunava, V.
Sholpo et all.2003).

Thermoelastic stresses of the investigated region were determined by numerical solution of
the thermoelastic problem.
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Equations (4-6) are the well-known equations of the elasticity theory (N. Muskhelishvili
1966). Boundary conditions (7-9) indicate that surfaces of the area under review are free from
stresses.

Formulae (10-13) are ordinary adjoint equations in the elasticity theory, equality of normal
and tangential stresses. Values of Lame coefficients A* and p are given in table 1.
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Table 1.

Parameter 109 N/m2

Sediments Granite Basalt Mantle
A* 24.832 26.75 41.295 76.108
u 16.224 32.375 41.063 70.587

For numerical solution of the formulated problem the method of finite differences was used,
where u,u, U3 - are displacement components, A*, p are Lame constants, 3 is

pressure=3Ka, T is temperature, K is delitation modulus,
_3A*2u
3
a=(4-13-10"°-T)-10"°
While solving boundary problem (4-13), we receive components U1, Uz, Us of displacement

K

vector U , and by its help we define stress components.

Analys and interpretation of the thermoelastic 3D model

The analysis of calculation maps of vertical thermodisplacements at 140 and 70 km
depts. (410 million years) shows that already from these depths contours of Black and Caspian
Seas and fault of the Caucasus are being formed. Already from these depths contours of the
Black and the Caspian Seas and faults of the Caucasus are observed.
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Already over Moho discontinuity outlines of Black Sea depression and deep-sea part of

Caspian depression occur on maps of vertical displacements, as well as on maps of thermodense
anomalies (Pic.2).
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Pic.2. Thermo-vertical displacements (km) over Moho discontinoity

Isolines over Moho discontinuity (Pic. 2) represent elongated structure which is stretched
from the Black Sea to the Caspian Sea, and they can not condition origin of discontinuity
dislocations, i.e. deep faults, for which horizontal gradient of vertical displacements in 16 m/km
IS necessary.

Over Conrad discontinuity there are areas of thermodisplacements, which are forming deep
thermo faults (Pic.3)
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Pic.3 Thermo-vertical displacements (km) over Conrad discontinuity

Beginning from Granite layer surface, vertical displacements reach spatial critical values, at
the same time isolines in some regions draw together so much that large areas of discontinuity
dislocations occur (see Pic.4), crossing the whole Caucasus from sea to sea and almost utterly
bordering the Black Sea and deep-sea part of the Caspian Sea.

In Transcaucasus in Devon, Carbon, Trias situation of vertical displacements is analogous of
situation on granite layer surface.

In Lower Jurassic the system of discontinuity dislocations is branching even more, staying
unchanged almost up to the Earth’s surface.
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Pic. 4. Thermo-vertical displacements (km) over Granite layer surface

Areas of maximum approchement of isolines are shaded, which is indicative of possibility of
deep faults occurrence.

West part of Achara-Trialeti zone and its prolongation to the South-West in the Black Sea are
very interesting. In Achara region, on geological data basis, some deep faults are identified,
which, according to our data, are clearly observed in water area of the sea.

Examination of the diagram of deep thermoelastic faults shows good correlation with
geological observations in Achara. In this diagrams (Pic.4-5) faults have spindle-shaped
prolongations in the South-East part of the Black Sea water area, which makes it possible to
suppose sinking of Achara system faults in the Black Sea.

As model calculations of thermovertical displacements show, emersion of the territory of the
Caucasus is observed, which manifests itself in uplift of crystalline substrate from 0,96 to 2,5 km
before the origin of sedimentary complex. It seems that “chalk-forming” of the ocean “Tethys”
in the Caucasus may be conditioned by thermoelastic vertical displacements in the mantle and
the crust.

In the period of intensive uplift of central part of Black Sea and deep-water part of Caspian
Sea water areas the fault of granite layer supposedly took place, which could explain the absence
of this layer in the water areas.

Beginning from the surface of granite layer, along the contour of the Black Sea and deep-
water part of the Caspian Sea (in the period of uplifting) ultimate strength of rocks was
overcome (see Pic.4,5) which was manifested by discontinuity dislocations with deep fault
formations.

When analyzing maps of distribution Us of vertical thermoelastic displacements of vector U ,
it is easy to notice that zones of anomalously high values of lateral derivatives Us (reaching 16
m/km and even more, considerably exceeding ultimate strength of rocks) agree well enough with
data of majority of deep faults of the Caucasus and Black and Caspian Seas water areas. Faults
of the Greater and the Lesser Caucasus, Black and Caspian Seas water areas, etc., are well
observed on the maps.

Faults in anatolia region, conditioned by displacements of continental blocks, are transform
and cannot be represented on the maps of vertical thermoelastic displacements.

Maps of thermal models, based on paleoreconstruction diagrams, show that within the Black
Sea, beginning from Trias (shallow sea) till Upper Cretaceouse-Quaternary period, cristalline
substrate comes to surface and only afterwards intensive deflection and accumulation of
sediments begin.
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Pic.5. Thermo-vertical displacements (km) on the surface of Devonian, Carbonic, Triassic period

Before Upper Cretaceous mechanical connection between blocks of the Black Sea (and
earlier, deep-water part of the Caspian Sea) and the whole surrounding lithosphere plate was
utterly broken, after which sinking (a bit earlier) of Caspian block and in K2 — Black Sea block,
took place, which favoured sharp accumulation of sediments in them and further sinking also at
the expense of accumulated sediments.

As for Stavropol and South Caucasus, here ultimate strength of rocks was not overcome
(horizontal gradient is considerably lesser than 16 m/km); see Pic.2-5.

Problem of formation of Black Sea and Caspian Sea depression is of considerable interest.
Most probably their nature is similar. There exist lots of hypotheses about origin of these
structures. One more is offeres in the present investigation.

The Black Sea depression and Caspian depression are almost utterly bordered with deep
faults, which penetrate into 70 km and deeper depths and also cross all formations of
sedimentary complex, along which gradual accretion of faults towards surface took place owing
to sinking heavy and cold foundation and growth of sediments weight which were accumulating
in depressions. At the some time it should be taken into account that Black Sea and Caspian Sea
“plates”, float on half-melt of elastico-viscous medium of upper mantle (astenosphere) and,
owing to surrounding deep faults, begin to “sinking” deeper and deeper as sediments accumulate
in depressions, untill all plates and buoyancy force get balanced.

In Upper Cretaceous, substrate, which is sunk under thick sediments and is not yet warmed
up, represents low-temperature anomaly (at depth too); it follows that, irrespective of
“screening” effect of sediments (as it is considered), this low-temperature body can not give
surface high thermal flows at all.

Thus, at the first stage, against a background of general uplift, due to thermodisplacements
along the whole plotting board, areas of Black Sea and deep-water part of Caspian Sea (see
pic.2-5) experiance sharp uplift, which results deep faults along the whole contour of the seas. At
second stage areas which are fringed with deep faults begin to come down.

Interesting picture, corroborating our model, is observed in the south of the Crimea
peninsula, where, according to data of thermoelastic model, sublatitude structure of deep fault is
observed, which coincides with geological data; “in the south submarine part of the Crimea
structure is separated from deep-water hollow of the Black Sea by the fault which crosses the
foot of continental slope (V.N. Hain, 1984, p.145). According to our data analogous picture is
observed in the south of the Black Sea, in Anatolia region.

As to absence of deep thermoelastic faults inside the Black Sea, it may be explained by
tectonic (purely mechanical) crushing of oblong plate of the Black Sea, which could not reflected

46



on thermoelastic model.

It is to be supposed that analogous picture is observed in deep-water part of the Caspian Sea
water area, which is of earlier genessis, but nevertheless, proceeding from the fact that
calculations for coming to surface crystalline substrate give here too isotherm sinking, i.e. upper
layeres of “granite” (where they do exist) and basalt as well, are considerably cooled. “Cold”
sediments are being deposited on them again. That’s why they can not be warmed up thus much
as to give considerable heat flows on sea ground.

Undoubtedly initial origin impulse (in the period of 410 million years) of both depressions is
of mantle origin. That fact that in the Caucasus contours of Black and Caspian Seas appear at
Moho discontinuity testify to above said.

Conclusions:

1 large vertical displacements occur in the mantle; as for sedimentary complex, vertical
displacements are insignificant;

2 we think that chalk-forming of ocean “Tetis” is connected with vertical
thermodisplacement processes in the mantle and the crust;

3 it is possible that absence of granite layer in the Black Sea and deep-water part of the
Caspian Sea is due to transgression in this period;

4 fractures arise at Moho discontinuity, continue in “basalt”, develop intensively in “granite
and exist in sedimentary complex till these days, thus conditioning occurrence of
contemporary earthquakes in the region;

5 along discontinuity dislocations around the Black Sea sedimentation begins only after
Upper Cretaceous, and in the Caspian Sea a bit earlier and also with sharp accumulation of
sedimentary rocks.
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Reinterpretation of Geophysical Data for the Study of Deep Structure of the
Greater Caucasus
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Preface. The issue of orogenesis mechanism is one of the most difficult tasks to study in
Geodynamics and it attracts attention of many specialists of different spheres of the Earth
sciences. The region of the Greater Caucasus, considered in this paper, is a part of the greatest of
the Earth the Alpine-Himalayan collision belt, alongside of which the highest mountain
complexes are observed. In most cases the initial mechanism of orogenesis is collision —
convergence of continental plates that leads to mutilation and thickening of the crust.

For the best conception of the deep mechanisms of regional geological processes it is
important to use the information on geophysical investigations of the structure of the crust and
mantle.

Many national and foreign scientists have been studying the deep structure of the Greater
Caucasus. On the basis of existing gravimetric, magnetometric and seismometric data we
attempted to process these materials qualitatively by new technologies of the latest computers
and make conclusions on the issue.

We made comparative analysis between our data and the ones of the local and regional
tomography processed by means of LOTOS software (headed by Kulakov) and other new
geophysical methods of microseismic sounding (MSS) of A. V. Gorbatikov’s and E. A.
Rogozhin’s works. In the Figure 1 the gravimetric profiles, deep seismic sounding (DSS) and
microseismic sounding (MSS) are shown.
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Figure 1. A scheme of the profiles.
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Processing of gravimetric and magnetometric data. The single solution to the task
taking into account the two deep seismic sounding profiles is involvement of anomalous gravity
field, which contains information about the bottom of the Earth crust as the boundary with
significant density jump.

Unfortunately, the observed gravity field expresses the influence of nearly all the
inhomogeneity of the Earth. Thus, to distinguish the mantle structure it is necessary to
maximally free the observed gravity field from external influences. Firstly, it is necessary to
define and prevent the effects of the crust, which on the one hand is very important and on the
other — may be reliably defined regardless of the gravity field by seismometric data (DSS). The
residual anomalies of the gravity force, which with the precision of the crust model may be
called the mantle anomaly, are the most relevant for the geodynamic structure and for
determining the nature and intensity of processes.

The trend in the theory of interpretation of potential fields, which is connected with
attempts to study in some cases the vertical distribution of magnetism and density according to
the data of magnetic prospecting and gravity prospecting, was named as interpretation
tomography. Interpretation tomography (Greek words tomos — to break, part, layer and grapho —
to write, draw) is a system of study of geological structures either by gravity or by magnetic
fields and enables obtaining their layered image. At present, in this trend there are several
approaches offered by a number of researchers (though not all of them obviously call the object
of their research as tomography in their researches) and they may be divided into two groups:
approximation (Y.Y. Vashchilov, A.l.Kobrunov, A. P. Petrovsky, V.l.Segalovich, A.V.
Ovcharenko, D.Oldenburg, Y.Lee, etc.) and filtration (P.S.Martishko, V.M.Novoselitsky,
B.Y.Podgorny, I.1.Priezzhev, I.L.Prutkin, A.F.Shestakov, etc.).

It is obvious that precisely solving the task of the study of the vertical distribution of
magnetism and density according to the data of magnetic prospecting and gravity prospecting is
practically impossible. However, such works should be carried out hoping that the local situation
in a certain region is more favourable than the common one. The filtration technology is
implemented in the software Oasis Montaj created by Canadian company GeoSoft and is based
on applying procedures of optimal filtration and approximation continuity of fields. For
mathematical arrangement MAGMAP module applies filters in Fourier sphere or the sphere of
wave numbers. Mathematically, the Fourier transformation f(x,y) is determined as follows:

f(u,v)= T ]Ef(x, y)-e e Wdxdy

—oC —aoC

the inverse relation

1 7 F .
fuv)=5 [ [av)-e7dudy

where u,v are wave numbers, accordingly in the directions x and y measured in radians per
meter, on condition that x and y are expressed in meters. They are connected with spatial
frequencies fy and f, expressed in period per meter.

The analytical continuation of the field in the upper semi-sphere is considered as a pure
filter as it does not create any side effects that may require application of other filters or
procedures for correction. Therefore, this filter is often used for elimination or minimization in
regular grids of fields of non-deep sources or noises.

The Butterworth filter is quite suitable for the application of direct high or low quality
filters for data, i.e. it enables easily regulating the smoothening degree of the filter and at the
same time leaves the central wave number unchanged.

It is possible to obtain more general image of depths of certain points and sources of
gravity and magnetic anomalies by analyzing the energy spectrum of the fields. Figure 2 shows a
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scheme of the logarithm of the radial averaged amplitude spectrum of the anomalous gravity and
magnetic fields depending on the spatial frequency received by means of the special option of
the set of softwares Oasis Montaj, and also estimation by the same system of the source depths
in different diapasons of spatial frequencies. The analysis of the gravity field scheme shows that
the narrow frequency line in the low quality part of the spectrum is connected with the sources
located very deeply, the special points of which correspond to the depths above 16 km. the most
of the mentioned depths are 18 km. Thus, when considering the spectrum included in the
anomalous gravity field the information is referred to the upper layer of the Earth crust with
approximately 16 km thickness. In the scheme of the anomalous magnetic field it corresponds to
the 18 km depth.

Let us note that the certain “vulnerability” based on the transformations of the
geophysical field division methods was obvious from the moment of its appearance. The
transformation fields enable only improving the obviousness of the influence of separate
perturbing factors.

RADIALLY AVERAGED POWER SPECTRUM RADIALLY AVERAGED POWER SPECTRUM
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Figure 2. a) Estimation of source depths in different diapasons of spatial frequencies by the
scheme of the logarithm of the radially averaged amplitude spectrum of the gravity
field.

b) Estimation of source depths in different diapasons of spatial frequencies by the
scheme of the logarithm of the radially averaged amplitude spectrum of the magnetic
field.

The residual anomalies of the gravity field shown in the figure were obtained by
recounting the anomalous field in the Bugge reduction with the density of the interlayer 2.67
g/sm® and correction of the relief up to 200 km at different heights up to 100 km. The error in the
measurement for the image of 1:50 000 scale was 0.5 mGl and at the 1:200 000 scale — 1 mGl
(Figure 3). Different height transformed fields were removed from the anomalous gravity field
created by residual cover by the anomalies caused by the variations of depths up to boundary M
and the regional fields connected with the influence of the most significant masses. The Oasis
montaj software was used as an interpretation instrument taking into account the above
recounted filters.
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Figure 3. A Map of the anomalous gravity field of Georgia and its adjacent territories.

Figure 4 shows the horizontal sections at 15 and 45 km depths of the gravity and
magnetic field for the transformed and residual field, on which the variation of the fields together
with depth connected with low and high density inhomogeneities are shown.

Comparative analysis of the gravimetric and seismometric data of the local
seismography and microseismic sounding method. For comparison the data of the local
seismography are taken. The seismic data were processed by means of Local Tomography
Software, LOTOS-09 (Novosibirsk). The algorithm of the tomography LOTOS-09 is used for
the simultaneous application of P and S speeds of the structures and source coordinates. For the
tomography a referent model of the Earth crust of the study area was used:

Depth Vp Vs

0.000 4.53 2.78 speed in the residual layer
6.000 5.70 3.35 speed in the granite layer
21.000 6.43 3.70 speed in the basalt layer
44.000 7.98 4.70 speed on the Moho surface

The data of the P and S wave travels during the period of 1964-2007 are taken from the
Catalague of the International Seismic Centre (ISC).

On the basis of the data shown in Figure 4 showing also the results of the inversion of the
real data of P and S anomalies for the 15 and 45 km depths the coincidence of the low anomalies
with the fold-fault mountain ranges of the Greater Caucasus and the link between high anomalies
and the intermountain depression of the Transcaucasus are obviously seen. It is especially well
observed in the residual gravity field and inversion of the P-anomaly. In the sections for the 45
km depth area of the lowered values of the gravity field and the low anomalies of P-waves the
dominating situation of the area is taken.

In the three profiles of the DSS of Bakuriani-Stepnoye, Nakhichevan-Volgograd and the
one, as we called it, Sokhumi-Elbrus shown in Figure 4 the vertical sections of the residual
gravity and magnetic fields were constructed.
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F‘iéure 4. Horizontal section of the reduced and residan'I magnetic, gravity fields and the local
seismotomography in 15 and 45 km.

In the Bakuriani-Stepnoye profile, in the residual gravimetric field the region of the
Greater Caucasus is distinguished with alternation of the areas of high and low parameters,
namely, vertical inhomogeneities. Only on the DSS tomography it is possible to mark horizontal
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conditional boundary for distinguishing of so called granite, basalt (the Conrad surface) layers
and the Moho surface. Figure 5 shows the interpretation of the Bakuriani-Stepnoye profile
tomography, on which the three above mentioned horizons are distinguished. Several faults are
illustrated by impairing the integrity of the speed inhomogeneity.

The same figure shows the model of the profile constructed by G.A. Pavlenkova (2012)
as a new variant by means of the Zeld ray modeling software. This software, unlike the one we
use, solves direct tasks.

There is a correlative connection between the two tomographies. Although, some
differences in speed take place, both images coincide with each other (Figure 5).

KypuHckan enaduHa Bonbwol Kaexas Mpedkaexkasckul npozub

B
0 i) 7 -t
SREem = s
= 23 g )
2

Figure 5. Interpretation of the Bakuriani-Stepnoye DSS profile seismotomography and the model
of G.A. Pavlenkova with the new reinterpretation.

In the Nakhichevan-Volgograd profile (Figure 6) the Greater Caucasus is distinguished in
the vertical section of the P-inversion in two areas, from the South by high values of the P-
anomaly and to the North — by low ones. A qualified analysis shows the G alternation of the
vertical low and high density inhomogeneities in the residual field as in the DSS profile. It is
noteworth that a speed section for the P-inversion is constructed only for the 65 km depth as the
reference model was given for up to 65 km and the residual fields - up to 100 km. The depth of
the DSS method for the Bakuriani-Stepnoye profile is 70 km and for the Nakhichevan-
Volgograd profile — 75 km. The interpretation of the CMRW (Correlation Method of Refracted
Waves) tomography of the Nakhichevan-Volgograd profile enables distinguishing three
conditional probable layers of granite, basalt and the Moho surface. When comparing this profile
with the Pavlenkova model, similarity in speed boundaries is observed, though there are some
differences.

1O UWopckoe anarto o rtatron Kankas IlMpearkapKascKIit nporndé C
100 200 300 200 S00

O - i M o P
10 4— ““——“'Bc?rs’—'"*‘——"" ,,_,..A_._/ 6.5 \“:L_«\L

20 o2 6.8

30 4
40 -
50
6O - 3
70 &

S0 e
90

——

————— A e e ]
K

7 K2
37

(5
7.2

™M

R0

Figure 6. Interpretation of the Nakhichevan-Volgograd DSS profile seismotomography and the
model of G.A. Pavlenkova with the new reinterpretation.
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For comparison of the cross profiles of DSS Nakhichevan-Volgograd and Bakuriani-
Stepnoye the interpretation of the longitudinal profile of Gali-Safaraliev, also called the profile
from-sea-to-sea, was conducted. However, our data belong only to the 512 km long profile
(Figure 7).
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Figure 7. The seismotomography of the Gali-Safaraliev DSS prc")fiflé" .

Here three boundaries belonging to the “granite” layer V=6.2 km/s, the “basalt” layer
V=7.0 km/s and the Moho layer V=8.2 km/s are also distinguished.

Figure 8 shows the spatial layout of the DSS profile for determining the correlation of the
distinguished conditional boundaries. When the cross profiles are crossed by the longitudinal
profiles the horizons become interconnected.
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Figure 8.

The works were carried out by Balavadze B.K, Shengelaia G.Sh., Mindeli P.Sh, taking
into account the data of the gravity filed, geologic-geophysical information and the interpretation
results of the Bakuriani-Stepnoye and Nakhichevan-Volgograd DSS profiles. The schemes of the
surface variation of the crystal foundation, the Conrad and Moho surfaces were constructed
(Figure 9).
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Figure 9.
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It is obvious that the Greater Caucasus is mostly a unique deep geological structure.
Tectonically it is characterized with block-folded structure. The formation of the Greater
Caucasus is connected with the development of many geological processes on its adjacent
territories.

The analyses of the reinterpretation of the DSS profile tomographies were conducted by
Balavadze B.K, Shengelaia G.Sh., Mindeli P.Sh. In the structural maps of the granite, basalt and
Moho surfaces some correlation dependence is observed: rising of the granite and Conrad
surfaces in the zone of the Greater Caucasus and bending of the Moho surface.

It is noteworthy that in 1980-ies in the works by the magnetotelluric sounding method
G.E. Gugunava suggested a generalizing model of the deep structure of the region. Figure 9
shows the scheme of the locations of the points for observation of the electromagnetic complex.

As a result of the investigation of the Earth crust, or more correctly, at its boundary with
the mantle so called conductive interhorizon was marked. It also revealed the correlation
between the depth of the bedding of the conductive interhorizon and 600°C isotherm, which on
the territory of Georgia varies in the depths from 35 to 55-60 km. In the 300-350 km and 800-
900 km depths the conductive layers of the upper mantle was revealed. The comparison of these
results with our investigations of the gravimetric field made it obvious that under the Greater
Caucasus in the Bakuriani-Stepnoye and Nakhichevan-Volgograd profiles the differential section
from the 50 km depth completely changes with negative values of the field. In the Sukhumi-
Elbrus profile the gravimetric field is completely negative and it decreases together with the
depth that might be connected with the zone of volcanic activity. In the vertical sections of the
regional seismotomography under the Greater Caucasus a low speed zone up to 400 km is
distinguished. There is a correlative link among magnetotelluric, gravimetric and seismologic
investigations.
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Figure 10. Scheme of the locations of the points for observation of the electromagnetic
complexes (G.E. Gugunava, 1985)

Main conclusions. On the basis of the data shown in the Figures 3, 4, 5, 6, 7 and 8
describing the results of gravimetric, seismometric DSS, MSS and the results of the inversion of
the P- and S-anomalies up to the 100 km depth, despite the complex situation, it is possible to
make conclusions about the interrelation between these anomalies and the geological structure of
the Greater Caucasus:

The Greater Caucasus by all considered methods is distinguished with low speed and
density parameters. In the seismotomography sections of the DSS and MSS profiles under the
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Greater Caucasus the Moho boundary is sinking, a zone of thrust represented with fault series
declining to the north-east (it is obviously seen in the DSS profiles due to the speed
inhomogeneity variations) is distinguished. The conditional boundaries of the surfaces of granite
(the thickness of the Bakuriani-Stepnoye profile granite is 40 km and over and the one of the
Nakhichevan-Volgograd profile is up to 50 km), basalt and Moho (the cover bends up to 60 km)
in the tomography images of the DSS are not continuous. All the Earth crust is disintegrated and
is characterized with a block structure or zonality.

In the vertical sections of the gravimetric data and the MSS method the correlation
between the speed and density parameters corresponding to the zonal division of the Greater
Caucasus is seen.

A clear spatial link between the lowest values of the P and S speeds and the gravimetric
anomalies in the Sokhumi-Elbrus profile is observed. It is obvious that this is connected with the
areas of the Neogene-Quaternary volcanic activity.

Thus, according to the geophysical methods with the depth up to 100 km we may obtain
some detailed image of the Greater Caucasus. In the DSS tomography sections a subduction
process represented with the fault series of the main thrust declining to the north-eat of the
Greater Caucasus is observed.
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Abstract

In order to assessment water pathway and origin, a numerical model of groundwater was
elaborated for East Georgia’s lowland - Alazani and Shiraki catchments. The model was
calibrated in transient transport mode to tritium concentration measured in boreholes and springs
located in East Georgia areas. Tritium was assigned as a single mobile species, not reacting with
chemical elements and concentrated in water, what allowed determining the residence time of
groundwater flow. The model estimated groundwater flow directions and velocities between
recharge and discharge areas, as well as groundwater age for Alazani and Shiraki catchments.

Introduction
Eastern Georgia is the most important the agricultural area of Georgia. This territory, with
semiarid climate and a big deficit of drinking water resource are crossing two large rivers
Alazani and Iori. In order to reassessment water resource of this two catchments, a numerical

model of groundwater layers was elaborated based on the obtain data. Modelling has been
processed by special software VisualModflow Package.

Geological and Hydrogeological settings

The geological composition of the study region is complex and contains Jurassic, Cretaceous,
Palaeogene, Neogene and Quaternary rocks. Most of the area belongs to the folded system of the
Greater Caucasus, and a smaller part on the southeast (Garekakheti Plateau) belongs to the
Transcaucasia Intermountain Area (1).

The folded system of the northern slope of the Greater Caucasus is formed by sediments of
the Upper Lias up to Upper Cretaceous age. The folded system of the Kakheti Ridge,
representing the southeastern branch of the folded system of the southern slope of the Greater
Caucasus, is composed of sediments from Jurassic to Pliocene age (1). In turn, the northeastern
and northwestern slopes of the Kakheti ridge are formed by Alazani series of Neogenic and
Pleistocene continental sediments. Their maximum thickness is 2 km and the dominant
components are gravels, conglomerates and sands. Gravels are typically formed by large size
boulders of sandstone and limestone material. The Alazani valley between the Greater Caucasus
and the Kakheti ridge is filled with Quaternary sediments and sediments of the river Alazani. It
consists of sandy-gravel and clay-loam sediments, forming several water-bearing horizons down
to approximately 500 m in three principal aquifers — Kvareli, Gurjaani and Telavi. The total
thickness of sediments of the Alazani valley, lying on the surface of crystalline rocks, is between
2 and 4 km.

The Garekakheti Plateau is formed by tertary sediments with outcrops of Upper Jurassic rocks
(Dedoplitskaro Hill). The synclines on the Shiraki Plain are filled by Quaternary sediments of the
Krasnokolodski suite. They consist of argillaceous sands, conglomerates and gravels. The sands
are partly gypsiferous. The largest Shiraki syncline is of considerable extension up to 50 km, and
the sediments are approximately 1000 m thick (1).

The aquifers of the Alazani basin are generally abundant in artesian groundwaters due to
recharge from Cretaceous and Jurassic formations of the southern slope of the Greater Caucasus
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and the northern slope of the Kakhetian ridge, the growing population and industrial and
agricultural activities require new insights into the monitoring, assessment and development of
these resources. The dynamics of the ground waters are greatly affected with the peculiar
composition of Shiraki Massif, which is the component of the lori Plateau dividing the basins of
the rivers lori and Alazani in the lower current. To the north the Shiraki Massif is distinctly
divided from the Alazani valley with the eroded tectonic batter of 400m of height. Within the
plain the modern relief is characterized with considerable sloping towards the axial part. Besides,
bending can be observed along the axis of the syncline as well, thus, in spite of the general
regional sloping in the south- east direction, the plain is contoured as a locked depression (2-3).

In conditions of the entire lack of the hydrographic network in the area the ground water
supply takes place at the expense of atmospheric precipitation, which is proved by the given
regime observations. Besides we suppose the possibility of some injection of the ground waters
from below by the downstream waters. The horizon of the ground waters is dated for the fourth
sediments and is mapped quite sharply by the given measurements of the boreholes. On the map
hydroisogyps the picture of water movement from the relatively raised peripheral parts of
depression towards the lower and locked central part where ground waters are closer to the
ground surface is quite distinctly depicted (6m at the middle sedimentary depth of 25m) and on
the whole are spent on evapotranspiration. A great width of the crumby continental layers
krasnokolodski suite (Akchagil- afsheron), lain in a large syncline, is a main aquifer, and
contains pressure ground waters (4-5).

Field work

More than one hundred water points (springs, boreholes, dug wells) were sampled during
expedition (6). Major ions, O, H and 3H were measured at each site. Physico-chemical
parameters (Temperature, pH, DO, EC) were obtained directly in the field, by the WITW
Multi 340i set. Hydrodynamical properties of aquifer rocks (hydraulic conductivity,
storativity, etc), have measured, which was necessary for numerical modelling will be
evaluated.

Additional monthly monitoring of O, ?H and ®H in rainwaters and streamwaters was
established in the study area. From the GNIP (80O, 2H) stations in the recharge area in Tianeti
(since January 2013), the central area in Telavi (since May 2012), and the discharge area in
Dedoplitskaro (since January 2013) and Lagodekhi (since July 2013). While the information
on temperature, rainfall amount and air humidity at Telavi is supplied by the adjacent
meteorological station, the rain samplers at Tianeti, Dedoplitskaro and Lagodekhi were
complemented by air temperature and humidity sensors HOBO. New GNIR (80O, 2H) stations
include Alazani/Shakriani (since May 2012) and Iori/Tianeti (since January 2013), both
equipped with HOBO water level sensors. Available meteorological datasets and discharge
data from official meteorological and hydrological stations were obtained from the office of
Hydro-Meteological service of Ministry of Environment and Natural Resources Protection in
Thilisi.

Modelling
A mathematical model of groundwater hydrodynamics was elaborated for the area based
on the conceptual model, which based on the provisional data (geological, geophysical,
hydrogeological, hydrological, etc). Model of the aquifer have been processed by special
software VisualModflowPro package.
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Fig.1 Model boundary

On the Fig.1 we can see the border of the area includes lori and Alazani rivers. For creation
conceptual model available geological profiles were used. On the base of these data 3D model
were created. Model is rather complicated. It includes many layers (See Fig. 2).
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Fig. 2 Conceptual model

Conceptual and numerical model were developed in Visual Modflow Flex 2012 and Visual
Modflow Classic 2011 programs. Conceptual 3D model consists of 14 layers (Q, N, J, S3, S2,
S1, P21, P22, P1, K2, K1, J3, J2). Each layer represents a porous material with different
infiltration properties. Data from geological profiles and maps where used to recreate layers.
Upper layers (Q and N) are designed as unconfined. Each layer, as single hydro stratigraphic
unit, was determined by hydraulic conductivity, specific storage, and effective porosity (Tab 1.).

Tab. 1. Hydrologic property of layers

Layers |Hydraulic conductivity (m/s) | Specific storage (m™) Effective porosity
Q 7.6042x107 3x10° 0.05
N 1.6204x10° 5x107° 0.03
J 1.8519x10° 9x10™ 0.07
S3 2.257x10° 9x10™ 0.05
S2 3.8588x10° 7x10™ 0.05
S1 4.653x10° 6x10™ 0.05
P21 0.8557x10°® 5.5x10™ 0.04
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P21 0.9520x10° 2x10° 0.04
P22 0.7900x10°® 3.2x10° 0.05
P1 2.8471x10° 4x10° 0.06
K2 1.5824x10° 4.5x10° 0.06
J3 1.2511x10° 3x10° 0.07
J2 1.0047x10° 2x10° 0.075

Rivers were used as boundaries of the model area. They were assigned as specific flow
boundary conditions (Tab. 2).

Tab. 1. Size of rivers

River Riverbed River width (m) Riverbed conductivity
thickness (m) (m/day)

Alazani 5 50 20

lori 3 30 10

Visual Modflow Flex supports the standard Drain Boundary Package; we used it to simulate
the boreholes under artesian conditions. 20 drain boundary conditions were added to the model.
Next table shows parameters which were assigned to drains. Debit rate depends on the position
of well screen.

Tab. 3 Boreholes’ data

Artesian boreholes screen geology Debit rate (L/sec)
Q Upto 165
N Up to 60
P Upto 70
J Upto 10

Conceptual model were converted to numerical one and further development. Debits rate of
artesian wells where used for to calibrate model in steady-state mode. Precipitation value (800
mm/year) was assigned to upper right zone of model. Location of artesian wells marked as
triangles on the Fig.3

A
Artesian wells

Fig. 3 Location of artesian wells.

Had calibrated water table of the study area, based on the initial heads values. Had indicated
dry area in the centre of model (Fig. 4).
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In the model was fixed water level in absolute elevation on the difference layers and was
simulated Flow velocities for Alazani-Shiraki area together (Fig. 4).

Fig. 4 Flowvelocities of a) 1% layer; b) 10™ layer; c) 20 layer

Fig. 4 shows us flow velocities intensity and direction of simulated water system. As we can
see water does not enter the system in upper horizon of central area .This part is weakly water-
bearing and does not infiltrate water down. In the right zone water is discharged in the rivers.
Middle horizon is recharged by groundwater flows. Intense of flow is increasing in the 10" layer
and keeps at the same stage up to 20 ™ layer.
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In order to calculate residence time of groundwater flows was used to Particle toolbox. From
the mountain area groundwater moves to the Alazani site, average water age between 2 locations
is about 90 days. From the Shiraki hills water moves to Alazani wells (Kasritskali and others),
water age between 2 locations is about 90 days (Fig.5). From the lower area of central Shiraki
hill water moves to the right direction and archives Alazani valley during 6 months.
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Fig. 5 Groundwater flow pathway and residence time

As we can see, zone# 2 (see Fig. 6) upper mountain area is recharged more intense than
zone#3, but water discharged in general in the zone#3. Groundwater discharge of wells is rather
slight compared to rivers. Furthermore, was calculating total flow budget in the model (Fig.7).

Fig. 6 Groundwater zone
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Fig. 7 Flow Budget, Blue is discharge, Red is recharge

Conclusions

Bases on the model the residence time of groundwater flows from the study areas of Alazani
valley to the Shiraki area, average water age between 2 locations is about 4 months. Grounwater
has confirmed the evolution in mineralization from Northwest to Southeast, with major increase
in the Shiraki syncline area. Therefore, are observed changes of total mineralization in the
vertical cross section of the boreholes. It is recommended to enhance the use of waters from the
karstic formations such as the Kvareli and Dedoplitskaro Plain for alternative drinking water
sources in the regions.
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Abstract

This article summarizes the existing meteorological, hydrological and snow data in , installation of
the monitoring network, collection of water samples, and snow hydrology fieldwork in the Gudjareti
catchment. In the frame new project was organizing additional network in the catchment Mitarbi,
provided a lot of new data on snow hydrology in the studied area that was not available before.
Measurements at different altitudes were useful. Although snowfall represents just about 30% of annual
precipitation, snowmelt water is an important source of water for the rivers (maximum
contribution about 50%). Snowmelt affects river runoff at least 2-3 months. Yet, stable water
isotopes in the snowmelt water significantly differ among the sites and they are different from
those in the snow cover.

Introduction

The study area is situated in the southwestern part of Georgia, in the Little Caucasus
Mountains, the Adjara-Trialeti range. The altitude ranges from about 800 m a.s.l. at the Borjomi
city to about 2900 m a.s.l. at the highest mountain peaks. Mean annual mean air temperature is
8.3°C in Borjomi (altitude 794 m a.s.l.), 4.4 °C in Bakuriani (altitude 1703 m). Mean air
temperatures of the warmest months (July, August) in Borjomi, Bakuriani and the slopes of the
study area are 19°C, 14°C and 9-10°C, respectively. Mean air temperatures in January are 2.8, -
5.5 and -9°C, respectively. The mean annual precipitation amount in the area varies from 650 to
950 mm in Bakuriani (3).
The The first hydrometeorological monitoring and sampling network in the Borjom-Bakuriani
area was established through the projects of the International Atomic Energy Agency (IAEA)
“Using Isotope Techniques to Assess Water Resources in Georgia” (2007-2009) and “The Role
of Snow in Hydrological Cycle of the Borjomula-Gudjaretis-Tskali Rivers Basin, Georgia”
(2010-2013). This network is now being used in the framework of the project "Snow resources
and the early prediction of hydrological drought in mountainous streams 2013 — 2016" funded by
the Swiss National Science Foundation (2014-2017). This project includes monitoring in a newly
equipped small experimental catchment Mitarbi since September 2014. The main goal of this
project is assessment the role of snow in the generation of low flows and a better prediction of
hydrological droughts in mountainous catchments.

Sampling methodology

The sampling methodology of this study focuses on data generation that describes the
altitudinal evolution of the main climatic characteristics in the study area. The following
sampling and monitoring concept was set up (Fig. 1):

« Monthly composite samples of precipitation (P) are collected in Hellman raingauge at four
elevations- Tsagveri, Tba, Bakuriani and Mitarbi (new station). Air temperature (T) and air
humidity (H) data (hourly time interval) are measured along by the HOBO sensor. Three water
level gauges (WL) were installed at the Borjomula, at the Gudjareti and Mitarbi (new station)
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river. The gauges are equipped with the pressure transducer HOBO diver, providing hourly
measurements.

« Sampling in monthly step are carried out on the three rivers, two springs Daba and
Sadgeri, and the Tba borehole, for analyses of stable isotopes *0 and H.

*  Snow course measurements (Snow Depth, Snow Water Equivalent) are conducted at 5
locations (elevations), along with samples for analysis of stable isotopes 0 and H.

* Snowmelt water sampling (SC) is conducted at four locations: Tha, Bakuriani, Tsagveri
and Mitarbi (extended funnel gauge, plastic and tin snow lysimeters). Passive (Frisbee) samplers
are placed at three locations —Tha, Tsagveri and Bakuriani.

During the first project year, monthly trips to the catchments were performed for water and
snow sampling for the stable isotopes determination, sites maintenance and data acquisition of
groundwater level and meteodata.

Analyses of 0 and ®H were performed by the Picarro Laser Water Isotope Analyzer at the
Institute of Geophysics of lvane Javakhishvili Thilisi State University.

Borjomi WG WS;

Tsagveri- WG, WS, P, T, i, SL, SC|
Tba- P, T, H, SL, SC;

Bakuriani- P, T, H, SL, SC;

Daba- SC;

Andezit- SC;

Mitarbi- P, T, H, SL, SC;

Mitarbula- WS,WG;
Gujareti- WG, WS;
Sadgeri- WS

Fig. 1. Monitoring and sampling points in the studied area.

Monitoring results
During two years of monitoring, a good correlation of air temperature among three main
experimental sites in the study area was observed Monitoring results show that winters of 2014
and 2015 were short.

Tba 1109 m a.s.l.
Tsagveri 1038 m a.s.l.
Bakuriani 1676 m a.s.l.

Air temperature [C°]

=3
1

25-Jan-14 —f
25-Feb-14 —
28-Mar-14 —
28-Apr-14 —
29-May-14 —
29-Jun-14 —
30-Jul-14 —
30-Aug-14 —
30-Sep-14 -
31-Oct-14
1-Dec-14 —
1-Jan-15 —
1-Feb-15
4-Mar-15 —
4-Apr-15
5-May-15 |
5-Jun-15 —
6-Jul-15
6-Aug-15 |
6-Sep-15

Fig.2 Air temperature monitoring data, 2014-2015.
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The precipitation data for 2014 and 2015 (Fig.3) show that about 30% of annual precipitation

is snow-solid.

—— Gudjareti
s Snowmelt influence

P S oV

Pressure [kPa]
8 8
e
-

S PR TR G 7N I R BT OURA R B BN SR AN [ TR N S R S (TR | T T T
T g g i3S g gy moum e w e@awe
T 3 & % 3 &£ 3 & A 0§ & & & & = 3 & I & A
g 22 22322388 35¢§ 225323335
ﬁﬁ'ggggng‘g‘;——évvhhwmé
——— Borjomula
s  Snowmelt influence
100
T
% 9
®
2 VV\WW\M
8 92
a
88'I'I’I'I'I'I‘I'I'I‘I'I'I'I'II'I'I‘I'I‘I
T 2 g 3§ 3L T T T R e mwowbL L o o
e X = % X & + &5 A& 5 & & 3 £ £ I £ T & &
s 322 £ 3 32 32 8§33 838 32 2 £ 33 32 8
4 4 & & 3 &€ 8 g ¢ 5 & - & ¥ ¥+ 5 0 &
89.52
__89.48 —| Mitarbi
@
a .
X504 - | pummm SNOWmelt influence
® 1 L
2
w894
o
a
89.36
89327‘ . T T . . T T
312114 6/10/14 9/18/14 12127114 4/6/15 7115115 10/23/15

Fig. 3. River water level monitoring data 2014-2015, with indicated snowmelt periods.

Tha

20 —S:w o
1109 m.as.|
. @ .qu o
18
E
E
=12
2 8
=2 e
=4
el
14
B i h“ I ‘l| l “ nil“ l
0 |Il I i | | . T " i
3/2114 6/10/14 9/18/14 12727114 4/6/15 7/15/15 10/23/15
20 | T
;‘ SGQVE:W1 1038 m.a.s.|
| —
=@ ® @10 | ® 150
£
E
12
5 8
3. =
=]
e
o | I | | |Im LNl h
3/i2114 6/10/14 9!18:14 12/27/14 4/6/15 711515 10/23/15
25 — .
—20 - -10
E L Mitarbi
=5 | N Snow
s I o 1380 m.a.
=2 ® ® @130
a1
§
a

T

m.ml..nun...tJnHl N

9/18/14 117114 12/27/14 2/15/15 4/6/15 5/26/15 711515 9/3/15

-18
T

Fig. 4. Monitoring data 2014-2015, precipitation of rain and snow and its **0-content

69



Based on the figures 3 of river water level we can conclude that snowmelt periods for 2014
and 2015 were not long. The snowmelt period in 2014 started on February 15 and finished in the
middle of March. The snowmelt period in 2015 started in the end of March and ended in April.

Fig. 4 shows that, maximum snow water equivalent (SWE) is observed in the lower part of
the study area, representing about 60-80% of solid precipitation. The duration of the melting
period varies between 2-3 weeks.

Fig. 5 shows the variability of ?H in precipitation at different altitudes, rivers and
groundwater. Groundwater does not differ isotopically from the rivers. It indicates that both the
rivers and shallow groundwater come from the same source. As expected, the groundwater is

generally isotopically heavier than river water. Snow cover during the snowmelt becomes
isotopically enriched.

'S
o

A
o o
TR Y O T

Precipitation snow

|

L

Delta 2H [per mil]

-120 | Snow covgr ,ﬁ;;:?,,-_&.
160 | *F
‘200 T | T | T [ T N T | T ] T ‘ T | T | | T ‘
-22 -20 -18 -16 -14 -12 -10 -8 -6 -4 -2 0
Delta 180 [per mil]
40 —
0 _j O
-40 — Groundwater 05~ /

-120 Rivers

|

-160

Delta 2H [per mil]

Ly 1

-200

-22 -20 -18 -16 -14 -12 -10 8 -6 -4 -2 0

Delta 180 [per mil]

Fig 5 Isotopic composition of waters in the study area
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Fig. 7 reveals the typical seasonal variation of the isotopic composition of precipitation.

71



@ Spring:Daba © Borehole:Tba @ Spring:Sadgeri @ Borehole:#25 O Borehole:#41 @® Borehole:#37 ]

75 dp00
) ol
b 8 ® 8 8 |o
771 5] 99 ® © —
° ® [} O 4 8
-79
& ] = ; .
-81
®
-83 o)
-85 @ [ ®
&
)
8 87 ®
$
< 89
-91
93
-95
-97
2 o ?
e ﬂo e 9
-101 ‘ Py
2/1/2014 3/1/2014 4/1/2014 5/1/2014 6/1/2014 7/1/2014 8/1/2014 9/1/2014 10/1/2014 11/1/2014 12/1/2014 1/1/2015 2/1/2015

Date

Fig.8 Monthly °H — content in groundwaterin the study area,
2014-2015.

Fig. 8 shows that the variations of isotopic composition of groundwaters Tha, Daba and
Sadgeri are similar. Groundwaters in the boreholes 25, 37 and 41 are isotopically depleted,
indicating old mineral (paleo) waters. This phenomenon is shown also on Fig. 9
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Fig. 9 Relationship H-'®0 in groundwaters from springs and boreholes in the study area,
2014-2015

Historical runoff data were assessed (Fig.10) in order to estimate potential evapotranspiration
a better simulation of low flows and mitigation of hydrological droughts.
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Peak stream flows occur in response to snowmelt and snowmelt mixed with rain. A decreasing
magnitude of flow peak can be also observed on Fig.10

Data of 2014-2015 show that air temperatures increased approximately around the middle of
March, but a more intensive snowmelt started a few days later. Water levels in the rivers
increased as a response to the snowmelt and later the typical snowmelt runoff regime (diurnal
variability of runoff) evolved. Isotopic composition of snowmelt water sampled at Bakuriani by
means of the smaller tin and the larger plastic lysimeters were mostly similar, except the
beginning of the snowmelt period.

Snowmelt water at Tsagveri (lower altitude) during more intensive snowmelt was
isotopically lighter than at Tha (higher altitude, but more exposed to sunshine radiation).

River water reacted to increased snowmelt input in the middle of March, following rainfall
on March 19 and continuation of snowmelt since March 26 of 2015.

Conclusions

« The moitoring network established in the project has provided a high amount of new data
on snow hydrology in the studied area (solid-liquid precipitation, hourly variability of water
levels in the rivers, snow cover characteristics, stable water isotopes,...).

« Although snowfall represents only about 30% of annual precipitation, snowmelt water is
an important source of water for the rivers (maximum contribution about 50%).

« Snowmelt affects river runoff during at least 2-3 months.

« Snowmelt is thus important also for water availability in dry summer period.

« Stable water isotopes in the snowmelt water significantly differ among the sites and they

are different from those in the snow cover.
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Abstract
This article discusses the processing techniques of hydrodynamic observations for the
purpose to study the geodynamic processes during preparation of seismic events that includes in
itself both the complex field observation and cameral data processing using specialized software
package.

Introduction
The Regime network of hydrodynamic observations in Georgia currently is presented by 15
observation boreholes. They were selected among many boreholes as the sensitive to the
geodynamic stress ones. The criterion of sensitivity was their ability to capture the Sun-lunar
tidal and atmospheric pressure variations as well as their location characterizing the main
geological units.

Field observation methodology

Field observations include a real-time monitoring of groundwater level and atmospheric
pressure. To conduct qualitative observations the equipment which provides measurements with
a predetermined frequency and data transmission upon request is used. We use the data logger
XR-5 produced in USA, which has 8 analog and two pulse ports. There are selected the
appropriate water level, atmospheric pressure and temperature sensors. The data are registered
with a frequency of once per minute. Using GSM communication systems data is transferred
from the data logger located at the observation point.

Figure 1. Location of hydrodynamic regime
boreholes on the territory of Georgia
Data analyze
Water level variations as a multiple value includes both the influence of exogenous (tidal
variations, atmospheric pressure and precipitation) and endogenous (earthquake, seismic
movements) factors (1-6). Therefore, when analyzing the data of water level should be taken into
account all influencing factors of Earth stress and accuracy of measuring devices and others.
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In calculating the actual deformation quantities reaching borehole after the earthquake, the
Dobrovolsky’s (7) equation is used:

e=10"""*1/R® s R=\(x*+y*+h?) | (1)

Where x and y — are earthquake coordinate, # and M — depth and magnitude respectively.
Let us assume that the water level variation in the borehole water level can be represented
as a linear equation:

water_level(x)=a*tidal(x)+b*atmosphere(x)+c. (2)

To find three unknown coefficients (a, b, c), included in the linear equation we must
compose and solve a system with three equations (three or more equations). In order to compose
one such equation is enough to have the measured values for water level and atmosphere. The
Values of tidal variations are calculable- generated by a separate program. We can assume that
these coefficients (a, b, c) are valid only for a limited period of time.

For the observation data processing by us was composed the computer program
“StationsMany”. The program is written in the medium of MatLab (authors of the program G.
Kobzev and G. Melikadze). To generate the tidal variations is used program GRAYV (8).

The program “StationsMany” is designed to study the behavior of water level in one or
more boreholes, it is possible to analyze the reaction of water during earthquakes and to help
with search for earthquake precursors. The program allows visualizing water level variations,
atmospheric pressure, tidal-variation. It also allows finding unknown coefficients (a, b, c) of the
equation (2) for any chosen time interval.

In the mentioned program is given the possibility to upload earthquake data, to conduct a
selection among them by the number of parameters: the magnitude, the distance from the
borehole, the energy which came from the earthquake to the borehole. It is also possible to
choose an earthquake area.

The program creates an exogenous theoretical signal and compares it with the actual signal.
Comparison allows you to characterize each exogenous (atmospheric pressure, tidal variation)
parameters separately. This allows studying the effect of each on the level of water in the
aquifer.

Water level variations that are caused by changes in atmospheric pressure and tides of the
earth's crust are considered as "background” values. They change their form during earthquake
preparation.

We have also developed the second method of studying the behavior of water level - with
the help of "velocity"”. The proposed concept of "velocity" removes the seasonal trend of water
level, which is usually presented when measuring the water level variations in boreholes and
create a number of problems in the processing of data. The “velocity” of groundwater level
change is determined by the equation for the difference of water levels in two points of time:

Speed(m+i)=(water(m+i)-water(i))/m, i=1,2,3,... (3)

Where m - fixed number of minutes, for example, m = 180 minutes.

And finally, the third technique displayed in the program is «RestDance», which allows
fixating violations in the geodynamic regime calculating the difference in amplitudes of the
variations in water level and tidal variations, as well as the time shift between extremums of
these variations.

In the study of the groundwater regime in observation wells we have been focused on the
period of preparation for earthquakes, as well as post-seismic stress.

Results

To demonstrate the technique of data analysis, we consider the change of parameters
during earthquake preparation period.
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In seismically quiet period the water level variations are caused only by the external
factors, but in the earthquake preparation process we observe the changes in the nature of
variations. During this period, there are irregularities in the changing of "background running”
water level before and after the earthquake.

We studied the earthquake, which occurred on the territory of Azerbaijan May 26, 2015,
1:20, magnitude 4.6, and its impact on the borehole Ajameti located at a distance of 360 km from
the epicenter of the earthquake, and also the earthquake in Georgia July 27, 2015, 6:58,
magnitude 4.1, and its impact on the borehole Marneuli located at a distance of 75 km from the
epicenter of an earthquake.
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Fig. 2. Water level variation in the borehole “Ajameti”. The vertical line indicates the
time of the earthquake: 26 May 2015, 1:20, 4.6 magnitude, 360 km away. On the abscissa - the
date in hours.

On the Fig. 2 at the upper right corner is shown the location of the borehole “Ajameti”
(circle) and the epicenter of the earthquake (the star, the lower right corner).

On The graph of the water level can be seen significant violations that took place in the
borehole before the earthquake. They had being continued on May 25 from 21:30 to 23:00 on the
amplitude of up to 3 cm. The earthquake occurred on May 26, 2015, 1:20. Anomaly appeared 3
hours 50 minutes before the earthquake, and lasted for 1 hour 30 minutes). Next May 26 at 3:40
there was a drop in water level about 1 cm. After was observed the normalization of the behavior
of the water level.
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Fig. 3 Water level variations in the station "Marneuli” (in cm). The vertical line marks

Fig. 3 shows the location of the borehole “Marneuli” (circle) and the epicenter (star to the
East). Now let us have a look at the changes in water level, using the method of velocity, ie,

earthquake July 27, 2015, 6:58, 4.1 magnitude,

comparing the velocity of change of water and tidal-variations.

There are marked two lines on the figure: the line of the water level variation velocity and
the line of tidal-variations velocity. It is noticeable that the graph of velocity of tidal-variation

75 km away.

has a "smooth" look as tidal variations are theoretically -generated by program GRAV.
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According to the data from borehole Marneuli

Figure 4 and 5 can distinguish three plots. At the first station, there is a good match
between these velocity lines. In the second section, there is a marked discrepancy between these
lines, which becomes significant before the earthquake. After a few days again, there is a good
match between the lines.

We also observe the violations on the plots of apmlitude differences and quotients:

We can compare the water level and tidal amplitude variations using program «RestDancey.
Under the amplitude variation we will assume the following: On the graph of tidal variation we
find the point to, in which the daily absolute maximum and minimum is reached.
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Fig. 6 . Graph of the water level with marked points where were reached the minimum and
the maximum of tidal according to the data in borehole “Ajameti”
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Fig. 7. Graph of the water level (hourly data) with points where were reached the minimum
and the maximum of tidal data for borehole Marneuli.

Next, we find the first point (time) ) ti>to, when the tidal reaches the greatest value. Tidal
amplitude at t, is AT=tidal(t;)- tidal(ty). For water level amplitude will be AW=water(t;)-
water(tp). The figure above shows the results of dividing the amplitudes of water AW / AT. The
figure below shows the results of subtracting the amplitude AW-AT.
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Fig. 8 Upper Graph AW / AT: amplitude of water divided by the amplitude of the tidal.

The lower figure Graph AW-AT: the amplitude of water minus the amplitude of tidal
according to the data from “Ajameti” well
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Fig. 9 Upper Graph AW / AT: amplitude of water divided by the amplitude of the tidal.
The lower figure Graph AW-AT: the amplitude of water minus the amplitude of tidal according
to the data from “Marneuli” borehole
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Fig. 10 The response to the earthquake of May 26, 2015, Mag. 4.6 (Azerbaijan);
“Ajameti” borehole
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Fig. 11 The response to the earthquake of July 27, 2015, Mag. 4.1 (Georgia); “Marneuli”
borehole

Conclusion
Has been developed the methods of detection of underground water geodynamic anomalies
related to the seismic activity. For the same period of time all three methods detected abnormal
changes which proves the suitability and the credibility of the methods.
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Abstract

Results of research thermal field of the Caucasus are given in this work. Radiogenic
component of the heat flow was calculated for all studied territory. Values of mantle
components of heat flows for folded systems, for intermountain depression (the Georgian block)
and for the Black and Caspian seas are estimated. Deep temperatures at the bottom of a
sedimentary complex, Conrad and Moho borders. Maps of distribution of a heat flows and deep
temperatures are. created.

The research of thermal model of the Earth represents the big interest because the internal
heat of the Earth plays the basic role in the history of its development, define its tectonic, seismic
and volcanic activity. The physical state of matter in the Earth substantially depends on the
temperature. The internal heat of the Earth has significant influence on other physical fields -
electric, magnetic, thermal, a seismic velocity field and others and also plays the important role
in processes of rock formation and minerals’ deposits, and in particular oil and gas deposits. The
main problems in the study of the thermal regime of the earth are to determinate the geothermal
flow, the geothermal gradient and the calculation of deep temperatures. The heat flow carries the
information about the processes occurring in the depths associated with the release of the energy
or absorption. Unfortunately, the experimental data on the heat flow is very small, because these
measurements are mainly carried out in the existing wells, the number of which is not enough to
create an accurate picture of the flow distribution across the surface of the Earth. There is a lack
of data, especially for the seas and oceans. We decided to fill up this lack of data on the heat
flow with theoretical calculations of the flows for the considered region. We understand that the
data obtained in this way give the average picture of the distribution of the flows, excluding their
anomalous values.

Influence of tectonic processes on a thermal field is shown up doubly. On the one hand, at
the same time with strengthening of tectonic activity changes the structure of a lithosphere,
therefore there is a redistribution of sources of heat and change of processes of transfer of heat ,
distribution of temperatures and heat flows, that leads to emergence of zones of the raised and
lowered flows. On the other hand, during the periods of tectonic activity from a subsoil arrives
additional thermal energy, that leads to increase in crust of temperatures and heat flows.
Connection between a thermal state and dynamic of a subsoil is shown first of all in compliance
of zones of the maximum tectonic activity and zones of tension of crust and also zones of the
increased values heat flows and vigorous magmatic activity. Owing to uneven distribution of
heat flows and deep temperatures in Earth there are horizontal temperature gradients therefore
thermoelastic tension is created. After achievement of

limit values of this tension there can be a gap and an earthquake. Therefore one of the main
objectives of an assessment of seismic danger of seismic active regions is studying of a thermal
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field of the region and allocation of its abnormal zones. Identification of temperature
anomalies in the crust can serve as a proof of the presence of thermal stresses, which should be
considered in the future when assessing the

seismic activity of the region.

In the presented work the results of studying of a heat flow distribution and calculations
of temperatures of the Crust of the tectonically and seismic active Caucasian region are given.
The distribution of a heat flow is made on the basis of the experimental data and also on the
basis of the calculated flow values.

Temperature calculation was performed by solving the heat equation. Study region was
covered with equal-step grid and in its node bedding depths of boundary surfaces are known.
The temperature calculations were performed at the nodes of the lattice at the bottom of the
sedimentary complex, and at the border of Conrad and Moho. The calculations take into
account the dependence of the coefficient of thermal conductivity of rocks on temperature.

The calculation of deep temperatures in the crust associated with the availability of data on
the heat flows in places temperature calculation. Experimental data about heat flows are
insufficient for calculation of temperatures in all considered region. We have carried out
calculations of the heat flow in the Caucasian region for definition of deep temperatures in the
given work. The geothermal flow represents the sum of mantle and radiogenic components, it is
distributed unevenly across all studied territory. Local anomalies are created by following
factors: presence of rocks and ores of the raised radioactivity, exothermic and endothermic
processes in oil-and-gas bearing horizons, a coal deposit, modern volcanism and tectonic
movements, circulation of the underground waters, different sizes of the heat conductivity of
rocks.

The calculations of a mantle component of radiogenic heat flow were performed on the
basis of a deep structure of the investigated region. We used block parameterization with sloped
dividing boundary surfaces. Bedding depth of boundary surfaces at any point is computed by
linear interpolation of quantities which exits at surrounding grid nodes. We consider the
following three-layer medium as the initial model of the Earth crust structure: |1 — sedimentary,
I1- granite, I11- basalt layers [1] and cover the investigated region with an equal-step grid and its
node bedding depths of boundary surfaces are known. In contrast to flat-parallel medium, in our
case boundary surfaces are inclined, which reflects real medium comparatively precisely. If we
express the initial model of medium structure in geographical information systems (GIS, Arc
Viev) as tomograms, we’ll receive such picture (Fig.1).

The average value of radiogenic thermal emission (radiogenic heat sources density) for a
sedimentary layer have been taken equal to 1,25 uWt/m®, for a granite layer 1,6 pWt/m®, and
for basalt — 0,4 pWt/m®. Radiogenic component of the flow was calculated by the formula:

Q1 =AH; + AoH,+A3H3 (1)
where A;, A, u Az - radiogenic heat source density for a sedimentary layer, for a granite layer
and for basalt respectively; H; H,and Hsz — thicknesses of the layers.

The estimation of mantle component a heat flow g, for the main structures of the Caucasus
is carried out ( gm= - Qi1, where - heat flow). The average size of a mantle component of
geothermal flow by our calculations is equal to: for the Black Sea 20 mWt/m?, for folded
systems 25 mWt/m?, for intermountain depression (the Georgian block) 15 mwWt/m?, for the
Caspian Sea 15 mWt/m?.The temperature distribution in the Crust was obtained by solving three-
layered model of the stationary heat equation

ST} = —4,
where A; -thermal conductivity, 4; - radiogenic heat sources density T; - the temperature, i-

denotes the number of layer.
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Legend
Lay_1 Lay_2 Lay_3

0-1 15-16 25-27
1-2 16-17 27-30
2-3 17-18 30-33
3-4 18-19 33-36
45 19-20 36-38
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B s0 BN2-2 BN 4ss1
B 012 B 22-23 g s1-54
B 1213 N 23-24 [ 54-57
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.Fig.1 Distribution of depths (km) of the sedimentary comple'x, granit and basalt layers in tree —
layered model.

We considered the temperature dependence of the value 1, The problem is solved in consideration

of the dependence of thermal conductivity on the temperature, of our previous experiments [2]

_ 1
Pop Tl

(3)

i

where 2g;(m°C/Wt) and a.(m/Wt) were obtained experimentally by us for different rocks
[2]. p;- thermal resistance of the rocks at 20°C, and ;- the tangent angle of inclination p,(T)

function to the axis of abscissa.

The boundary conditions on the Earth's surface, on the bottom of the sedimentary complex and on
the border of Conrad represented as follows; on the Earth's surface we consider temperature as zero and
heat flow corresponding to the flow in calculating points. On the bottom of the sedimentary complex
and on the border of Conrad we consider continuity of the temperature and heat flow. Calculation of
deep temperatures for the Caucasian region was held earlier [3],[4],[5],[6] with the available
experimental data heat flows. In the present paper the calculation of temperatures in Caucasian
region was conducted using experimental [5] and calculated by us heat flow using the formula
(1), by other words, in points where there is no experimental data, we used the calculated values
of the heat flow. Similar researches are performed by us for the Black Sea region[7].

The results obtained are presented in form of maps on figures 2,3,4,5. Fig.2 presents
distribution of heat flow, fig. 3-5 depict maps of distribution deep temperatures at the bottom of
the sedimentary complex, and on the border5 of Conrad and Moho.
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Fig.2 Distribution of the heat flow.
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Fig.3 Distribution of deep temperatures on the border of sedimentary complex
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Fig.4 Distribution of deep temperatures on the border of Conrad
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Fig.5 Distribution of deep temperatures on the border of Moho.
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Abstract
The short-period (about 5-10 min) atmospheric gravity waves (AGWs) were observed in
the mesopause region over Abastumani in by the hydroxyl infrared all-sky imager. The
specifics of their propagation are given. The importance of these small-scale AGW3s for
monitoring the wave-like processes in the mesopause and study the lower-upper atmosphere
coupling in the Caucasus region caused by orographic effects are also noted.

1. Introduction

Atmospheric gravity waves (AGWs) play important role in the lower and upper
atmosphere dynamical processes [1,2]. It is important to study the generation of these waves,
the influence of their propagation and dissipation on the atmospheric structure and behavior
as well. Luminous layers of the upper atmosphere, including hydroxyl OH bands (maximum
luminous layer about 87 km height), sensitive to propagation AGWs [3, 4, 5]. The observed
mesopause short-period (with duration 5-10 min) and longer period waves activity express
the properties of the seasonal variations of the regional and global scale dynamical
phenomena [6, 7]. The modern imager systems allow us to study two-dimensional pictures of
AGWs propagation in the upper atmosphere including mesopause [8].

In this work the parameters and two-dimensional picture of the short-period AGWs
propagation in the mesopause observed from Abastumani Astrophysical Observatory by the
hydroxyl infrared all-sky imager are demonstrated which are obtained for the first time in
the Caucasus region. The importance of these phenomena is noted for study the lower and
upper atmosphere coupling processes under various helio-geophysical conditions. By use of
dispersion equation for AGWs, the importance of background wind velocity for their vertical
propagation and identification of a possible source of their generation in the lower
atmospheric layers are noted.

2. Short-scale mesopause region AGWs observed by hydroxyl infrared all-sky imager and
its possible theoretical description

The mesopause hydroxyl OH bands are one of the brightness objects in the upper
atmosphere nightglow spectrum [7, 9. 10, 11]. The sufficient part of hydroxyl emission is in
the infrared region of its spectrum. The mesopause temperature is estimated by OH bands
emission [Fishkova, Shefov]. Ground based observations of the nightly behavior of the
hydroxyl emission intensities show the propagation of atmospheric waves and their
properties in the mesopause region [7]. The monitoring of dynamical processes by the
hydroxyl infrared all-sky imager (wavelength >1500 nm) have been carried out in
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Abastumani Astrophysical Observatory since September 2014. The field of view of the
imager system covers the region over the Big and Small Caucasus and Black Sea within the
radius of 150 km in the mesopause, which could play an important role in dynamical
processes in this region.

In the wave-like processes observed by all-sky imager system the presence of waves with
6-10 min periods are noted. Such short-period AGW-type waves appear occasionally and the
duration of their presence do not exceed 40-45 min. Such short-period waves - so called
ripples [3,4,7] - can be excited in situ by nonlinear as well as possibly other processes, also
can be coupled with lower atmospheric variations, including orographic effect.

In figure 1 the pictures of temporal development of the short-period AGWs observed from
Abastumani by the hydroxyl infrared all-sky imager on September 1-2, 2014 (upper panels)
and on August 11-12, 2015 (lower panels), are shown. In analogy with [8, 12, 13, 14] for 1-
2.09.2014 observation, the estimated wave period is T=7.5 min, horizontal wavelength =7
km and phase velocity of horizontal propagation (to the North-East) =15 m/s. For 1-
2.08.2015 observations, the estimated wave period is T=9.8 min, horizontal wavelength
~13.5 km and phase velocity of horizontal propagation (to the to the North-East) =23 m/s.

The waves demonstrated in figure 1 correspond to the propagation of short-period AGWSs in
the mesopause region. The observed phase velocities (15 m/s and 23 m/s) of these waves are
close to background wind velocities characteristic to the mesosphere and lower thermosphere
regions and can influence their propagation and evolution [3, 4, 7].

The propagation of AGWs with «, frequency in the isothermal atmosphere in the case of

presence the horizontal (x directed) background wind with velocity u, can be described by the
following
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01-02 Sep 2014 00:07:56 00:24:41 UT

11-12 Aug 2015 18:07:32 18:13:25 UT

Fig. 1. The short-scale atmospheric gravity waves in the mesopause region observed from
Abastumani by the hydroxyl infrared all-sky imager on September 1-2, 2014 night UT=
00:07:56, UT=00:24:41 (upper panels) and August 11-12, 2015 night UT= 18:07:32,
UT=18:13:25 (lower panels).

dispersion relation [1,3]:

1

2 2

o, —kxuo+{%c§(kf+kf+4:|2]—\/%c;‘(kf+kf+4l_+2j —a)bchkf} .
(1)

Here o, =[(y —1)g/(H )]% is the isothermal Brunt-Viiséla frequency. g is the acceleration due

to gravity, ¢, = (;gH)% is the speed of sound, y is the ratio of the specific heats (7 :1.4), His

2 . .
atmospheric scale height, k, = /1—7[ , and are horizontal and vertical wavenumbers, A, and A,

are the horizontal (x directed) and vertical wavelengths, respectively.
The maximal frequency of AGWs (cut-off frequency) described by Eq. (1) is the Brunt-
Viisdld frequency @, and corresponding minimal period for the mesopause region is about 5

min for atmospheric scale height H=5 km. In the case of absence of the background horizontal
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wind (u, =0) we can estimate the vertical 4, wavelength of the observed AGWs, Eq. (1), the
direction of propagation and consequently a possible source of its generation in the lower
atmospheric layers.

In the figure 1, in case of short-period AGWs of the mesopause region, the dispersion Eq. (1)
for the vertical wavenumbers (in case U, =0) give the values A4, =6 km (1-2.09.2014) and

A, =8km (11-12.08.2015) are demonstrated. According to Eq. (1), the background wind
velocities around U, =10—-40 m/s, typical for the mesosphere-lower thermosphere heights
[15], can change AGWs frequency by Aw, =k, u, , which is about the same order as AGWs
frequency o, =, (u, = 0), in case of absence of the background horizontal wind.

Figure 1 shows that the short period AGWs activity can cover the whole field of view of
the all-sky imager above Abastumani. In this case it is possible to estimate mean background
wind and its horizontal inhomogeneity, which influence wave propagation, as well as their
dissipation [5]. So, the mesopause region observations, using modern imager technique,
allow us to reveal short and long scale variations characteristic for this region, which cannot
be described by current global circulation models [15] and is the field of our future
investigation.

3. Conclusion

The monitoring of the mesopause over Caucasus by all-sky imager in the hydroxyl
infrared band from Abastumani shows that short-period AGWs propagate quite frequently in
this region. The two-dimensional images of AGWs evolution gives possibility to find location
of their generation, taking into account background wind. It also shows their importance in
investigation the lower and upper atmosphere coupling caused by orographycal effects of
the Caucasus region. The importance of the observed short-period AGW in the region
caused by orographic effects are noted to study the lower-upper atmosphere coupling.
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Introduction

Georadiolocation is a non-invasive geophysical approach, which is underground, near
subsurface (<50 m) is the electric heterogeneity study ([1], [3]). This is achieved at high and
superhigh frequency (38MHz-2GHz) electromagnetic field generating discrete impulses
(Zond 12e), radiation and reflected impulse registration (Prizm 2.5, [2], [4]).
Georadiolocation found wide application in archeology, in geotechnics, road construction,
glaciologyand in many other areas. [2]

As a rule, the dimensions and characteristics are unknown while working in field conditions
and they are investigated according to their radio-type. The paper discusses radio-types of
different, pre-selected set of objects and the straightforward task. Known objects are
carefully studied and radio-type analysis allows us to discuss the size and characteristics of
the object.

Description

Experiments were carried out on the device model (see Figure.1), which was filled with dry
sand. Beach access relative dielectric € = 5.0, which was determined as a result of the
experiment. Measurements were used georadari Zond 12e (see Figure. 2).

Figure.l Equipment for modeling Figure.2 GPR Zond 12e
(modeling facility)

size: 116 x 85 x 60 (centimetre)

Results

Experiment 1 - Results obtained by the method of parabola comparative method revealed
that the relative dielectric penetration of the sand used in the experiment is 5.1, which
corresponds to a clean, dry sand e (see Figure.3).
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Experiment 2 - The case of a 3 ertnamet drive to imitate a stone foundation. Distance
from the surface to the first stone is 6 cm. In order to eliminate external perturbation of the
bottom we used zero amplification, and for visible presentation we amplified the upper side
by 12db-up and twice used Fourier transform (see Figure.4).

Figure.3 metallic inclusion Figure.4 foundation imitation

Experiment 3 (see Figure.5) under 0,5 m depth the zero amplification is used, and the upper
side is strengthened by 12db. 2 mil- radio-type is seen here and it is marked in the diagram,
while in the middle the image resulted in waves interference appears as a "reflector".

Distance between tubes reducedby 10 cm, and the radiograms obtained by theExperiment 4 -
(see Figure.6) shows that the equipment considered a powerful reflection as a whole body. In
this diagram as well we used the zero amplification in order to eliminate the effect of the
tank bottom, while the upper part was strengthened by 18db for better visualization

Figure.5 Two tube

Figure.6 Two tube
Distance between opposite walls -

20centimetre. size: diameter -
6.5centimetre; length - 33.5centimetre;
thickness - 0.5centimetre; depth -
13centimetre.

Distance = between opposite wall -
10centimetre. size: diameter - 6.5centimetre;
length - 33.5centimetre; thickness -
0.5centimetre; depth - 13centimetre.

Conclusion

As a result of the investigation by means of the georadiolocation device, we determined

the dielectric conductivity of the model environment (the sand from Sachkhere, the relative
dielectric conductivity - 5, corresponds to the data base value), as well as for examined models
(alluvial sediments, metallic, air containing cavity models) radio-types were obtained, as a
result of which we determined their dimensions by the model device. On the basis of layout of
similar models we verified resolvability of the device.
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Spatial and Temporal Distribution of the Earthquakes in
Seismically Active Regions of the World in 2000-2015

T. Kiria
Abstract

The research enables proving the hypothesis that there are some regions, where events are
better distributed in time and space regarding normality and there are also regions, in which the
earthquakes are not distributed normally in time (only 10%-15% according to the statistics).
Finally, we may assume that there are seismic regions with strongly similar, more or less similar
and very different statistical structures. The theme for the following research is making cluster
analysis of other regions and constructing a mathematical model in order to reveal triggered
earthquakes.

Methodoology

The research is based only on the global. statistical data of earthquakes with magnitude 5
and more (catalog http://www.isc.ac.uk). According to the obtained database we constructed in a
3D plot of expression T=F(t.¢, A ), where t is time, which participates in the model as the
catalog time of the given earthquake in the converted time series format (vertical axis) and (g, 4)
are geographic coordinates (Fig.1). Models built program Mathalb2015a.

condithional units

t -

Figure. 1. 3D visualization of spatio-temporal structure of earthquakes hypocentres locations in
2000-2015 (magnitude >=5). (@, A ) geographic coordinats (degrees), t- condithional units.

Rezults and Discussion
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The developed 3D model enables assessing the confidence intervals for specific regions
with certain assumptions in time. When we insert geographic parameters range diapason in the
model it will return the time interval of the ?following earthquake with a specific probability for
a specific region. Visualization enables distinguishing linearly arranged structures positioned
vertically on the time axis in certain regions. The structures develop in time and the final pattern
is shown in Fig.1.

It is interesting also to construct the graphical interpretation of simultaneous structure of
spatio-temporal distribution in seismically very active regions.

Taking into account these data we observed the most active regions separately in time and
space. Quite interesting statistical structures were revealed for various regions (Fig.2). The
graphical image shows that for some regions during the whole time (2000-2015) the earthquakes
are not distributed normally in time, except some cases. The red signs in the scheme denote the
cases strongly declined from normal distribution and the vertical red dividing line in a rectangle
means an median value .

Fiji region — F—————————————— ‘ ‘ I————————————————————I—\ =

Tonga [~ e ettty [ b | =

Indonesia — === | R ] 4

Philippines [~ F—mm e [ e | |

Solomen Islands — e — - ‘ )_ ___________ 4

Vanuatu [~ F—m e e 1 ] b e e _

Chle - F——m—mm—mmmm e [ [ b 4

Japan [~ HHHE - - - - - q [ - =

Japanregion |- b o - ———————————— [ | oo 1 _

Kuril Islands — e it I | g | i

Mexico [~ F—m e Bl [ T 4 i

Papua New Guinea — b= =] b ] 4

New Zealand — b= == === |, ,,,,, 1 4

Aleutian lslands — e — ] I [ 5 _

southof the Fiji Islands — P [ | b J |

e . \ I oA

South Sandwich Islands region — [ e i B | b —— ) i

India region [~ o+ HHEE - —— — - A A R B

South of the Fiji Islands — | | | | | F— I:l:l, — |
3 732 7.3 7.34 7.35 7.36

Figure 2. Comparative survey of temporal distribution of earthquakes for active seismic regions.
(boxplot, Soft - Mathlab 2015a)
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Figure 2a. Example of how to read infographic

The extreme points of the rectangles are known as quantiles and dotted lines to the left and
right of the rectangle are the statistics left beyond the normal data distribution area of the specific
region.

The individual percentage ratio of (temporally) normally distributed and outlying events
for different regions is obvious.

This is also can be seen in the hypocentres' distribution visualization (Fig.3).

The following is the visual image of the hypocentres' values normality for the most active
regions, where 3 regions are distinguished for their 80% normality with average depth 400 km
(see Fiji regions).

Fiji region - Il— - I I I I [ I - _I _____ q I _

Tonga |- — T B I .

Indonesia [ |||~ — ——i e e+ FH+ + oA :

Philippines |-~ F | — — — — WHrHHHHHE ++ ++ A+t At + :

Solomon Islands [~ — —EHHH HHE + ++ + -

Vanuatu - = -D:I— ——————— HHH + _

chie -+ { [} — —Hm——+ 4

Japan | [ [ |- — —StHHHHH + M HHHEE A =+ ++ + -

Japanregon - R[] F-———- R i e e e A ot R S TV T -

Kurllslands |- F[__| |- — — — - +++ ++ 4

Mexico - — = SRR 4

Papua New Guinea -+ — |- — — i HE B4+ T H i

NewZealand - H__| F — — A+ -HrrHiHHHHHH + + + A + o+ —

Aleutian Islangs - [ | — - e+ -

southof the Fiji Islands -+~ — — Foomoo - 44

Russia |- F[_| | — — — ittt ++ + + A ++ + -

South Sandwich Islands region [~ = —D:I— ————— I+ o+ + + -

india region [~ - [ |- -+ + + 4+ 4

South of the Fiji Islands - | ] |I | | | I| |____I__| T
0 100 200 300 400 500 600 700

Figure 3. Comparative survey of hypocentres' distribution normality of earthquakes for most
active seismic regions: hypocentres depth are shown on the x-axis.
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km

A -150 200 -100

Figure 4. 3D model of hypocentres distribution of earthquakes for top seismic regions (vertically,
depth in km, (@, 4) longitude-latitude in degrees.

Figure 4 presents the 3D model of above mentioned supposition on hypocentres
distribution. The highlighted vertical linear structures show certain order in depth distribution of
earthquakes in relevant regions. Such regions are apparently a minority and this is a separate
issue for consideration.

Finally it is to be said that according Figures 3 and 4 we may distinguish so called regional
clusters with distribution visualization.
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©M™Jo 3080bstry dgdmbzg3000 3OHMEgLOL 356M539BHMYdOL  OM-3MMOEObIGOL ©O
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dofioldzMgdo  M™mTo o6 39650 bgb  bm®IsrmGs  (Abmerm@  10%-15%
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