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Georgian-European Center “Geodynamical Hazards of High Dams” at the Council of Europe: 20
years of activity.

T. Chelidze, V. Abashidze, T. Matcharashvili, T. Tsaguria, T. Tsamalashvili, A. Amiranashvili, N.
Zhukova, Z. Chelidze, N. Varamashvili

Georgian-European Center “Geodynamical Hazards of High Dams”

M. Nodia Institute of Geophysics

Abstract

In 1987 by the resolution of the Council of Europe the EUR-OPA Major Hazards Agreement
was created. EUR-OPA Major Hazards Agreement is a platform for co-operation in the field of major
natural and technological disasters between Europe and the South of the Mediterranean. The Georgian-
European Centre on Geodynamical Hazards of High Dams - GHHD (Tbilisi, Georgia) was founded in
1996. The paper considers the main results of GHHD activity obtainedduring 20 years after its
foundation.

1. Introduction.

EUR-OPA Major Hazards Agreement is a platform for co-operation in the field of major natural
and technological disasters between Europe and the South of the Mediterranean. Its field of
competence covers the major natural and technological disasters - knowledge, prevention, risk
management, post-crisis analysis and rehabilitation. The main objectives of the EUR-OPA Major
Hazards Agreement are to reinforce and to promote co-operation between Member States in a multi-
disciplinary context to ensure better prevention, protection against risks and better preparation in the
event of major natural or technological disasters.

The important component of EUR-OPA is the network of 27 specialized centers. The Georgian-
European Centre on Geodynamical Hazards of High Dams - GHHD (Tbilisi, Georgia) was founded in
1996 (http://www.coe.int/t/dg4/majorhazards/centres/presentation/ghhd fr.asp).

The 271 m high Enguri arch dam, still one of the highest arch dam in operation in the world,
was built in the canyon of the Enguri river (West Georgia) in the 1970s. It is located in a zone of high
seismicity (MSK intensity IX) and close to the Ingirishi active fault. The high seismic and
geodynamical activities together with the large number of people living downstream of the dam made
the Enguri dam a potential source of a major catastrophe in Georgia. Of course, the Enguri Dam with
its 1 billion cubic meters water reservoir is a potential source of large man-made catastrophe and it
should be under permanent monitoring. At the same time this it is an amazing natural laboratory, where
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we can investigate tectonic and geotechnical strains/processes and response to the lake load-unload
impact, 1.e. the reaction to a controllable loading of Earth crust. This is an important scientific issue,
connected with such problem as Reservoir Triggered Earthquakes.

All these factors conditioned foundation of Georgian-European Centre on Geodynamical Hazards
of High Dams. The President of the Scientific Committee of GHHD is Dr. Martin Wieland
(Switzerland), Director: is Academician Tamaz Chelidze, the Chairman of the Administrative Council:
Prof. Vakhtang Abashidze.

Generally the hazards, such as extreme strains in the dam body, due to aging, damage or
overloading can be monitored (Wieland, Mueller 2009) and in some cases even predicted by networks
of special sensors (strainmeters, tiltmeters, etc).

The stability of a dam can be tested by its long-term and short-term response to the water load. The
dam as a whole or its individual elements may respond to certain loading conditions through time-
dependent elastic and inelastic deformations. For each action a safety limit can be determined, which
must not be exceeded. Due to unusual or extreme loadings or due to accumulation of damage critical
conditions may occur, which are jeopardizing the safety of dam.

The Centre 1s created for development of multinational, multidisciplinary approach to the problems of
geodynamical hazards, generated by high dams, including:

1. development and testing of modern methods of multidisciplinary monitoring of local and
regional geodynamical processes in the proximity of large dams on the basis of Enguri Dam
International Test Area (EDITA).

ii. mathematical modeling of geodynamical processes at large dams,

iii. prediction of impending geodynamical events (earthquakes, tectonic deformations, landslides)
and prognosis of response of large dams to these impacts

v, monitoring of physical-chemical processes and associated variations in physical properties of
foundation rocks

V. creation of databases of geodynamical observations on large dams

vi. analysis and generalization (in collaboration with other European centers) of possible natural

and manmade hazards, creation of scenarios of possible damage and instructions for public
education on what to do in case of alarm, during and after the disaster.
vil.  active participation in international, regional and national projects related to major disasters and
environmental problems.
viii.  development of real time automatic telemetric monitoring and early warning systems for control
of stability of large engineering objects.
By the funding of the EUR-OPA Major Hazards Agreement we realizedmore than 20 projects.
The most important projects are shortly considered below:

2. Real-time telemetric monitoring system of large dams (DAMWATCH): the case of the
Enguri Dam International Test Area (EDITA).

The M. Nodia Institute of Geophysics (MNIG) and Georgian-European Centre “Geodynamical
Hazards of High Dams” operating in the frame of Open Partial Agreement on Major Disasters at the
Council of Europe developed the real-time geotechnical telemetric monitoring system of large dams

4



(DAMWATCH). This low-cost early warning system designed by MNIG and “ALGO Ltd” (Tbilisi)
consists of sensors (tiltmeters, APPLIED GEOMECHANICS Model 701-2), which are connected to
terminals and central controllers and by a GSM/GPRS modem transmits the data to the diagnostic
center.

B
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Fig. 1. Google view of Enguri Dam International Test Area (EDITA) territory. The arrow
shows position of major Ingirishi fault.
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Fig.2. The cost-effective early warning system designed by MNIG and “ALGO Ltd” (Tbilisi) consists
ofsensors (tiltmeters, APPLIED GEOMECHANICS Model 701-2), which are connected to terminals
and central controllers and by a GSM/GPRS modem transmits the data to the diagnostic center.



The simplest approach to dam safety problem is to compare response of real strain/tilt data with
design values, which as a rule use Hook’s rheology (static, linear elasticity approach). If measured
characteristics, e.g. strains are close to or larger than theoretically predicted limit deformations, some
preventive measures will be realized. Of course, predictions of the model have to be compared with
monitoring data (Table 1).

Table 1. Comparison of observed plumbline horizontal displacements (Bronshtein, 2008) and
corresponding tiltmeters data (horizontal displacements in mm and tilts in seconds, with Root Mean
Square) at maximal water level in the lake (510 m) for three sections of Enguri HPP (Abashidze et al.
2008) with theoretical (critical) admissible values of plumblines calculated by (Emukhvari, Bronshtein,
1991).

Section 12 Section 18 Section 26

© © 2 ) 2 ) 2

§2° |8F° | 53F |827 |8F7 |%3F 817 |8=7 SE°

360 m 20 mm 11 mm 89 35 mm 15 mm 14 mm 88 mm
(38+5.1)” (122)” (46+5.6)

402 m 40 mm 32 mm 59 60 mm 55 mm 55 mm 30 mm 37 mm 58 mm
(63+4.5)” (112)” (703.9) (74+4.1y

475 m 60 mm 48 mm 31 65 mm 55 mm 42 mm 26 mm
(56+8.7)” (182)” (55+5.5)”

The Table 1 presents observed data: plumbline horizontal displacements (Bronshtein, 2008) and
corresponding tiltmeters data (horizontal displacements in mm and tilts in seconds, with Root Mean
Square) at maximal water level in the lake (510 m) for three sections of Enguri HPP (Abashidze et al.
2008) and theoretical (critical) admissible values of plumblines calculated by (Emukhvari, Bronshtein,
1991). The generally accepted approach is to compare the observed stress (strain) to calculated stresses,
which correspond to some fraction of yield strength or of the ultimate strength of the material, which
the construction is made of.

Analysis of the Table leads to following conclusions: i. at the level 360 m all displacements are
less than critical values; ii. at the level 402 m only in the central 18-th section the displacements are
close to critical ones; iii. at the highest level (475 m) displacement of the side sections are larger than
critical, i.e. at this level the state should be considered as diagnosis MAS or “faulty”. According to
Emukhvari and Bronshtein (1991) in this case it is necessary to carry out repeated diagnostics of
construction on the basis of re-examination of monitoring data and correction of theoretical predictions
of response of the dam to loads. The displacement observation data obtained by two different methods
are in satisfactory agreement. Besides, the dam performs normally and there are no visual signs of
significant damage.




This means that the theoretical model needs some corrections, possibly taking into account
complexity of construction structure (lifts, joints, inhomogeneity etc).

Indeed, the real engineering structures manifest deviations from this simple model, which
can be used for diagnostics. From above it follows that a promising technique could be analysis of
deviations from static elasticity model, namely, analysis of nonlinearity of stress-strain relation such as
hysteretic behavior during load-unload cycle. Figure 3 (left) shows how two components of tilts of dam
body, along (X) and normal (Y) to the dam crest at Enguri Dam respond to the seasonal recharge-
discharge cycle of the reservoir; on the right the hysteresis in seismic velocities of foundation section
for the same cycle is shown.
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Figure 3. Left: Tilts in sec, registered in the body of Enguri High Dam, Georgia (section 12, mark 402)
intwo directions, along (X) and normal (Y) to the dam crest versus water level in the lake H in meters,
during12 seasonal cycles (1998-2009). Note hysteresis in load-unload response.

The interpretation of observed hysteretic stress-strain or tilt-stress diagrams (Fig.3) can be
accomplished by the theory of mesoscopic elasticity (McCall&Guyer 1994, Guyer&Johnson 2009).
The matter is that heterogeneous materials such as mass concrete and rocks are nonlinear and their
behavior is very different from this of its homogeneous components: for example, stress-strain (or tilt)
dependences manifest nonlinear hysteretic elastic behavior, namely, asymmetric response to loading
and unloading of so called mesoscopic structural features (mainly compliant microcracks) to stress
variation. Heterogeneous materials contain an enormous number (10°-101?) of such defects per square
centimetre, which means that macroscopic elastic properties of the material depend strongly on
behavior of microcracks. Thus parameters of hysteretic cycle can be used for diagnostics of material: in
the absence of cracks the brittle solid manifests linear elasticity without any hysteresis, appearance of
cracks leads to hysteresis and the opening of hysteresis curve increases with the number of defects.



Pressure

0 E + + ;
0 002 004 006 008 Q.1
Strain

Fig.4. The approximation of hysteretic data by Preisach-Mayergoyz (P-M) phenomenological model. In
the P-M model the system is represented by complex of hysteretic elastic units or hysterons, which
manifest asymmetric response to loading-unloading cycle

The approximation of hysteretic data can be accomplished using the Preisach-Mayergoyz (P-M)
phenomenological model. In the P-M model the system is represented by complex of hysteretic elastic
units or hysterons, which manifest asymmetric response to loading-unloading cycle (Fig.4).

Comparing outputs of Preisach-Mayergoyz (P-M) model (Fig.3) with annual hysteresis loops of
Enguri dam tilts (Fig.2)we can mark close similarity between model and observed data, i.e. P-M
approach can be used in dam diagnostics. The successive annual Enguri tilt loops are shifted, which
means that seasonal loading and unloading cycles involve the appearance of some residual strain. This
shift also can be a diagnostic sign for aging effects (e.g. thermal cracking, freezing-thawing cycles,
chemical processes in mass concrete or foundation rock etc.).

As a rule nonlinear contributions to well-designed and well-constructed dam strains are small, so it
can be concluded that the dam design based on linear approach works quite well, but the analysis of
relatively small nonlinear effects can produce promising methods of dam safety diagnostics due to high
sensitivity of nonlinear systems to small external impacts.

Short-term diagnostic tools. The main short-term diagnostic tool is the analysis of the eigenfrequencies
of the dam based on the power spectra of dam vibrations caused by water discharge, turbine operation
or ambient seismic noise. The record of natural dam vibrations at Enguri dam shows that the dominant
frequency on the crest of the dam is about 1 Hz; this is in good agreement with results of the analysis of
accelerograms recorded during the Racha earthquake (2005, M=6) and numerical analysis of a typical
dam.



Our data show that the vibration spectrum also covers other than 1 Hz, much lower frequencies.
These LF vibrations were recorded by the network of precision tiltmeters (Applied Geomechanics).
The frequency response of the device, shown in Fig. 5 demonstrates, that in principle we can register
LF vibrations in the wide range 0.05-20 Hz. We found that the amplitudes and frequencies of the
broadband power spectra respond clearly to changes in the state of the dam, which means that
monitoring of LF vibrations is a promising technique for dam diagnostics.
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Fig.5. The frequency response of the precision tiltmeters (Applied Geomechanics).

Methods of linear and nonlinear analysis of strain and ftilt time series for dam stability
assessment.In order to ensure correct statistical and dynamical investigation of dam stability problem,
modern methods of linear and nonlinear analysis of strain and tilt time series are used. The following
time series analysis methods are used: statistical methods (moments, distribution testing), time-
frequency analysis methods (power spectrum, autocorrelation function), time-frequency (wavelet
transformation) and eigenvalue methods, denoising of data sets (nonlinear noise reduction), testing of
memory properties of targeted process (long range correlation testing, detrended fluctuation analysis
(DFA), multifractal detrended fluctuation analysis; correlation and information dimension calculation
recurrence plots (RP) and recurrence quantitative analysis (RQA) (Press et al. 1996, Strogatz 2000,
Marwan 2003, Matcharashvili&Chelidze 2000).

Nonlinear dynamics analysis allows revealing hidden structures (regularities) in seeming random
time series. In order to test the sensitivity of selected methods and to assess effects of external
influences on Earth tilt dynamics in the dam foundation, we have carried out retrospective analysis of
tilt data. Namely, we considered tilt data sets of Earth crust tilt, hourly measured for 13 years of
continued observation in the dam foundation (1971-1983). Tilt data sets in the following 7 time
windows have been analyzed: 1) long before reservoir filling, 2) immediately before and 3) just after
beginning of filling, 4) after second, 5) third and 6) fourth stage of reservoir filling and 7) long after

9



completion of reservoir filling. Figures illustrate RQA determinism (RQA%DET) and Lempel-Ziv
algorithmic complexity measure for mentioned 7 periods. Note that nonlinear dynamical properties of
tilt time series after long enough regular (periodic) reservoir exploitation return to the patterns observed
before the dam building and lake fill. These data confirm possibility of detection of man-made effects
(i.e. diagnostics) in tilt time series.
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Fig.6. Left: RQA determinism measure calculated for dam foundation tilt data series for different
stages of observation. Middle: Lempel-Ziv complexity measure calculated for tilt data series for
different stages of observation. Right: variation of Tsallis entropy calculated for Earth tilt data series
for different stages of observation. Curves from top to down correspondent to different q values from 1
to 5. Numbers on abscissa correspond to periods of observation (see text).
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Reservoir induced synchronization of seismicity. Nonlinear dynamics analysis of seismic time
series in the Enguri reservoir area and water level in the lake reveals strong increase of order in
earthquake occurrence during quasi-periodic load-unload regime of the lake. It is well known, that
large reservoirs located in the seismically active zones are often considered as a factor, quantitatively
and qualitatively influencing earthquakes generation. During impoundment or after it both the number
and magnitude of earthquakes around reservoir significantly increases. After several years these
changes in earthquake generation, named as reservoir induced seismicity (RIS) essentially decreases
down to the level, when lesser earthquakes occur with lower magnitudes. To explain this decrease, we
propose the model of phase synchronization of local seismic activity by the periodic variation of the
water level - reservoir induced synchronization of seismicity (RISS). Data, presented in Fig. 7
evidence that increase of order in dynamics of daily earthquake occurrence, earthquakes temporal and
energy distribution took place around Enguri high dam water reservoir (Western Georgia) during the
periodic variation of the water level (WL) in the lake. Here the upper plot shows the WL time series —
it became quasi-periodic after the day 4000 after beginning tiltmeter observations. The middle plot
RQA %DET of daily number of earthquakes calculatedfor consecutive non overlapping 1-year sliding
windows(circles). Averaged results of RQA %DET for 20 shuffled (asferisks)and phase-randomized
(triangles) surrogates of daily numberof earthquakes in consecutive 1-year sliding windows. The
lowest plot shows RQA %DET of magnitude (black columns) and waiting time(grey columns)
sequences: (1) before impoundment, (2) duringflooding and reservoir filling, and (3) periodic change of
waterlevel in reservoir.
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Fig. 7. The upper plot shows the WL time series — it became quasi-periodic after the day 4000
after beginning tiltmeter observations. The middle plot RQA %DET of daily number of earthquakes
and its randomized version.The lowest plot shows RQA %DET of magnitude (black columns) and
waiting time(grey columns) sequences for three intervals of lake exploitation. See text for details.

Based on the above analysis carried outexperimental time series, we conclude that the order in
dynamics of earthquakes’ daily occurrence, as well as in temporal and energy distributions increases
significantly when water level variations became quasi-periodic.

DAMTOOL- a package for operative control of engineering constructions. DAMTOOL 1is a program
intended for visual estimate, processing and analyzing the data of large engineering constructions”
(dams, bridges etc) tilt measurements. It can be used also for analysis of any monitoring time series
(strains, stresses, tilts etc). The program has 5 tabs (Data import, Data preview, Fluctuation analysis,
Recurrent analysis, Tsallis Entropy).

Fig. 8 demonstrates the potential of nonlinear dynamics approach to analysis of tilt time series from
April 2010 to June 2010. The upper plot shows tilt time series from April to June 2010 for one of
stations of our network. The lower plot shows results of processing of the tilt record by DAMTOOL
package: namely it presents RQA percent of determinism or RQA %DET (Marwan, 2003). The
deviations from the normal behavior in the mid-May and June are evident even visually, but the usage
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of DAMTOOL allows assessing these deviations quantitatively. Note high values of and %DET during
regular regime in April and first decade of May (which points to stability of monitoring data) and
strong deviations in DET% due to geotechnical impact — addition of high frequency component during
intensive discharge of water through dam outlet in 12.05-22.05.2010 and 01.06-11.06.2010 time
intervals.

X measures
5

0‘11-Rpr-10 O1-May-10 o1-Jun-10
Date

DET(%)

55
2.4.10 224,10 22. 4.0 2.5.120 12.5.10 22.5.10 1.6.10 14i.6.10

Date

Fig. 8. The potential of nonlinear dynamics approach to analysis of tilt time series. Upper plot-
original tilt time series; lower plot - RQA (% of determinism). Note high values DET during regular
regime and strong deviations due to geotechnical impact (see text)

The data obtained already show very interesting long-term and short-term patterns of tilts’
dynamics in the dam body, including tilt hysteresis during annual loading-unloading cycle, low-
frequency dam oscillations etc, which can be used for dam diagnostics using packages DAMWATCH
and DAMTOOL. The possible interpretation of hysteresis phenomena in by mesoelasticity (nonlinear
elasticity) approach is suggested. It is shown that the main contribution to annual tilts hysteresis comes
from the dam body tilts, thus these data are appropriate for dam damage diagnostics.The tiltmeter
recordings with one minute resolution reveal many interesting details of dam behavior, which expand
the spectrum of dam vibrations to low frequencies and give new diagnostic tools. Analysis of
retrospective tilt data show that used methods are approprate to detect and quantify dynamical changes
in dam body behavior caused by different external and internal causes, though mechanism of some
observed effects still need to be studied in detail.

3. Flood risk assessment for different scenarios of Enguri High Dam damage.
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This work is the first step for Flood risk assessment in Georgia for Enguri High Dam, located
on the Enguri River in western Georgia near the point at which the river leaves the Caucasus
Mountains on its way to the Black Sea. For the modeling of flooding in case of Enguri Dam breaking
has been used an important tool for simulating flood events in complex terrain a 2D flood propagation
modeling program “SOBEK”, which offers possibilities to quantify the dynamics of a flood event and
to run different scenarios to evaluate the consequences of certain actions.

Using SOBEK the calculation of water depths and velocities, max water deep etc in case of a
dam breakhas been done. The animation shows the simulation results of a dam break. The results may
be used for dam breaking analysis, disaster management, evacuation planning, flood damage
assessment, risk analysis and landscape, infrastructure, and urban planning. SOBEK-1D and 2D
instrument for flood forecasting, like other flood modeling programs, is based on the Navier-Stokes
equations. ILWIS (Integrated Land and Water Information System) a GIS / Remote sensing software
also were used for modeling Enguri Dam break and flood scenario: Fig. 9shows only one small part of

results.
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Fig. 9. Dynamics of flooding due to Enguri Dam damage for two different scenarios.

Results of calculations show that in case of dam brake the 1.1¥10° m® water would flow out

downstream.The maximum velocity of the water body should be 44.0 m/s and the minimum 1.5 m/s (at 54
km from the dam). The area affected by flooding will be 1840km? The scenario of dam break influence on
the speed velocity and propagation of the water, but difference is not large. More then 7 cities and villages
in the area of the water propagation would be completely destroyed.

4. Climate Change; statistical and nonlinear dynamics predictions of regional effects

The greenhouse effect (global warming) is one of the main hazards facing the whole planet. The
climate forcing is due to rising concentration of greenhouse gases (CO2, methane, water vapor):
according to different assessments, the temperature will rise by 1.4-5.8°C at the end of 21-th century.
This can cause a lot of devastating effects and many of them will be impossible to prevent, which
means that the humankind should find some way to adapt itself to global warming.
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Georgia as a whole Caucasus is prone to many negative effects, connected with climate change:
the mountain glaciers can melt and partially disappear, the sea level can rise, the vast areas of land can
became deserts, water resources can be seriously affected.

Despite some earlier efforts, devoted to assessment of climate change in Georgia, the results are
still ambiguous. In particular, the research carried out shows that during last decades the mean
temperature in the Eastern Georgia is rising and in Western Georgia it is decreasing. These conclusions
are debated and there is a need to re-consider them using new data and new methods of mathematical
analysis of meteorological time series. For reliable assessments new modern methods of obtaining and
analysis of climate data in the past, present and future is necessary to use.

Another problem is to ascertain whether this warming is exclusively the man-made effect or it is
the result of natural cyclicity in the earth climate.

Specific objective is assessment of persistence and memory characteristics of regional air
temperature variation in Georgia in the light of global climate change. For this purpose longest
available temperature time series of Tbilisi meteorological station (since 1890) are analyzed. Similar
time series on shorter time scales of five stations in the West and East Georgia will also be used as
well as monthly mean temperature time series of five stations (1906-1995) in the West and East
Georgia. Both mono- and multivariate reconstruction procedures of climate change dynamics are
implemented. Additionally, temporally and spatially averaged daily and monthly mean air temperature
time series are analyzed. Extent of persistence in mentioned time series is evaluated.

The existing instrumental temperature data are from 1850 in Tbilisi and from 1880 in 12
meteorological stations in Georgia. These data were used in analysis of trends and for climate forecast.
The detail (daily) digital data bases covering the whole observation period (1850-2010) are absent.The
spatial distribution of warming (AT) in Georgia for 1906-1995 has been calculated in the frame of “Georgia’s
initial national communication under the United Nations Framework Convention on Climate Change™ (1999).
This study reveals the striking difference in the climate change trend between West and East Georgia.

The simplest prediction can be done by just extrapolation of time series: for example let us
consider the extrapolation of 156 year Tbilisi temperature data (Fig. 6), which are best fitted by second
order polynomial. The extrapolation display for the period 1850-2055 the increment AT = 2.4°C with
the most part of AT is in the last hundred years, from 1950 to 2050 and for the longer period 1850-
2105, the increment AT = 4.4°C with the most part of AT is in the last hundred fifty years, from 1950 to
2105.

It is interesting to note that this simplest extrapolation gives the assessment of temperature
increment comparable with the predictions of the complicated mathematical models
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Fig. 10. Simple second order polynomial extrapolation of 156 year Tbilisi temperature data
to the year 2105.

We also performed (linear) statistical assessments of future trends in climate in Tbilisi
(Fig. 11) and 12 locations in Georgia, using modern methods of statistical assessments:
autocorrelation, correlation fields, revealing periodicities, analysis of residuals etc.

The mean annual air temperature anomaly to 2055 in 12
locations for Georgia, Global Land, Global Land Nord Hemisphere
and Zonal 24N-64N territories. Base period: 1951-1980:

T mean —G 9% Low —00% Upp

6,2

S, 7 il
5,2
a,7
a,2
3,7
3,2

2

Fig.11. The mean annual air temperature change prediction for 2055 in 12 locations for Georgia, Global Land,
Global Land Nord Hemisphere and Zonal 24N-64N territories

Common statistical analysis indicates to weak auto-correlation and at the same time reveals several
periodicities both in original and detrended time series (Fig. 12)Extrapolation of the observed
temperature trends by statistical methods predict mainly continuation of warming in the East Georgia
and cooling or negligible change in the West with predominant warming in the cool periods.
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Fig. 12. Periodicities of mean annual air temperature averaged for 12 stations of Georgia (real data and residual)

Besides linear statistical methods we apply the nonlinear dynamics tool to temperature time series.
Our nonlinear analysis, namely Detrended Fluctuation Analysis (DFA) shows that time series exhibit
several time scales with different dynamical characteristics.
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Fig.13. Smoothed by Savitzky Golay filtering DFA scaling exponents for Tbilisi (top) and
Kutaisi(bottom) mean daily temperature data, 1936-2006, One year time scale. Asterisks correspond to
smoothed data.

Taking into consideration that value of DFA exponent close to 1 means that investigated process is
similar to white noise, it can be assumed, that daily temperature variation in Tbilisi is more regular
comparing to Kutaisi for all considered time scales. The variations of DFA exponents’ values reveal
some periodic features. In order to better visualize suggested quasi-periodicity in scaling features of
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analyzed data we used Savitzky-Golay smoothing and filtering procedure for calculated DFA slope
values for 3 different time scales — one year, one month to one year and one month (Fig. 13).

In addition to said above in methodology section RQA is a tool for qualitative and quantitative
evaluation of nonlinear dynamical structure. It is sensitive and effective even for relatively short time
series. Recurrence plots (Fig.14) shows much regular pattern for Tbilisi (East Georgia) in comparison
to Kutaisi. These differences in the degree of regularity are definitely of local origin.
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Fig. 14. Recurrence plots of Kutaisi (left figure) and Thilisi (right figure) daily mean temperatures data, 1936-
2006.

The ordering strength of temperature time series vary in time revealing existence of low-
dimensional processes close enough to multi-scale quasi-periodicity (Fig. 15). The physical mechanism
of such time-dependence is not clear: some of them can be connected with North Atlantic, Pacific
Decadal or El Nino (NAO, PDO or ENSO) cycles.
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Fig. 15. Recurrence quantification analysis of daily mean temperature data Tbilisi 1981-2006, calculated for
consecutive 5 year windows by one year step. Lower curve shows randomized time series.

We suppose that besides local peculiarities leading to different levels of ordering in the West
and East Georgia there are some global factors leading to similar type of time-dependent dynamics in
the both parts of country.For time scales larger than one year process always looks as strongly
antipersistent, i.e. at this time scales stability of observed trends is questionable and inversion of
observed trends is a typical feature of dynamical process.

Using nonlinear methods a small increase of temperature can be predicted in both parts of
Georgia for the next 10 years and this process is not affected by different noises contained in existing
data sets (Fig. 16 a).
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Fig. 16 a. Weak positive trend in the forecasted for 10 year Tbilisi daily mean temperatures data sets.
Forecast was made based on Tbilisi mean daily temperature time series from 1881 to 2006.
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The program package Drought Assessment Package Application (DAP APP) was compiled to assess

the recurrence of droughts in a given area. Program package presents easy-to use friendly toolbox
working with time series. Application is designed to work with TXT or DAT files which contain for
example temperature or precipitationmeasures.Input files should have only one column.This package
includes different popular instruments for data analysis:

1.

N LR W

Recurrent Plots (RECURRENCE PLOT tab menu) and Recurrent Quantification Analysis
(RQA)

Detrended Fluctuation Analysis (DFA tab menu),

Power Spectrum and Histogram (HISTOGRAM/POWER SPECTRUM tab menu);

Correlation calculation (CORRELATION DIM/AUTOCORRELATION tab menu),

Lyapunov exponent calculation (LYAPUNOV EXPONENT tab menu);

Stationary test (STATIONARY TEST);

Here we show only the results on the recurrence of the droughts defined as days with temperature
higher then 30°C of various durations using Tbilisi data.We took only summer month from Tmax daily
series and calculated duration of droughts (in days) with max temperature (Tmax) higher than 30 C° in
summer months.

Data sets

Fig.1. Duration of periods with Tmax higher 30 C° versus period number of period with Tmax higher
than 30 C°, which can contain m = 2, 5,10,....35 days.

As a result we get Tmax duration series versus period number, which is depicted on the Fig.16b.
Note, that the number of periods with Tmax higher than 30 C° are not uniform - so the X-axis shows
only the number of high temperature period, which can contain m =2, 5, 10,.....35. days.
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Fig. 16 b. Frequency-Intensity Estimate Plot: a) linear plot of number of droughts N in five years (i.e.
drought rate) with duration more than 2days versus corresponding durations (intensity of droughts); b)
the same in semilog scale - log N versus intensity with straight line approximation for all intensities; c)
the same as 7b with straight line approximation for intensities from 2 to 15 days.

Frequency-Intensity Estimate Plot or plot of number N of droughts in 5 years (i.e. drought rate) with
duration mmore than 2, 5, 10, 15, 20, 25, 30, 35 days versus corresponding durations (intensity of
droughts (Fig.2 a, b, ¢) of high-temperature periods was done on duration series (Fig. 1).It manifests
the presence of heavy-tail i.e. different statistics for extreme events (long droughts) with duration larger
than 15 days (Fig. 2 a). We observe that up to period length equal to 15 days, relationship between
occurrence of high-temperature periods and period lengths is very well approximated by exponential
function (Fig. 2 ¢) and recurrence time Tr can be accessed accurately for 15-days droughts. For
example, 15 days drought reoccur as (antilog(log0.3))/5 (1/year) = 2/5= 0.4 (1/year) or Tr = once per
twoand a half years. The linear approximation for a whole semilog plot (Fig. 2 b) is much less accurate
and for 15 days drought reoccurrence we get (antilog(log0.6))/5 (1/year) = 4/5 = 0.8 (1/year) or Tr =
once per year and for droughts with duration 35 days ((antilog(log(-0.35)))/S (1/year) =0.45/5 (1/year)
=0.09 /5 (1/year) ~ 0.1 (l/year) or Tr = once per ten years, which is less than observed data.
According to observed data ((antilog(log(0)))/S (1/year) = 1/5 (1/year) or Tr = once per five years.

5. Pan-European and nation-wide landslide/debris flow susceptibility assessment

The earth surface is not static but dynamic, and landforms change over the time as a result of
weathering and surface processes (i.e., erosion, sediment transport and deposition). These changes have
the potential to cause significant harm to civil engineering projects as they resulted into different
hazardous processes, i.e. landslides, which are important natural geomorphic agents that shape
mountainous areas and redistribute sediment]. Landslides are commonly responsible for significant
losses of money and lives, and the severity of the landslide problem became worsens with increased
urban development and change in land use.

In Georgia, where up to 80% of the territory is mountainous and more than 30% of settlements are
located in the high mountains (above 1000 m altitude) the slope stability is recognized as the problem
of high importance. Investigations, carried out in last decades, show that the negative impact of
landslide activities becomes perturbing almost all over the territory of Georgia.
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The goal of the project was to compile a new maps of landslide, derris-flow and rock-falls
susceptibility (hazard) map following standards of Pan-European map.

The following dataset has been collected during preparation period:

1.

DTM (Digital Terrain Model) — The digital elevation model of the territory of
Georgia(extracted from Aster Satellite mission (ASTER: Advanced Spaceborne Thermal

Emission and Reflection) (http:/asterweb.jpl.nasa.gov/). From DTM data one of the main

factors - the terrain’s slope model was compiled (Fig. 17).
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Fig. 17. The terrain’s slope model of Georgia — one of the risk factors.
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6.
7

Rivers network of teritory of Georgia (the database have been extracted from 1:50 000
topographic map)

Engineering geological structure’s map of Georgia (the database have been created based on
the Engineering geological map of Georgia of 1:200 000 scale)

Active tectonic faults database of Georgia (created from geological map ofGeorgia 1:200 000
scale)

Soil types map of Georgia (1:200 000 scale database)

Land use database (Terra modis dataset) (http://modis.gsfc.nasa.gov/)

Landslide inventory databases, compiled using different sources (around 500 events).

The next step, after data colection and processing is parametrisation of the factors” maps. For

this goal the analysis of different factors’ maps have been carried out. For this goal the expert
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judgment and knowledge have been used. Each factor map was classified and for each classes the
value from O-to 100 have been graded, where O-is absence of the class to produce mass movement.
and 100 is the highest value of formation which should produce mass movement.

The parameterized maps have been reworked into raster type maps with 30m resolution
and methodology have been tested using all (9) parameters. The combining of the selected
parametrical maps carried out usingArc-Gis. The maps have been combined using different types of
weight of each parameter. In the table 2 the numbers of models are shown with parameter’s

weights for landslides.

Table2.Model parameterization of factors’ weights for landslides(%).

1 2 3 4 5 6 7 8 9
1 Geology 20% 20% 20% 25% | 20% | 20% | 20% | 20% | 20%
2 SLOPE 20% 20% | 20% | 20% | 20% ii—‘
3 land_Use | 15% 15% 15% 10% | 10% | 20% | 10% | 15% | 15%
4 Soil 12% 12% 15% 15% | 15% | 10% | 10% | 12% -I
5 Fault 5% 5% 5% 5% | 5% |5% |5% |5% |5%
6 RIVER 5% 5% 5% 5% | 5% |5% |5% |5% |5%
7 Dem 10% 10% 10% 10% | 10% | 5% | 5% 15% | 10%
8 ASPECT 5% 5% | 5% | 5% 5%
9 Water 10% 15% 10% 10% | 10% | 10% |20% |10% | 5%
erosion
% 100 100 100 100 | 100 |100 |100 |100 | 100
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Fig. 18. Landslide susceptibility map of Georgia.

mudflow hazard map
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Fig. 19. Mudflow susceptibility map of Georgia.
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6.

The resulting prognostic maps 18, 19 are much more detailed than previous ones and are in
good correlation with the data on occurred events (Fig. 20).
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Fig. 20. Landslide susceptibility map in combination with occurred landslide events dataset.

European Landslide Hazard Maps including Triggering factors: precipitation and seismic hazard
(preliminary results)

As a rule compilation of theoretical landslide/debris-flow hazard maps is founded on the
analysis of several permanent factors, such as the slope of the hill, mechanical properties of
geological formations etc. These factors are stationary and do not take into account impact of
such important triggering agent, as precipitation. On the other hand it is well known that the
occurrence of landslides/debris-flows critically depends on the precipitation, which usually is
considered as one main triggering factor. The impact of triggering agent can be implemented
into mass-movement stationary hazard assessment merging, for example, standard landslide
hazard map with a long-term (100 years long rx5 days) rainfall data; precipitation intensity map
for 100 years is practically a stationary map. Of course, it is necessary to establish some
gradation rule, characterizing hazard increment with a long-term rain intensity and duration
(thresholds).

Stationary Forecast for triggering factor (precipitation). This approach uses the long-
term (e.g. for 100 years) local precipitation or soil wetness data as an additional quasi-stationary
factor (Fig. 21), which can be added to a standard list of factors: slope, geology, etc, which are
used in compilation of standard landslide/debris-flow (Fig. 18). For inclusion of precipitation
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triggering effects we use the map of maximum 5-day precipitation for 100 years return period in
Georgia (Atlas of Natural Hazards and Risks in Georgia. 2012).

Possible maximum 5-day precipitation (Rx5) for 100 year return period ~ Legend
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Fig. 21. Map of maximum 5-day precipitation for 100 years return period in Georgia.

Fuzzy Logic (FL) Approach. First we choose the fuzzy sets (linguistic terms)that describe the linguistic
variable precipitation:low, medium, high, very high. For linguistic variable landslide let be low,
medium and high.

The next step is to construct IF - THEN fuzzy rule base, where IF-part includes two variables -
precipitation and landslide. They are input variables and the one output variable is hazard. The
following case - IF precipitation is variable “medium” and landslide variable is “low’ - THEN hazard is
low - is one example of such rule.

The above approach was first used for compilation of the stationary map of landslide hazard
map of Georgia (Fig. 18) merged with the average multi-year distribution of the maximum amount for
5-day precipitation 100 years' return period maps of precipitation in Georgia, which also can be
considered as a stationary map (Fig. 21). The multi-year, everyday measurement data of precipitation,
obtained from the 83 meteorological stations, has been used for calculation of fuzzy logic rules for 100
years periods.

As a result of fuzzy merging stationary maps of landslide hazard and precipitation the stationary
map of landslide and mudflow hazards taking into account triggering factor - precipitation - was
compiled (Fig. 22).
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Fig. 22 Landslide hazard map of Georgia including precipitation factor (preliminary version)

It is evident that taking into account precipitation factor changes configuration of hazardous
zones, namely, due to precipitation factor some hazardous zones are upgraded from nto (n+1)grade
higher hazard zone (i.e. middle hazard to high hazard etc). In the landslide hazard map two more
gradation —“very high” and “extreme hazard” was added, which take into account precipitation factor.

At present the center works on development of a new debris flow/landslide hazard maps, which
will take into account very important factor: precipitation (intensity and duration) more exclusively as
well as the seismic impact. In the former problem the space data on precipitation will be used.

7. Cost-effective telemetric monitoring and early warning complex systems (arrays) with
high-tech elements for signaling mass-movement (preliminary results).

The cost of precise enough monitoring/early warning system (EWS) equipment is as a rule very
high (of the order of hundreds of USD) and it is practically impossible for developing countries to
purchase even one system. If we take into account that the number of mass-movement dangerous
sources is huge - only in Georgia there are 40000 of potential debris flow/landslide sources - the
financial expenses are unaffordable. Thus, the multitude of dangerous sources, a need of covering the
source area by many sensors, expensiveness of supporting personnel for a long period at potential
mass-movement areas, growing number of exposed vulnerable objects and limited resources of
developing countries, which are most prone to mentioned hazards, call for developing cost-effective
and the same time accurate automatic monitoring/early warning telemetric systems. The network
approach is important, as the mass-movement in the debris flow/landslide area is as a rule very
heterogeneous and with a small number of sensors the system can miss the initiation of dangerous
event.Fusion of these apparently conflicting concepts (cost-effectiveness and accuracy) became
possible due to the progress of modern high-tech systems.
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The main ideas in developing our EWS are: Cost-effectiveness and low power consumption;
choosing informative parameters to monitor; modern sensors; micro-board for acquiring and processing
information from sensors, autonomous power source; telemetric signal transmission system;
analysis/decision making system.
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Fig. 23. The results of monitoring precipitation and mass-movement (U.S. Highway 50, California,
http://landslides.usgs.gov/monitoring/hwy50/yearly.php), which show that before initiation of
movement there is intensive precipitation (it can serve as long-term precursor). After exceeding
threshold precipitation the mass movement is initiated.

The choice of precursory physical field is important: the precursors should be informative for
diagnostics and easily measurable. The results of monitoring (U.S. Highway 50, California,
http://landslides.usgs.cov/monitoring/hwy50/yearly.php), show that before initiation of movement
there is intensive precipitation (it can serve as long-term precursor). After exceeding some threshold
value of precipitation the mass movement is initiated (Fig.23).

Accordingly, the suggested debris flow/landslide EWS network includes monitoring of two

main factors, leading to mass-movement: humidity/pore pressure/conductivity of the soil (as a
relatively long-term precursor, after which will be issued long-term alarm - WATCH) and
displacement/acceleration/acoustics caused by initiation of mechanical motion (as a short-term
precursor, after which will be issued short-term alarm - DANGER).

Humidity sensor: The principle is to monitor the difference in ultrasonic wave amplitudes in
mutually normal directions depending on the soil humidity. For this the signal from the ultra-sound
wave (USW) transducer is received by two USW sensors, disposed frontally and normally to the
direction of the emitted wave (Fig. 24). In water the amplitudes in both directions are the same, as the
pressure is distributed uniformly in the volume. In the water-saturated soil we expect to obtain the

similar behaviour in contrast to dry environment, where the amplitudes in these two directions are
27



expected to differ significantly. The USW method was chosen because, conductivity sensors, though
very sensitive, are unstable due to the electrodes’ degradation/corrosion.

Mechanical motion sensors: MEMS:*“ Micro-electromechanical Systems (MEMS) are miniature
devices comprising of integrated mechanical (levers, springs, deformable membranes, vibrating
structures, etc.) and electrical (resistors, capacitors, inductors, etc.) components designed to work in
concert to sense and report on the physical properties of their immediate or local environment, or, when
signalled to do so, to perform some kind of controlled physical interaction with their immediate or local
environment.

MEMS-based solutions yield product cost advantages for a given functionality; employing
MEMS devices usually results in a reduced price for a given product, and MEMS components typically
demonstrate less power consumed per a given function than do other, macro-based solutions; and the
fact that MEMS device and product reliability is as good as any reliability can be.” The MEMS chips,
upgraded to full-scale accelerometers are shown in Fig. 24.

Fig. 24. Left: Array of Micro-accelerometers with MEMS sensors; right:  Soil Humidity sensor: cell,
USW transducer and USW receivers.

Laboratory testing of humidity sensor: Testing soil (sand) wetness using orthogonally oriented
USW ratio, =40 KHz. USW amplitudes in orthogonal directions in dry and fully saturated soil differ
significantly from 1:5 for dry tol:2 for saturated state; to us, this is the state, when the long-term alarm
(WATCH) should be declared (Fig. 25)
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Fig. 25.USW amplitudes in orthogonal directions in dry (upperplot) and fully saturated (lower plot)
soil.

Differentialaccelerometry. In complex with displacement and soil wetness measurements the
method of differential accelerometry will allow us monitoring of landslide/debris flow motion initiation
processes. For this one accelerometer is be grounded in the stable area and the other one (or the array of
accelerometers) — on the potential landslide body. The differential signal between fixed and moving
devices can be used for early warning on initiating disaster (Fig. 26).

E————

Fig. 26. Left: Both accelerometers are rigidly connected during motion — no differential signal.; right:
differential signal between fixed and moving sensors (maximal displacement difference between
sensors - lmm)

Testing accelerometers and acoustic sensors on Burridge-Knopoff model:The well known theoretical
Burridge-Knopoft model of seismicity is applicable also to landslide motion. Accelerometers are fixed
on the sliding blocks connected by springs (Burridge-Knopoff model) and placed on the lower fixed
block. The fixed block can be horizontal or inclined to model landslide motion (Fig. 27). Fig. 28
presents the results of testing a simple Burrridge-Knopoff model on one block-horizontal system:
recordings of acceleration, acoustic emission (AE) and the pulling force on the spring (see location of
the sensors in Fig. 27)
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Fig. 27. The array of three accelerometers fixed on the three sliding blocks connected by springs
(Burridge-Knopoff model) and placed on the lower fixed inclined block. Two AE sensors are mounted
on the fixed block.
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Fig. 28 Burrridge-Knopoff model-one block-horizontal system: recording of acceleration, acoustic
emission(AE) and the pulling force on the spring (see location of the sensors in Fig. 27)

8. Activity related to risk culture and public safety
A supplementary textbook for Universities “Geophysical Methods in Ecology and Catastrophe
Management” in Georgian was prepared and published in 2003 (author T. Chelidze).
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In 2013 were edited and printedpopular brochures in Georgian: “Surviving disasters: a pocket guide
for citizens” and “Basic knowledge on nuclear hazards: lessons of Chernobil and Fukusima”(Fig. 29).
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Fig. 29. Title pages of popular brochures in Georgian: “Surviving disasters: a pocket guide for
citizens” and “Basic knowledge on nuclear hazards”.

The brochures have been distributed to a wide audience: teachers of high schools, Universities
professors, students, governmental authorities, etc.

A web-page on “Hazards and Risks of Large Dams” has been compiled and implemented into
the web-site “Be Safe Net”

9. Publications of the Centre
Geodynamical Risks of High Dams. Tbilisi. 2002. Bakur Sulakauri Publ. House (In Russian)
Study of Earth’s crust tilts in the area of high Enguri dam. T. Matcharashvili, T. Chelidze,
V.Abashidze.2003. Geophysical Journal (Ukraine, in Russian), v. 25, Ne3,153 — 158.
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I'PY3UHCKOMY CITEHUAJTIM3UPOBAHHOMY LIEHTPY COI'JIAIIEHUA 110 BOJIBIIIMM
KATACTPO®AM COBETA EBPOIIbI - 20 JIET

Yenunze T.JI., Abammnze B.I'., Mavapamsunu T.H., Harypus T.A. Hamanameunu T.O.,
Amupanamsmiu A.I'., XKykosa H H., Henunze 3.T., Bapamawmsuiu H. /.

Pedepar

B nHos16pe 1995 roma Ha coOpaHMM MOCTOSTHHBIX MPENCTABUTENEH CTPaH-YYACTHUKOB COTJIAIICHUS
no 6onpimum karactpodam Cosera EBpomnsl Obuto paccMoTpeHo npeasioskenue ['py3un o co3ganuu B
I'py3un CrnenmanusupoBaHHOTO LHEHTpa «I €ONMHAMUYECKNUN PUCK BBICOKUX IJIOTHUHY.

IIpennoxkenue OBUIO PACCMOTPEHO M OA00peHo 3Kcrmepramiu, (ppaHmy3ckumu mnpodeccopamu A.
I'ybe u XK. bena, nocne yero B nexabpe 1996 roaa mo perueHuo Munucrepcrsa OXpaHbl OKpYIKaroImeit
cpenst ['py3un mpu Muctutyre reopusnku AH I'py3uu 6but coznan Crnennanu3supoBaHHblil LeHTp. B
nanHoe Bpemst LIeHTp mmeer cTaTyC BHEroCy1apCTBEHHOTO IOPUANYECKOTO JIUIIA.

ITo maneim rpanTam cornamenwus mo OonbmuM karactpopam Cosera EBpOMBI BHITONHEHO CBBIIIE
20 IpOEKTOB, Cpenu KOTOPhIX HEOOXOIUMO OTMETUTH!

. CO371aH MEKIYHAPOJHBIN MOJUroH BhICOKOH rmiotuHel UHrypu-(Enguri Dam International Test
Arec — EDITA);

. Ha Uarypu I'DC coszmana u ¢ 2010 roga HempepelBHO padoTaeT ACWUCTBYIOLIAs B PEATHLHOM
BPEMEHH CHCTEMa aBTOMATHYECKOTO TEJIEMETPHUECKOTO MOHUTOPHHTra aedopmaruii  OONbIIux
WHKEHEPHBIX OObEKTOB;

. B COTPYIHHUYECTBE C TPY3UHCKUMH, a3epOaiiPkaHCKUMHU U apMSHCKUMU KOJUIETaMH W3J1aH aTJiac
GIS ecrectBennbix karactpod FOxxuoro KaBkasa, B KOTOPOM NPEACTABIECHbI KaPThl CEHCMHYECKUX,
OTIOJI3HEBBIX, CEJIEBBIX, JJABUHHBIX OMACHOCTEN,

.OLIEHEeHA TIOBTOPSIEMOCTD 3aCyX U M3MEHEeHHMs kiumara B [ py3un;

. C TOMOIIBI0 COBPEMEHHBIX KOMITBIOTEPHBIX TIPOTPAMM OCYIIECTBICHO MOACIHPOBAHUE
3aTOIUIEHHS], BLI3BAHHOTO BO3MOKHBIM MOBPEXKIECHUEM TUIOTUHBI IHTYpH;

. COCTaBJIEHbI KapTbl CEHCMUYECKONH OMACHOCTH, MUKOBOTO U CHEKTPAJIBHOIO YCKOPKEHUH AJIs
paniona ruiotuHbl MHrypu, u3ydeHa T.H. MHAyLUPOBAHHAs CEHCMUYHOCTb, BbI3BAHHAS CO3JAHUEM U
3KCIulyaTauuen pesepsyapa Uuarypuy,

. B COTpyIHHYECTBE ¢ reomopdoiornueckum Hentpom Opanuuu-EBpona B maHEBpONEiHcKOM
CTaHAApTe CO3/1aHa KapTa OMOJI3HEBBIX U CEJIeBbIX OonacHocteit I py3un.
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Abstract

Synchronization phenomena are encountered in various fields, from mechanics to biological
and social processes. In the paper, the results of laboratory experiments on the mechanical and
electromagnetic synchronization of mechanical instability (slip) of a slider-spring system consisting
of basalt blocks are presented. Slip events were recorded as acoustic emission bursts. The data
allow delineating the synchronization region in the plot of forcing intensity versus forcing
frequency for both mechanical and electromagnetic synchronization. Experiments are compared
with theoretical models.

Introduction

Synchronization is encountered in various fields, from mechanics to biological and
economical processes (Pikovsky et al., 2003; Blekhman and Rivin, 1988). One important domain is
the synchronization of seismic process and its small scale model - stick-slip by a weak external
forcing (Scholz, 2003; Beeler and Lockner, 2003, Bartlow et al., 2012). As the Earth is embedded
in the oscillating field of different origin with extremely wide range of frequencies, from seconds to
months and years, synchronization is possible in many geophysical processes. For example there
are a lot of observations that seismic activity is coupled with the action of such weak oscillating
fields as Earth tides, solar activity, atmospheric pressure, electromagnetic pulses (storms), seasonal
variations, and reservoir exploitation. The intensity of stress, invoked by these superimposed
periodical mechanical or electromagnetic (EM) oscillations is as a rule much smaller (of the order
of 0.1-1 bar) than that of the main driving force — tectonic stress (Prejean and Hill, 2009).
Nevertheless, finally, this weak interaction may invoke the phenomenon of synchronization, at
least, the so called phase synchronization — PS (Rosenblum et al., 1996). It is evident that these
phenomena cannot be understood in the framework of traditional linear approach and that such high
sensitivity to weak impact imply essentially nonlinear interactions (Kantz and Schreiber, 1997).

It should be mentioned that the papers devoted to theoretical nonlinear analysis of natural
(non-forced) stick-slip equations (Becker, 2000) demonstrate beautiful phase plots with typical
attractors. Similar results are obtained in theoretical studies of stick-slip under periodic forcing
(Savage and Marone, 2007; Capozza et al., 2011), but the same authors also illustrate that obtaining
such clear nonlinear patterns in experiments on physical models is very difficult due to a strong
noise caused by the irregularity of slip surfaces of fixed and sliding blocks. In the present paper the
results of laboratory experiments on the mechanical and electromagnetic (EM) synchronization of
mechanical instability (slip) of a slider-spring system consisting of basalt blocks are presented and
an attempt is done to find corresponding nonlinear dynamics patterns of natural and periodically
forced stick-slip process, such as Arnold’s tongues, Recurrence Plots etc.

Theoretical Models

The natural stick-slip can be approximated by relaxation process, where quasi-periodic
sequence of slow accumulation of stress (stick phase) is followed by fast stress-drops or slips
(Chelidze et al., 2010b) and is considered as an autonomous oscillator with a natural frequency wo.

35



The (periodically) forced stick-slip process is an example of the integrate-and fire oscillator under
periodic forcing. There are many papers devoted to the problem of forced stick-slip (Beeler and
Lockner, 2003, Bartlow et al., 2012; Johnson et al., 2013; Capozza et al., 2011; 2012; Savage and
Marone, 2007; Guyer et al, 2013). The most general approach to a problem of forced autonomous
oscillator is presented in Pikovsky et al., (2003): according to it the autonomous oscillator with
natural frequency wo subjected to a weak forcing of frequency @ and intensity I changes its
frequency wo to some different value Q. The difference (w—w,) is called detuning: on the plot of |

versus o the area of synchronization of autonomous oscillator forms an inverse bell-shape (or
triangle) area, so called Arnolds' tongue (Arnold, 1983) with a minimum at (w—w,) =0, i.e. at the

point where forcing frequency is close to the natural frequency of oscillator (Fig. 1a); as the
detuning increases, you need stronger forcing and at very large detuning synchronization became
impossible. In many cases the phenomenon of high order synchronization can be observed at
multiples of natural frequency wo (Pikovsky et;ll., 2003; Chelidze et al., 2010a,b).

Frequency
independent
Frequency-
intensity
dependent
w()
w, l
a) b)

Fig.1. Different models of synchronization area: (a) Arnold's tongue - the region on the plot of
intensity | versus frequency o of the external forcing, where synchronization of occurs in the
presence of noise; wo is the frequency of forcing when the minimal intensity lo is needed for
synchronization (in absence of noise lo equals zero); (b) nucleation or Scholz (2003) model - on the
plot of | versus ® the correlation (synchronization) area is similar to Arnolds' tongue only at low
forcing frequencies @ < @, and at high frequencies the correlation of slips with forcing became

frequency independent.

On the other hand in geophysical research the different (nucleation or Scholz) model of
forced stick-slip is developed: according to it the plot of | versus w (the correlation/synchronization
area) is similar to symmetric Arnolds' tongue only at low forcing frequencies @ < w,and at high

frequencies the correlation of slips with forcing became frequency independent (Fig. 1b). For
explanation of such asymmetry the concept of slip nucleation phase (time) is introduced (Scholz,
2003). According to this model if the period of forcing is greater than the slip nucleation time,
nucleation does not hamper synchronization; but if the forcing period is less than nucleation time,
the slips cannot follow forcing oscillations (detuning is too large), hence much higher intensity of
forcing is needed to correlate slips with forcing. The above model was used to explain the lack of
(or insignificant) correlation of earthquakes' occurrence with tidal stress variations (Beeler and
Lockner, 2003; Scholz, 2003): according to them tides' period (hours) is too short compared to
significant earthquake nucleation time (months, years).

Laboratory experiments on forced stick-slip (Beeler and Lockner, 2003; Bartlow et al.,
2012; Savage and Marone, 2007) seem to confirm indeed that stick-slip synchronization area is
strongly asymmetric like in Fig. 1b.
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Our study is aimed to demonstrate the relevance of the presented models to laboratory
experiments on the forced stick-slip.

Laboratory Experiments and Interpretation.
Experimental set up:

Experimental set up in synchronization experiments represents a system of two horizontally
oriented plates of the same roughly finished basalt. The supporting and the slipping basalt blocks
were saw-cut and roughly finished. The height of surface protuberances was in the range of 0.1-0.2
mm. A constant pulling force F, of the order of 10 N was applied to the upper (sliding) plate; in

addition, the same plate was subjected to periodic mechanical or electric perturbations (forcing)
with variable frequency (from 10 to 120 Hz) and amplitude (from 0 to 1000 V in case of EM
forcing or applying from 0 to 5 V to a mechanical vibrator in case of mechanical forcing).
Mechanical pull from both these forcing were much weaker (of the order of 103-10#) compared to
the pulling force of the spring.

Slip events in synchronization experiments were registered as acoustic bursts by the sound
card of PC (upper channel in Fig. 2) and the EM or mechanical forcing was recorded on the second

channel (lower channel in Fig. 2).
1 | 800002100
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a) b)
Fig. 2. Synchronization of stick-slip by EM forcing. The upper trace is records of AE signals
generated by slips; the lower channel records EM forcing; a) non synchronized (zero forcing,
AV =0) and b) synchronized stick-slip process (forcing = 1000 V). The vertical axis shows the
intensity of signal in dB and horizontal axis shows the time in msec.

Details of the setup and technique are given in (Chelidze et al., 2002; Chelidze and
Lursmanashvili, 2003). In order to pick the phases of Acoustic Emission (AE) signals’ relative to
forcing phase onsets more precisely, a special package was developed for reducing the level of
ambient noise (Zhukova et al., 2013): the result is shown in Fig.3.

Due to this methodology the weak AE signals created by microslips or precursor AE
(Johnson et al., 2013) were filtered from the processing and only strong events generated by large
Charaslips were selected (Fig.3).
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Fig. 3. Filtered (top) and original unfiltered (bottom) records of AE signal during stick-slip.

Synchronization of oscillating autonomous system of natural frequency o, by forcing
frequency @ results in modification of systems’ natural frequency o, to the so called observed

frequency Q. In our experiments the following parameters were varied: i) the frequency, o of
superimposed periodical perturbation; ii) the amplitude of the external excitation or forcing (in case
of electromagnetic forcing V, is the voltage applied to electrodes glued to contacting surfaces of

fixed and pulled blocks; in case of mechanical forcing V is the voltage applied to mechanical
vibrator).

Measuring synchronization strength:

Last decades several new approaches were suggested to quantify the
complexity/synchronization of processes by analysis of measured time series (Blekhman, 1988;
Pikovsky et al., 2003; Chelidze and Matcharashvili, 2015). The possible measures for
quantification of synchronization are: generalized phase difference; mutual information; conditional
probability of phases; flatness of stripes of synchrograms or stroboscopic technique; coefficients of
phase diffusion (Chelidze and Matcharashvili, 2013, 2015). The other methods stem from the
information theory including Shannon or Tsallis entropy, algorithmic complexity etc. It should be
stressed that both laboratory stick-slip and EQ source evolution can be considered as the integrate
and fire type processes, where the acoustic/seismic signals contain well-defined marked events
corresponding to slips/acoustic bursts. To deal with relatively short time series new tests have been
proposed such as recurrence plots (RP) and recurrence quantitative analysis (RQA). In the case of
very restricted statistics (tens of events) less demanding methods, such as Shuster test (Schuster,
1897) can be used.

Synchronization at electromagnetic forcing - Arnold’s tongue:
The example of synchronized and non-synchronized stick-slip at electromagnetic (EM)
forcing are shown in Fig. 2. The electric field in this case was normal to the sliding plane.

Synchronization was observed only at some definite sets of parameters (spring stiffness K, forcing
frequency f , forcing intensity AV,). Several methods were used for measuring synchronization

strength depending on forcing parameters, which are presented in Chelidze and Matcharashvili
(2013, 2015), Chelidze et al., (2002, 2003, 2005, 2010a,b).

Here we focus on the “phase diagram” for variables f and AV, or so-called Arnold’s

tongue (see Pikovsky et al., 2003), which is presented in the Fig. 4.
The minimum forcing intensity AV, ~400V needed for a strong synchronization

corresponds to the forcing frequencies in the range 60-80 Hz.
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Fig. 4. Stick-slip synchronization area (Arnold’s tongue) for various intensities (V,) and
frequencies ( f ) of the external periodic EM forcing. Filled circles — strong, circles with crosses —
intermittent and empty circles — absence of synchronization (Chelidze et al., 2003, 2005, 2010a,b).

In our experiments with EM forcing besides (1:1) locking the high order synchronization
(1:n) was also observed, where n >1 is the number of synchronized slips generated by one forcing
period (Chelidze et al., 2002, 2003, 2005, 2010 a, b, 2015).

Synchronization by mechanical forcing:

Weak mechanical periodic perturbations also imposes ordering on the slip, namely a phase
synchronization. Mechanical forcing was realized by the vibrators of geophone “CB-5” or “CB-20".
The intensity of mechanical vibration was regulated by the voltage V applied to the vibrator. In our
experiments with mechanical forcing as a rule the high order phase synchronization (HOS) was
observed, namely, the triggered slip occurred only after several tens of forcing periods. High-order
synchronization means that the forcing (@) and observed (Q ) frequencies in the system are related
to each other by some winding ratio (n+m) that is nw=mQ (Chelidze et al., 2010a,b). The
winding ratio n+m at mechanical forcing was in the range 80:1 to 200:1, depending on the
experimental conditions.

The stick-slip experiments with mechanical forcing were carried out at following
parameters: the stiffness of the spring, K, =235.2 N/m; the voltage applied to vibrator was 0.25V,

05V,0.75V, 1V, 15V, 2V, 25V 3V, the frequency of forcing was varied in the range 5-120 Hz
and the natural frequency of the sensor was 20 Hz.

In order to assess the strength of phase synchronization phase differences between the
phases of periodic forcing signal and the onsets of AE burst were picked out (in Figs. 5 a-h on X
axes are shown phase differences value and on Y axes — the number of events in a bin; bin is taken
equal to 1/15th of the forcing period) and the corresponding histograms were compiled; the binned
distribution was approximated by parabola.

As a model for the phase distributions of events a polynomial of the second degree
(parabola) was used:

f(x)= p1X2 + P X+ Ps
The parabolic plot is considered as a proxy of probability density function (PDF) of a
number of AE signals in the certain range of forcing phases Yi : the width of parabola is a proxy of
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PDF width. The optimal parameters p,, p,,p,.... of the polynomial were calculated using the least
squares method for minimization of the residual between parabola and experimental values R:

n 2
R? = Zizl[yi _(plxi2 + P X + ps)]
Where Y; is the number of events in the i""bin, i - is a bin’s current number.
The width of the parabola depends on the parameter p,. The half-width of the parabola (a proxy of

half-width of PDF) is equal to % 0.
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Fig. 5. PDF of number of AE signals in the certain range of forcing phases (in 1/15th bins of the
forcing period) for the stiffness of the spring K, =235.2 N/m and forcing 1V (natural frequency of
sensor 20 Hz). Forcing frequencies: (a) 5Hz; (b) 10Hz; (c) 20Hz; (d) 30Hz; (e) 40Hz; (f) 50Hz; (g)
80 Hz; (h) 120 Hz.

In order to assess the strength of phase synchronization and compile the Arnolds' plot phase
differences between the phase of periodic forcing signal and the onset of AE burst was picked out
and the plots of probability density functions (PDF) of number of AE signals at certain phases of
forcing (in bins of period) were constructed (Fig. 5 a-h).
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Arnold’s tongue at mechanical forcing:

For randomly distributed AE signals PDF plots are almost flat and for increased strength of
synchronization are bell curve like with the half-width depending on the synchronization strength.

The data obtained allow construction of phase space plot of synchronization strength
dependence on intensity and frequency of forcing or Arnold’s plot (Fig.6). Hollow rings mean
absence, rings with crosses — moderate and filled rings — good synchronization.

The minimum forcing intensity needed for a strong mechanical synchronization corresponds
to the forcing frequencies 20-40 Hz, which is not very far from the optimal forcing frequencies at
EM synchronization — 60 Hz (Fig. 4). The filled dots correspond to good synchronization, hollow
dots — to absence and dots with crosses — to moderate synchronization.

We guess that the similarity in optimal forcing frequencies can be related to the identity of
configuration of sliding and fixed blocks of basalt as well as to closeness of other stick-slip
parameters (spring stiffness, drag velocity etc) in both EM and mechanical synchronization
experiments.

Obtained results confirm the inverse bell-shape configuration of the mechanically forced
stick-slip synchronization area similar to EM forcing data. The minimal forcing frequency/intensity
required for synchronization should provide optimal friction conditions or friction stabilization
(Cochard et al., 2001; Capozza et al., 2012). Here we'd like to comment that friction stabilization by
weak periodic forcing does not mean complete elimination of stick-slip: experimental data (Fig.3 in
Cochard et al, 2001,) show that even at minimal friction in forced experiments there are still small
scale synchronized stick-slip events; so instead of the term friction stabilization it seems better to
use the term stick-slip minimization or stick-slip quantification.

3 \ «1.(242 0.0.043 ().1248 0.()‘)66 0..01 068
Z
2.5 \ o.u.o4x 0.1247 0.0.092 0.0:52 u‘o.usv //
/
’; -] \\ 0.1242
<]
Z 1.5- 0(3]84 01&54 0.(241 “C'S;
o Lo
@)
% 1— u.(gm.% 2 0,(265 0.(&65 0.%}2 0.21 0.34
=4 S
0.5 059 063 o.ogsl o.aos 0.03 0.21
0.5
O
0 ' T ; T ' |
0 20 40 60 80 100 120
. FREQUENCY (Hz
Fig.6. *. (Hz) Phase

space plot of synchronization strength (Arnold’s tongue) expressed as half-widths % p, of parabola
plots (proxies of PDFs) in Fig.5 a-h for the spring stiffness K, =2352 N/m. Hollow dots mean

absence (half-width %pl >0.014), dots with crosses — moderate 0.012< % p, <0.014 and filled

dots — good synchronization. % p, <0.012.
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In addition to Arnold’s plot some other nonlinear tests were performed, namely Recurrence
Plots (RP) were composed and corresponding Recurrence Quantitative Analysis (RQA) was
performed (Marwan et al, 2007; Webber, Marwan, 2015) using Visual Recurrence Analysis (VRA)
tools (Kononov, 2006). RP plots for original data contain horizontal and vertical lines/clusters,
which mean that during both natural and driven stick-slip some states are “laminar”, i.e. they
change slowly or do not change at all. We can attribute laminar states of AE waiting times to the
periods, when the upper plate is stuck till strain from the spring became equal to friction force.

Recurrence Plots for various frequencies and constant forcing intensity 1.5 V show clear
recurrence structures at frequencies 20-40 Hz, which are fading at higher frequencies (the plots
became similar to RP of random sequence) in accordance with the Arnold's plot (Fig. 6).
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Fig. 7. Recurrence plots of slip-generated AE signals (original sequence of events) for the stiffness
of the spring K,=235.2 N/m and forcing 1.5V (natural frequency of sensor 20 Hz).
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Synchronization at forcing frequencies: 20Hz (a); 30Hz (b); 40Hz (c); 50Hz (d); 80Hz (e); 120Hz
().

Calculation of quantitative parameter (namely the percent of determinism %DET) of
recurrences at various frequencies and intensities of forcing by RQA approach (Marwan et al,
2007), presented in Fig. 8, show that the %DET significantly increases in the frequency range from
20 to 60 Hz and at intensities of forcing larger than 0.5V, again in accordance with Arnold's plot

(Fig.6).
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Fig.8. %DET versus the frequency of forcing at various intensities of forcing (original sequence of
events).

The previous results (Figs.6-9) are related to the original sequences of AE events. It was
interesting to consider also the smoothed sequences as according to general statistics terminology
they correspond to a conditional rate (conditional intensity) models in the point process theory. We
used the rates, obtained by Savitsky-Golay (S-G) filtering. Savitzky-Golay filter helps to resolve
smoothing problem in the time domain as the magnitude of the variations in the data, i.e., the value
of the local extremes, is preserved to a large extent (Press et al., 1997). The operation of smoothing
performs actually a low-pass filtering of the sequence, which in turn allow revealing long-range
correlations in the data. RQA calculations for the waiting times (WT) data, smoothed by Savitzky-
Golay filter (Fig.9) indicate that the sequences of WT of the natural stick-slip (left plot) is less
ordered than that of the periodically forced one (right plot); increase in the determinism %DET
from 67% for natural process to 84% in the forced stick-slip.
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Fig.9. Visual Recurrence Analysis (VRA) plots (Kononov, 2006) of waiting times sequences of
acoustic emissions (AE) smoothed by Savitzky-Golay filter: left column - RP (top) and VRA
(bottom) plots for waiting times sequences of AE generated during natural stick-slip, right column -
RP (up) and VRA plots of waiting times sequences of AE generated during stick-slip under periodic
mechanical forcing (spring stiffness of 235 N, drag velocity 0.7 mm/s, forcing frequency 20 Hz

According to our experiments, the intensity-frequency phase space plot for forced stick-slip
(Fig.7) follows inverse bell-shape pattern of Arnold model (Fig.1a), though a bit skewed at higher
frequencies. We guess that the absence of the high-frequency branch declared in some studies of
forced stick-slip (Beeler and Lockner, 2003; Bartlow et al., 2012; Savage and Marone, 2007) and
explained in terms of Scholz model (Fig.1b) in principle can be due to some experimental
restrictions (e.g. to a high inertia of the loading frame, transition from the synchronization regime to
modulation mode etc). Besides, it should be noted that in some experiments of the cited authors the
incipient high-frequency branch of Arnold plot seems to be present (see Figs. 5a, 7a in Beeler and
Lockner, 2003 and Fig. 3a in Bartlow et al., 2012).

At the same time we cannot exclude the possibility of the strongly asymmetric pattern
shown in Fig.1b: for example, simulations of frictional slip triggered by mechanical vibrations
(Capozza et al., 2012) show that in some specific conditions, namely in case of very strong
attractive interparticle forces the time-averaged friction coefficient < x> at high enough forcing

frequencies became frequency independent. At the same time the values of < x> in this high

frequency domain are very low, which seems to be in contradiction with  nucleation model
(according to it friction is very high during nucleation period).

We presume that the frictional behavior can be very different depending on many variables:
rate, state, normal and pore pressure, gorge characteristics, intensity and frequency of forcing etc.
This makes the response of the sliding systems to external forcing extremely variable. Mapping of
Arnold tongue plot is informative for solving friction optimization/stabilization problem by
application of weak external forcing. Application of nonlinear dynamics methods such as
Recurrence Plots and Recurrence Quantification Analysis can be very helpful in analysis of forced
stick-slip process.

Conclusions

In the paper the results of laboratory experiments on the mechanical or electromagnetic
periodic forcing of mechanical instability (slip) in a slider-spring system are presented. Slip events
were recorded as acoustic emission bursts. The data allow delineating approximately the
synchronization regions (Arnold’s tongues) in the plot of forcing intensity versus forcing frequency
for both mechanical and electromagnetic synchronization.

The minimum forcing intensity needed for a strong mechanical synchronization is not very
far from the optimal forcing frequencies at EM synchronization. We guess that the similarity in
optimal forcing frequencies can be related to the identity of configuration of sliding and fixed
blocks of basalt as well as to closeness of other stick-slip parameters (spring stiffness, drag velocity,
normal stress/sliding block weight etc) in both EM and mechanical synchronization experiments.
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Our experiments with both electromagnetic and mechanical periodic forcing support the
general model of stick-slip synchronization area (known as Arnold’s tongue), whose geometry is
close to symmetric inverse bell-curve form; in this model both low- and high-frequency branches of
forcing intensity vs frequency plot are frequency dependent. At the same time frictional motion
depends on many variables like rate, state, normal and pore pressure, gorge characteristics, intensity
and frequency of forcing etc other configurations of synchronization area cannot be excluded.

The results obtained by analysis of half-width of phase difference distribution are confirmed
by other method, namely calculation of Recurrence Plots and Recurrence Quantification Analysis.
The results can be important in tribology as the minimum of Arnold's tongue corresponds to optimal
friction control (friction stabilization) by application of minimal external mechanical/EM forcing.
Further investigations in this direction are needed to describe in detail the complexity of frictional
motion.
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IIpeaBapuresibHbIE Pe3yabTATHI CHHXPOHHU3AIMUA HEOAHOPOAHOI0 TPEHUS
(Ctuk-Ciaun) npu BHEIIHEM BO31eMCTBUU: TEOPUTHYECKAS MOJEIb
JIKCIEPUMEHTA

Tama3z Yeanase, Telimypa3 Mauapamsuiau, Exarepuna Menapuase, Murpui
Tennanze, Haraabs KykoBa

Pe3rome

SIBieHNe CMHXPOHM3AlMK HAOJMI0AaeTCsl BO MHOTMX HAIpaBJICHUSAX, KaK B MEXaHUYECKOM,
OMOJIOrMYEeCKOM, TaK M B COLMalIbHOM. B crTaThe mnpuBeNeHBI pPe3yJIbTaThl CHHXPOHHU3ALUU
7a00paTOPHBIX HKCIEPUMEHTOB CHUCTEMbI CKOJBKEHHUS MPYXKHHBI TPH MEXaHHYECKOM H
ANEKTpUYECKOM BO3AeHCTBUU. CKONbXKEHHE (PUKCUPOBAJIOCH B BHUAE HMMITYJIbCOB aKyCTHYECKOU
smuccuu. Takue JaHHBbIE Jal0T BO3MOXKHOCTh OTPAaHUYUTh 00J1aCTh CHHXPOHM3ALUHU (BO3/IeHCTBHE)
B YCJIOBUSAX IPHJIO)KEHHOTO BO3JIEHCTBUS YacCTOT M MHTEHCUBHOCTU. Takke ObUIO IMPOU3BENEHO
CPaBHEHUE DKCIIEPUMEHTAIIBHBIX TaHHBIX C TECOPUTUUECKUMHU MOJEIISIMHU.
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Underground water level/temperatureresponse to seismic/tectonic transients: effects of
poroelasticity

Tamaz Chelidze
Abstract

The problem of underground water flow is discussed in many publications. The upper crust
down to approximately 20 km is a sequence of layers of porous/fractured fluid-saturated deformable
rocks. When subjected to stress of various duration and mode, the excess transient pressure appears
in the pore fluid, which can be observed practically as water level change/oscillations in boreholes.

In the paper are presented elementary theoretical models of underground water
level/temperature response to seismic/tectonic transients taking into account effects of poroelasticity
(Biot model). Besides, a direct mechanical squeezing of pore water by seismic vibrations
(instantaneous flow) is considered.

The problem of underground water flow is discussed in many publications beginning from
papers of Branchard and Bayerly (1935), Meinzer (1939), Jacob (1939), Biot (1941), which were
followed by publications of Bredehoft (1967), Roeloffs (1988), Palciauskas and Domenico (1989),
Brodsky et al (2003), Costain and Bollinger (2010).

Underground water levelresponse to seismic/tectonic transients. The upper crust down to
approximately 20 km is a sequence of layers of porous/fractured fluid-saturated deformable rocks.
When subjected to stress cof various duration and mode, the excess transient pressure Pex appears
in the pore fluid. The fluid diffusion (or consolidation) equation defines the response of one-
dimensional vertical flow to the appearance of Pex(Domenico and Schwartz, 1994):

d?pP dP do
* = p,9(PB, + = — 1
: 42 Pu9(®@B, + B,) it Pu9B. ot 1)

Here K; is vertical hydraulic conductivity, ow is density of water, g is acceleration due to gravity, @
is porosity, Swand S, arecompressibilities of correspondingly water and pore space, o is the total
stress

o= Oeff + (Ps + Pex) (2)

wherecoers is effective stress and Ps is the hydrostatic component of pressure. The coefficient
ong(@Lw + ) is defined as a specific storage Ss and pwgfp IS a contribution to Ss, produced by pore
compression.

Equation (1) states that the time rate of stress change defines the response of system to a given
impact. There are two limiting cases: for stress rate much less than the characteristic time of
diffusion of pore fluid, the excess pressure can exist only at small times; it dissipates quickly and
the fluid is most of the time under constant pressure. As dissipation of excess pressure results from
the rapid redistribution of fluid in the media of high permeability, this behavior is defined as a
drained (relaxed) one. At fast loading, pore fluid has no time to escape; the mass of fluid in a given
volume remains constant. This response is defined as undrained (unrelaxed). The undrained porous
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system is much stiffer as the part of load is supported by the uncompressible liquid. Accordingly,
the fluid flow term in (1) d?Pe/dz? can be neglected.

Of course, elastic moduli of porous media differ considerably under drained and undrained
conditions; in drained mode the porous system is more deformable.

If we convert the diffusion equation into a dimensionless form, a useful parameter, defining
response mode of the aquifer can be obtained, i.e. the Fourier numberNgo:

S.’/K T
= =— (3)

N_ =
Fo te te
Here T* = SL?/K is the time constant of a given aquifer and te is the characteristic time of a
transient (or observation time), L? is some characteristic length, in this case aquifer thickness.
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Fig.1. Hydrodynamic Fourier number Ng, = (SsL%/K)/te = T*/te versus characteristic time of transient (or
observation interval) te for various SsL¥K ratios:

1- K= 108 m/s; L?Ss= 10'm; 2 - K= 10" m/s; L?Ss=10"'m; 3 - K= 10® m/s; L?Ss= 10*m:;

4 - K= 10" m/s; L?Ss= 10"m; 5 - K= 102 m/s; L?S;= 10'm; 6 - K= 10 m/s; L?Ss= 10™*m;

Large Fourier numbers Nro correspond to the undrained response; that means that all transients
with T*>10te can be recorded. At small Fourier numbers Nro<0.1 orT*<10tcthe respond is drained,
which means that transients, generated by fluid flow will be observable in a drained mode. So,
depending on (local) aquifer properties the well can be selectively sensitive to co-seismic (te from
10 to 1000 s), tidal (te from 102 to 10° s), air pressure or pre- and post-seismic transient strain
signals (te from 10 to 10°s and more).

The plot of “thermal” Fourier number Nror is identical with Nro at the condition Sst/c = Ss.

All transients with te much less than T* can be recorded by monitoring, but if the characteristic
time of a basin T* is much less thante , than the transient will not be observable, because the
medium relaxes very fast.

It is evident that on the conceptual level time-dependence of hydraulic and microtemperature
responses can be explained by the above theory. Therefore, a different response to coseismic
(minutes), tidal (hours and days) or pre- and post-seismic (months and years) processes can be
expected.

The plot of Ngoversus characteristic timetefor various values of S,L?, that is, for various time
constants of a basin is shown in Fig. 1. The plot allows to predict the probable mode of response of

50



a given aquifer to the impacts of various duration (Fig. 1). For highly permeable rocks (K< 10 2
m/s), the coseismic impact (te of order of 102-10% s) Nr, is very small, if the basin parameter Ssl2
is of the order of 10#-10"> m (which corresponds to L = 10 m, Ss= 10° m). Because Nrois small we
have to expect drained response in hydraulics and microtemperature, i.e. the coseismic signal will
not be steadily observable.

The same can be said on the tidal impact (te of order of 10 s), as well as on pre- and post-
seismic signals (te = 10°-107 s).

In rocks of a permeability of K = 10® m/s, coseismic and tidal transients will be steadily
observable, whereas slow pre- and post-seismic processes are observable in drained mode.

Only in tight rocks (K = 102° m/s) all three effects are steadily observable in unrelaxed mode
for SeL2=10%-10°m.

If we consider an aquifer with basin parameters of SsL2 = 10"t m (e.g. L =100 m, Ss = 10°m) the
highly permeable rocks of K = 102 m/s again seem to be unfavorable for observation of all three
transients in undrained mode, but at K = 10 m/s all of them are observable.

Values of hydraulic conductivity, favoring undrained response, seem to be too high, but in
these calculations the porous formation was presumed as homogeneous. Real aquifer can be
composed by layers of various hydraulic conductivity, or the porous space can be fractal (Sahimi,
1994); in these cases the channels of lowest permeability may limit the rate of (vertical) fluid flow.

It should be stressed that even in drained regimes the long pulse-like excitation can be observed
at initial stage of response before pore fluid attains its drained equilibrium state.
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Fig. 2. Water level response to train passing close to a well

The spikes in  water level immediately after arrival and departure of a train are transient
undrained contributions to the response; the transients decay soon, giving way to the dominant
drained contribution.

In the above analysis it was supposed that the deformation is reversible and the impact is
transient, which means that the system regains its undrained elastic moduliafter distortion. If the
mechanical impact lasts long enough like tectonic strain, even in reversible systems the largest
portion of response reflects drained modules, which equals that the resulting “drained” strain should
be maximal. Thus, in principle, the response to tectonic strain should be stronger than for short-
living perturbation. In real systems, the strain time history can be more complicated(Fig.2); this can
be connected with additional factors (saturation state, gas component, nonlinear response, etc.).

Underground water temperatureresponse to seismic/tectonic transients. The above analysis
was related mainly to the hydraulic response. Therefore the question arises whether it is directly
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applicable to the thermal one? In relation to the atmospheric pressure the responses are very similar:
both microtemperatures and water level are in a negative correlation with atmospheric pressure.
Thus, the above analysis seems to be applicable at least qualitatively, to microtemperatures. A
quantitative analysis should be founded on the solution of the heat conduction Equation with mass
transfer, which is in the one-dimensional form:

k, 0°T _y ®puL, O ot @
p'cez® 7 pt oz ot

whereke is the effective thermal conductivity for porous system with moving water
ke: @kw + (l'@)ks + CV;

kw and ksare water and solid thermal conductivities, pt”is the effective heat capacity for the unit
volume

P = npwCuwt(1-D) psCs

cw andcsare water and solid specific heat capacities respectively, and v, is the mean ground water
velocity in z direction, c is proportionality factor. A simplest, linear dependence of ke on v; is
assumed. As a rule, quantity v, in Equ. (14) is considered as Darcy velocity (Domenico, Schwartz,
1994); combination of Darcy Equation with Equation (14) allows to model a thermal transient,
which is connected with tectonic/seismic perturbations. It has to be noted that regional flow is a
slow carrier of thermal perturbation; its velocity is 104-10° m/s or less. It follows that this approach
can be successfully applied to the modelling of the decay phase of co-, pre and post-seismic phase
in the earthquake source area when the forced convection, generated by elastic pulse, comes to an
end. The build-up (coseismic) phase of signals themselves call for another explanation, because
their velocity is not less than 0.2 km/s. Presumably, the build-up phase of strain-related thermal
signal results from some of elastic perturbation of medium by an elastic pulse, such as seismic
wave, dislocation, plastic or deformation wave, Biot’s slow wave, etc. The pulse disturbs the
hydraulic and thermal stability of the borehole liquid through mixing of fluids with different
temperatures. The analysis of this case can be founded on the solution of the heat equation when the
source moves with velocity v; much larger than the Darcy velocity of regional flow (forced
convection).

A further model of fast heat transfer is based on analysis of losses caused by the friction on the
solid-liquid interface in porous rocks. Friction generates heat during passing of seismic waves
through the borehole area.

In both models the thermal anomaly appears “instantly” after the earthquake or generally after
elastic displacement, but relaxation to the stable state will be slow, as the system is driven by
conduction and slow convection only.

Dimensionless Eq.(14) reveals, like in the case of hydraulics, some controlling parameters of
thermal process, i.e. the Peclet number

Npe= (@pwCuV:L) ke (5)
(process is dominated by convection at Npe>>1), and Fourier number for heat diffusion
Nror= (L?pC7xke)lte = (L?Sst/ke)lte = T*/te (6)
whereSst = p€” can be defined as a “thermal specific storage”. The effective thermal conductivity

includes also the effect of fluid motion and in this case it is dominated by the convective term.
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Plots, similar to Fig.3 can be drawn, using typical values of pt” for rocks. The hydraulic and
thermal time response coincide at Ss7/c = Sqr.

Using this formalism we calculate Nrot for various values of governing parameters c, v, and L (Fig.
3), assuming typical values of thermal parameters of rock components:

cw =1 cal/g °C; pw=1g/cm?; cs=0.2 cal/g°C; ps=2.5g/cm®;n= 0.1.

Thermal Fourier number N(FoT) versus impact duration
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Fig. 3. Thermal Fourier number for heat transfer Nror versus characteristic time of thermal
transient te :

1-c=10callcm? v, =1cm/s, L =10%cm, A = 170;

2-—c=10cal/lcm? v;=1cm/s, L =10*cm, A = 170;

3-c=10%al/cm? v;=1cm/s, L =10%cm, A = 1164;

4 - ¢ = 10%cal/cm?, v, = 1 cm/s, L = 10* cm, 1 = 1164;

5- ¢ = 10%al/cm? v, = 10° cm/s, L = 10* cm, A = 1164;

6 —c = 1.0 cal/cm?, v = 100 cm/s, L = 10* cm, 4 = 38 000;

7 —c =1.0 cal/cm?, v =100 cm/s, L = 10%m, 4 = 98.

The ratio ke/pt” in (6) of units L%/T is referred to as the thermal dispersivityA ; it includes
influence of moving fluid, which is so important in strain-related microthermometry. Thermal
dispersivity reduces to thermal diffusivity, if the fluid is resting. Thermal Fourier number, like its
hydraulic analogue, allows understanding the response of the formation to thermal transients. The
conclusion can be drawn that thermal transients with L%/A<<1 are not observable; in other words,
observation ofshort thermal transients is favored by large thickness of aquifer and large velocity of
moving water.

It seems that in principle hydraulic and thermal decay phases can differ significantly due to
inertia of thermal perturbation. If in the build-up phase the thermal relaxation time of the system is
governed by thermal dispersion, in the decay phase, at v; = 0, the heat is dissipated by thermal
diffusion. Thus, thermal anomaly can persist even when the pressure transient has gone.

Hydro-seismic response to tides and wave-trains of remote strong earthquakes. The tidal
response of water level (WL) in boreholesis well known; its intensity depends mainly on the aquifer
properties. The strain-sensitivity of a given well is calculated as ratio of WL change to tidal impact,
expressed in units of displacements or stresses (Table 1).

Generally, the reaction of the underground water (Wang et al, 2009; Zhang, Huang, 2011;
Wang, Manga, 2010), WL responds to the EQ wave trains’ impact depends on the distance of the
well to the ruptured fault: i. Very close to the fault intensive shaking may increase opening of
fractures, i.e. it cause rock dilatation and consequently, WL dropdown; ii. Outside this zone, but
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still very close to the fault shaking can consolidate loose sediments causing sudden upraise of WL,
iii. In the intermediate field both positive and negative signs of sustained WL change are observed,
which are explained by permeability changes; iv. Lastly, in the far field (which is our case) mainly
correlated with seismic wave oscillations of WL are observed (hydroseismograms), sometimes
accompanied with sustained WL change. As the seismic impact is close to instantaneous, it is
expected that pore water has no time to displace, which in turn means that the WL response is
undrained (Wang, Manga, 2010).

Below we present the observation data on hydro-seismic response to tidal strains and wave-
trains of remote strong earthquakes recorded by the hydrogeodynamic network of deep wells of the
M. Nodia Institute of Geophysics.

Table. 1. Reactions to tidal strain on the water level WL the various boreholes of network.

Name water level (kPa) | tidal (kPa) | Response (%) | Date
Axalakalki no

Ajameti 0.66841 3.6247 18.4 22.01.2016
Kobuleti 0.47743 3.4204 14.0 06.02.2016
Lagodexi 0.46481 3.9388 11.8 11.01.2016
Marneuli 0.71401 3.9549 18.1 11.01.2016
Oni no

Gori 0.30677 3.9228 7.8 11.01.2016
Nakalakevi 0.51188 3.9223 13.1 11.01.2016
Borjomi70 1.5125 3.6395 41.6 19.08.2013
BorjomiPark | 0.1962 3.3492 5.9 22.08.2013
Borjomi47 1.1473 3.5874 32.0 29.05.2014

Responseis calculated as a ratio of WL stress (KPa) to the theoretical value of the tidal stress
(KPa) in percents. “no”means absence of tidal reaction. The ratio is time dependent, so the
calculated values are characteristic for corresponding dates.
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Fig. 4. WL oscillations due to passage of wave-trains of the Chile earthquake 16-09-
2015,time:22:54,M8.3.Reactions successively from top to bottom in: Nakalakevi, Gori,
Oni,Marneuli.

Fig. 4 shows that WL in the network of wells responses to the passage of seismic waves (here
— mainly to direct and multiple Rayleigh waves). This seems to contradict the common knowledge
that due to relatively short duration of seismic oscillation the groundwater regime should be
undrained, i.e. the WL in the borehole should not change during seismic wave passage: the data of
Fig.4 testify against this model. The explanation of synchronous oscillation of WL with fast seismic
vibrations should take into consideration, that even in the undrained regime small-scale water
displacement in the wellis observed (Fig.4). This effectis connected not with a pore water diffusion
in the aquifer (slow flow, Eq.1), but with direct mechanical squeezing of fluid from the porous
media, surrounding the well,by the passing seismic wave (Dvorkin, Nur, 1993): this we can call
instantaneous flow. In this case again p-waves, though compressive, are less effective in generation
of WL oscillations. It seems that the most effective impact on the WL manifest Raileigh waves;
then follow Love and s-waves. Thus, in the instantaneous flow also should be some time constant of
the order of dozens of sec for mechanical vibrations to be effective generators of WL oscillations.

Conclusions

We considered theoretical models of underground water level/temperatureresponse to
seismic/tectonic transients taking into account effects of poroelasticity (Biot model): we show that
the response intensity depends on the Hydrodynamic Fourier number in case of water level change and on
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the Thermal Fourier number in case of temperature response. Calculations manifest that response
depends strongly on the characteristic time of hydraulic/thermal transient.

Besides, a direct mechanical squeezing of pore water by seismic vibrations (instantaneous
flow) is considered.
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PEAKIMA YPOBHA ITOJI3EMHBIX BOJ /TEMHEPATVPLI HA IIEPEXO/JTIHBIE CENCMUYECKHUE 1
TEKTOHNYECKHME BO3AEUCTBUA: IIOPOYIIPYTUE DODEKTBI

YEJIUMJ3E T.JL.
Pedepar

BepxHsist kopa NprOIU3UTEIbHO A0 riyOuHbl 20 KM MPECTaBIsSET COO0 MOCIEA0BATEILHOCTh MOPUCTHIX HIIH
TPEUIMHOBATHIX, MOJBEPTHYTHIX JAe(opMalii MOPOA, HACKIIICHHBIX (utoua0M. [lepexoHble HAMPSIKEHHOCTH Pa3HOMN
JUTNTEIBHOCTH U MHTCHCUBHOCTH B 3TOW CHCTEME BBI3BIBAIOT M30BITOYHOE, TAKXKE MEPEXOHOE, MOPOBOE IABICHUE
¢uronsa, YTO, MPEKTUYECKH, HAOIIOJACTCSl B CKBAKMHAX, KAK M3MEHEHUE YPOBHS BOJBI M €€ OCHWIALUSIX. B cTarhe
JlaHa SJIEMEHTApHAsl TEOpPEeTHUYECKas MOJIENb PeaKIK Ha ceiicMuueckre/ TEKTOHUUECKHE MEPEXOHbIC BO3CUCTBHS HA
COCTOSIHME TMOJ3EMHBIX BOJ ¢ ydeToM 3¢ dekra mopoymnpyroctd (Moxens buo). Kpome toro, paccMoTpeHO mpsimoe
MEXaHUYECKOE BhDKATHE MOPUCTOM KHUIKOCTH CCUCMHUUCCKUMHE BhIOpanusaMu (MrHOBEHHOE TCUCHHE).

57



Journal of Georgian Geophysical Society,
Issue(A), Physics of Solid Earth, v.19a, 2016, pp. 58-65

Laboratory modeling of landslide and seismic processes triggering

Nodar Varamashvili, Tamaz Chelidze, Dimitri Amilakhvari, Levan Dvali

Abstract

The modern concept of seismic and landslide processes relays mainly on the model of
frictional instability. Simple models of mass movement and seismic processes are important for
understanding the mechanisms for their observed behavior. In the present paper, we analyze the
dynamics of a single-block and Burridge-Knopoff model on horizontal and inclined slope. We
investigated stick-slip process: triggering of instabilities by recording acoustic emission,
accompanying the slip events. Also acceleration was recorded on each sliding plate using attached
accelerometer. In the case of the inclined slope experimental model, a seismic vibrator, which
produces low frequency impact (forcing) was attached to the sliding or/and immovable plate. We
can impose an external periodical mechanical loading to sliding plate and at several points of fixed
plate individually or together. Simple landslide model triggering effect is depend on inclination
angle, numbers of vibrators, distribution and triggering signal amplitude

Introduction

In the last years it has been shown that the triggering of dynamic events by weak external
forcing is ubiquitous and is observed in biological systems, lasers, electronic networks, etc. The aim
of the study was modeling landslides and landslides’ triggering processes. For many countries
around the world landslides are one the most severe of all natural disasters, with large humanitarian
and economic losses. The earth surface is not static, but dynamic system and landforms change over
time as a result of weathering and surface processes (i.e., erosion, sediment transport and
deposition). The fast mass-movement has a potential to cause significant harm to population and
civil engineering projects. Large-scale experiments and field observations show that the landslide
may reveal stick-slip motion [Helmstetter et al., 2004; Fabio Vittorio De Blasio, 2011]. Analysis of
the experimental data, obtained by investigating of spring-slider system motion has lead to
empirical law, named rate- and state-dependent friction law [Dieterich 1979, Ruina 1983].

To study the stick-slip process, a mathematical model, proposed by Burridge-Knopoff is also
used [Burridge R. and Knopoff L. 1967; Erickson et al., 2010, Matsukawa, H., Saito, T., 2007]
(Fig.1). Plates are arranged on a massive platform and pulled by the upper platform. The upper plate
moves with a constant loading velocity v. The blocks of mass m are connected to the upper plate by
linear springs with spring constant k,,. The blocks are also connected to each other by linear springs
with springs of natural length a and the constant k.. Frictional force acts between the lower plate
and each block.

of L L1 ]
SRS N

= a

Fig.1. The schematic presentation of Burridge-Knopoff model
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The Burridge-Knopoff model is convenient, as it allows us to simulate many scenarios of
rupture without being too expensive in regard to computing time. Thus we have the ability to
explore the parameter space of the system more broadly and observe the emergent dynamics
introduced by the friction law.

Experimental setup

Experiments were conducted on a Burridge-Knopoff laboratory device for the models
consisting of one, two or three basalt plates (Fig.2). Registration was made with the help of
accelerometers and piezo sensors. In one plate model three accelerometers were attached on the
sliding plate, which recorded X, y and z components. Plates were pulled via the upper platform. The
experiments were also conducted for the model of the three plates. To each plate was attached one
accelerometer, which measures the x component of the acceleration. Was also recorded the pulling
force, using fabricated in our laboratory sensor (dynamometer). Accelerations, acoustic emissions
and pulling force recording are presented in Figure 3. Mass of the each sliding plate =~ 335 g ,

spring constants k. = 360% and k, ~ 155 % Dragging velocity was v = 1 mm/s.

Fig.2. The Burridge-Knopoff experiments with accelerations, acoustic emissions and pulling force
registration (with clean surfaces of plates and with a layer of sand between the plates)

Burridge-Knopoff stick-slip experiments were conducted for the horizontal position of fixed and

sliding plates with clean surfaces and with a layer of sand between the sliding plates (Figure 3 b, c).
The information was recorded on a 8-channel PicoScope 4824.
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Fig.3. The Burridge-Knopoff experiments accelerometers, acoustic emission and pulling force data
recordings: blue and red curve — acceleration, yellow and violet acoustic emission and grey —
pulling force.

To study the phenomena of stick-slip and triggering of Burridge-Knopoff model under the
influence of gravitational forces we collected laboratory equipment with an inclined and horizontal
plane (Figure 6). These settings may help to learn the process of landslide stick-slip motion
triggering under different conditions on the sliding surface between basalt plates and under the
influence of gravitational forces. The acoustic emission and acceleration arising during sliding of
upper plate was recorded. To this goal piezo sensors were attached to the upper and lower corners
of the large (fixed) plate and accelerometer were attached to the sliding plate. At the critical angle
of inclination of the system triggering forcing was applied by a seismic vibrator attached to the
sliding or on the fixed (immovable) plate. On the fixed plate we have 8 seismic vibrator attached.
Seismic vibrators can have any configuration. The information was recorded on a 8-channel
PicoScope. In experiments the inclination slope of boards was measured.
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Fig. 4. Laboratory model for series of Burridge-Knopoff experiments under the influence of
gravitational forces. Middle figure shows the seismic vibrator attached to the sliding plate.

Experimental results for one- and three plate models under the influence of gravitational force are
presented in Fig.7. The critical angle of slip is different for one- and three plate models. Triggering
of sliding close to the critical slope, but still stable, is triggered by a seismic vibrator. Namely, the
system was left close to the critical angle for 45 minutes. Then, to the attached seismic vibrator a
forcing of 20 Hz frequency and 1.6 V intensity was applied. The information was recorded on a 8-
channel PicoScope. As can be seen from Fig.7 during the experiment several intermediate slips took
place. The beginning of sliding of system of plates was caused by influence of the seismic vibrator.
The seismic vibrator played the role of a trigger in slip.

b ’ . -

c) d)

Fig.5. a) The record the acoustic emission occurred on the one-plate model, b), c), d) record the
acoustic emission, when sliding occurred on three-plate model.

We carried out experiments on the inclined plane. Periodic external impact is applied to fixed
(immovable) plate. Forcing performs seismic vibrators. For the external influence we arrange 6
different points on the external surface and 2 points on the rear surface of the fixed plate. We
carried out experiments on the impact, applied at different points of the fixed plate and also in the
some cases, on the standby time at the critical angle of the sliding.
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Fig.6. Triggering experiments on the inclined model. a.b.c.d.e.f.g.- seismic vibrator attached at
different points. h. experiments by the other critical slip angle.

Experiments, presented in Fig.6 a., b., c., d., e., f., were carried out by attaching seismic
vibrators on a upper surface of fixed plate at 6 different points. In all the experiments we changed
frequency on seismic sensor in 1,2,3,4,5 Hz range. Maximal voltage ~8V.

In a), b), c), d) experiments the upper plate starts slipping at the frequency of 5 Hz, from1 to 2
minutes after the switching seismic vibrator on. The longer is kept the upper plate, the longer must
operate a vibrator to start sliding. The tilt angle was 26.65".

In e), f) experimentis seismic vibrator is placed far enough from the sliding plate position,
therefore triggering period increased noticeably (5-10 minute range).

In g) experiments seismic vibrator attached to the back surface of the fixed plate could not
trigger plate even after a few tens of minutes in some experiments. When we switch the vibrator to
the c) or d) position slipping begins after 1-2 minutes.
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Fig. 7. Recordings of the accelerometer: a) seismic vibrator is placed on the outer surface of the
fixed plate according to “d” condition; b) the seismic vibrator is placed on the rear surface of the
fixed plate.

Figure 7 shows that when the vibrator is applied on the top and back surface of the fixed plate,
different perturbation amplitude reach the accelerometer attached to the moving plate. As can be
seen, high values disturbance causes in one case triggering sliding, in another case triggering is
absent.

h) A few days later, when it the environment humidity and accordingly, the plate surface moisture
was changed (increased), slip critical angle increased from 26.65° to 28.90°. Experiments results
were fundamentally the same, but slipping critical angle, probably, due to the additional force of
water surface tension between surface water on the fixed and sliding blocks, increased appreciably.

Conclusions

For each experiment we have files of large volume with records of accelerations and acoustic
data. Data recording in a digital form was made at the sampling rate 2 kHz. First gravitational
experiments taking into account a parking phase (prior to the impact of the seismic vibrator)
proceeded about 50 minutes. In gravitational experiments duration of the parking phase under the
external periodical influence depends on the location of the seismic vibrators, the frequency and
amplitude of the periodic signal, sliding plate delay time, moisture of the sliding surfaces. The
greater the distance from the vibrator to a sliding plate, the more activation time is needed for
triggering slip. Along with the growth of the sliding plate delay time increases triggering time. By
attaching seismic vibrator to the fixed plate rear surface triggering event does not occur at all. We
guess, that by attaching seismic vibrator on the upper surface, we arise surface waves, which (as in
the case of an earthquake) cause a sliding plate perturbation and triggering (slipping). By attaching
seismic vibrator to the rear surface of the fixed plate, to the small plate reaches only weak
perturbation (Fig 7), which can not cause slip triggering. Thus, more powerful impact (forcing) and
relevant experiments are needed.
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JlaGopaTopHoe Moe/IMPOBAHUE TPUTCPUPOBAHMS ONOJI3HEBBIX U
CeliCMUYeCKHUX MPOLeccoB

Honap BapamamBsuiu, Tamasz Yennaze, umutpu Amunaxsapu, JIeBan JBanu

Pe3rome

CoBpeMeHHasi KOHLEMIHS CEHCMUYECKUX M OMOJ3HEBBIX MPOIECCOB B OCHOBHOM CBsI3aHA C
MOJICJIbI0 HEeCTAOMIBbHOTO TpeHus. [IpocThie MO NBHKEHHS MacC M CEHCMUYECKUX IPOIIECCOB
AMEIOT BaXXHOE 3HAYEHHE UIS IMOHHMAaHWSI MEXAaHW3MOB HX HAOII0OaeMoro IOBeIcHHA. B
HacToAIIeH paboTe MbI aHATTM3UPYEM TUHAMHUKY MoJeNel npyxuHa-6mok u byppumka-Knonosa Ha
FOPU30HTAJIBHOW M HAKJIOHHOM IJTIOCKOCTH. MBI HCCIIE10BAIN TPOLIECC CTUK-CIIUIL, TPUTEPUPOBAHHUE
HEYCTOMYMBOCTEHl IMyTeM 3aluCHh aKyCTUYECKOM HOMUCCHH, COIMNPOBOXAAIOIINE COOBITHS
CKOJIb)KEHMS. TakKe 3amuChlBAIM YCKOPEHHE KaXXJIOM CKOJB3SAIIEH IUIUTBI C IOMOUIBIO
MIPUKPEIJIEHHOTO K IUIUTE akcelepoMmeTpa. B cilyyae HaKkJIOHHOM 3KCHEPUMEHTAIBHOW MOJEIH
CEHCMUYECKHE BHOpPATOpPHI, KOTOPHIE TPOU3BOAAT HHM3KOYAaCTOTHOE BO3JICHCTBHE, ObLIH
MPUKPEIUVIEHBl K MOABMKHOMY M HEMOJBH)XHOMY IUIMTaM. MBI MOKEM HaJ0XUTh BHEUIHIOIO
MEePUOANYECKYI0 MEXaHMYECKYI0 Harpy3ky, Ha TOJBIKHYIO W/WIM HENOABI)KHYIO IUIMTaM, B
HECKOJIBKUX TOYKAaX IO OTICIBHOCTH WM BMECTe. DPQPEKT TPUTSPUPOBAHUS IMPOCTON MOICIH
OTIOJI3HS 3aBUCHUT OT yrja HakKJIOHA, YKcia BUOPATOPOB, UX PaCHpe/leleHUs] U aMILTUTY/Ibl CUTHAja
TPUTEPUPOBAHMUSL.
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A homogeneous reliable earthquake catalog is very important in seismic hazard assessment.
The accuracy of earthquake location calculation, also accuracy of magnitude estimation influence
on delineation and parameterization of seismic sources. In this work, we summarize all our attempt
to obtain modern earthquake catalog for Georgia

In this work, there are two main goals: 1) Drafting a new catalog of historical earthquakes of
Georgia and 2) Compilation of new instrumental seismic catalog of Georgia. In the process of
compiling the level of the magnitude completeness was limited to: Ms>2.9 or Mw>4.0.

Catalog of historical earthquakes

The methods of interpretation of macro seismic data about historical earthquakes include:
Collection and systematization of the whole available information concerning each historical
earthquake.
Parameterization of historical earthquakes on the basis of equalizing the macroseismic field
Restoration of historical earthquakes with pure macroseismic data by using isoseist models of
earthquakes with different magnitudes, built for the territory of Georgia.
Complex analysis of macroseismic, archeological, seismotectonic and other kinds of data
More detail information about this work are presented in Varazanashvili et al. (2011) [1].
Here we just mentioned that about 47 historical earthquakes were studied. After investigation of
data, three earthquakes had to be excluded from consideration because of the uncertain input data.
This directory improves the accuracy of determining the basic parameters of historical earthquakes.
The final parametric catalog for 44 historical earthquakes includes the date and the location of
the epicenter, magnitude and depth of focus, intensity epicenter (Fig. 1).

Instrumental seismic catalog

The second main task of this work is to refine the catalogue of instrumental earthquakes from
1900 to the present (Fig. 2).

In the Caucasus instrumental seismological observations started in the beginning of XX
century. The lack of the instrumental data, particularly for the first half of the last century requires
systematic recalculation of magnitude and location of earthquakes from the beginning of
instrumental period since 1900 till 1962. The revision of macroseismic data and creation of reliable
macroseismic databases is one of the important tools to achieve succeed in this work.

66



| , | ARMENIA | .
41° 42° 43° 44° 45° 46°

Fig. 1. Map of historical earthquakes (pre-1900) in Georgia.
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Fig.2. Map of instrumental earthquakes (1900-2009) in Georgia.

After 1962 the seismic network in the Caucasus and in Georgia began to improve, but
inaccurate velocity models do not give good results. To reveal the best velocity model the
hypocenter parameters of the earthquake were calculated, using the HYPO-71 program [2] for all
existing velocity models of the Caucasus region, which were obtained by various geophysical
methods [3, 4, 5, 6, 7]. The model obtained by the interpretation of the surface wave group velocity
dispersion curves [8] gave a much higher accuracy in determining the hypocenters of earthquakes
than the others. To be surer in our decision all velocity models were tested for explosions for which
we directly know both the epicenter and the depth. Model [8] gives for explosions depth less than 2

67



kilometers, while others give depth more than 5 kilometers. The scatter of epicenter also was not
high for this model. Thus we assume that the optimal crustal model consists of four layers (Table
1).

Table 1. Velocity model [8]

Layer thickness (km) Vp (km/s) Vp/Vs
0.0 4.2 1.71
4.0 55
20.0 6.2
30.0 6.9
49.0 8.2

During the period 1963-2002 for the territory of Georgia parameters of about 250 earthquakes
were re-calculated. The difference between obtained and existing locations of individual
earthquakes was sometimes more than 20 km (see Fig. 3, 4, 5).

430 440

Fig. 3. Re-location of Borjomi earthquake, 1970.
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Fig. 5. Re-location of Gavazi earthquake, 1981.

In addition, it should be noted that in the catalog of earthquakes of Georgia magnitudes were
categorized by surface waves (Ms). Since 1962 the accepted technique was to determine the energy
class (K) of earthquakes, so in cases when the direct determination of the magnitude Ms was
impossible, it was estimated mainly by the correlative dependence [9]:

K=1.8Ms+4
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and sometimes following [10] we accept that Ms~Mc, where Mc is the magnitude estimated from the
coda waves.

Since 2004, as a consequence of the reorganization of the network of seismic observation of
Georgia, basically only local magnitude M, was estimated for earthquakes and rarely magnitude Mg
and My. In this case, the transition to the magnitude Ms was carried out by the correlation
dependence given in Zare et al. (2014) [11].

Thus, after the determination or specification of the basic parameters of earthquakes, we
present a new catalog of historical earthquakes (pre-1900) of Georgia and the refined instrumental
earthquake catalog (1900-2015) of Georgia, complete for Ms>2.9 or Mw>4.0, in format (Fig. 6).

Year Nonth Day Hour NMlinute Second Lat Long Author Depth Engdahl Mw  Author NMs Author
BC 1250 00 00 00 00 00 42.70 42.20 EDIG 15 362 6.9 EDIG 6.9 EDIG
0050 [o]0] 00 00 [e]o] 00 42.90 41.00 NC 10 360 5.8 EDIG 5.5 NC
0085 0o 00 00 00 00 42.05 43 90 EDIG 15 362 7.0 EDIG 7.0 EDIG
0400 00 00 00 00 00 42 .90 41.00 NC 10 360 5.8 EDIG SiS NC
0742 00 00 00 00 00 42 .40 44.90 ShT 18 362 6.4 EDIG 6.4 NC
1088 04 22 00 00 00 41.40 43 .40 EDIG 15 367 6.5 EDIG 6.5 EDIG
1100 0o 00 oo oo oo 43.10 42.30 EDIG 15 362 7.0 EDIG 7.0 EDIG
1275 04 14 00 00 00 41.85 44.70 EDIG 15 362 6.5 EDIG 6.5 EDIG
1283 00 00 00 00 00 41.70 43.20 EDIG 15 367 7.0 EDIG 7.0 EDIG
1350 00 00 (e]e] [ee} 00 42.70 43.10 EDIG 1s 362 7.0 EDIG 7.0 EDIG
1530 00 00 00 00 0o 42.05 45 40 EDIG 15 3377 59 EDIG 5 EDIG
1600 00 00 (o]e} oo 0o 43 .40 41.00 EDIG 15 362 7.0 EDIG 7.0 EDIG
1614 00 00 00 00 00 42 .40 41.80 EDIG 10 362 6.1 EDIG 6.0 EDIG
1682 06 13 22 30 00 41.70 44 80 EDIG 07 362 4.9 EDIG 4.2 EDIG
1742 o8 0s 00 00 00 42.10 45.60 EDIG 20 337 7.0 EDIG 7.0 EDIG
1750 0o 00 [o]e} elo) 0o 42.90 4190 EDIG 15 362 7.0 EDIG 7.0 EDIG
1750 0o 00 00 00 0o 43.00 42.70 EDIG 15 362 6.9 EDIG 6.9 EDIG
1756 00 00 00 00 00 41.90 45.70 EDIG 10 337 5.2 EDIG 4.7 EDIG
1785 0s 00 00 00 00 41.90 42.10 EDIG 10 367 5.8 EDIG 55 EDIG
1803 10 29 oo 00 oo 41.70 44 80 EDIG 07 362 4.6 EDIG 38 EDIG
1804 10 11 17 00 00 41.70 44 .80 EDIG o7 362 4.4 EDIG b EDIG
1805 02 21 19 00 00 41.90 43.90 NC 10 367 50 EDIG 4.4 NC
1811 01 01 0s 00 00 42.00 45.50 EDIG 10 337 5.4 EDIG 5.0 EDIG
1819 02 28 00 00 00 41.70 44 .80 EDIG 07 362 5.1 EDIG 4.5 EDIG
1845 os 24 01 oo 00 4130 43.50 EDIG os 367 52 EDIG 4.6 EDIG
1846 04 23 21 00 00 42.60 43.00 EDIG o6 362 4.5 EDIG - EDIG
1853 03 18 00 30 00 41.80 45 80 EDIG 10 337 4.9 EDIG 4.2 EDIG
1856 02 13 04 00 00 42.00 44.00 EDIG 10 367 1.4 EDIG 5 EDIG
1868 02 18 17 (o]} 00 41.20 43.50 EDIG 1s 367 5.4 EDIG 4.9 EDIG
1868 12 09 16 30 oo 4230 44.70 EDIG 25 362 4.8 EDIG 4.0 EDIG
1870 07 19 14 30 0o 41.90 42.10 EDIG 10 367 4.9 EDIG 4.2 EDIG
1874 02 25 19 30 00 41.80 43.40 EDIG 12 367 4.4 EDIG 3.5 EDIG
1877 o8 o8 o6 30 00 42.60 43.60 EDIG 0s 362 4.6 EDIG 38 EDIG
1878 11 26 23 fele] oo 41.90 43.50 NC 15 367 5.0 EDIG 43 NC
1881 os 24 20 0o 0o 42.00 44 .00 EDIG 17 362 4.8 EDIG 4.0 EDIG
1887 07 16 17 45 00 42.05 42.05 EDIG 12 362 54 EDIG 4.9 EDIG
1890 10 28 19 00 00 41.85 44.60 EDIG 20 362 56 EDIG S:2 EDIG
1891 00 00 00 00 00 43.05 4130 EDIG 15 362 6.1 EDIG 6.0 EDIG
1891 03 27 18 30 oo 42.10 43.90 NC 22 362 5.1 EDIG 4.5 NC
1894 11 29 10 30 00 41.90 44 .60 EDIG 24 362 5.4 EDIG 50 EDIG
1896 09 22 03 53 00 41.65 45.00 EDIG 25 362 6.3 EDIG 6.3 EDIG
1897 02 03 02 00 00 41.80 46.30 EDIG 10 337 4.6 EDIG 3.8 EDIG
1898 os 13 00 00 00 4130 43.50 EDIG 10 367 4.9 EDIG 4.2 EDIG
1899 12 31 10 50 oo 41.55 43.55 EDIG o8 367 6.2 EDIG 6.1 EDIG
1900 01 01 19 00 00 41.60 43.50 EDIG os 367 4.1 EDIG 3.0 EDIG
1900 04 17 02 25 00 42.20 45.10 NC 35 337 5.2 EDIG 4.6 NC
1902 02 21 03 o6 00 41.70 46.60 NC 10 337 4.5 EDIG 36 NC
1902 03 20 o6 10 26 42.60 43 .40 NC os 362 S:1 EDIG 4.5 NC
1902 06 18 23 53 10 43.00 42.00 NC 30 362 56 EDIG 52 NC
1902 07 03 00 00 00 42.80 44.20 NC 10 362 5.2 EDIG 4.7 NC
1902 07 06 19 33 00 42.80 44.20 NC 10 362 4.8 EDIG 4.0 NC
1902 o8 19 02 26 00 42 .60 43 .40 NC 0s 362 4.2 EDIG 3.2 NC
1902 10 03 23 os 43 41.80 45.60 NC o6 I 5.0 EDIG 4 NC
1902 10 04 01 46 00 41.90 45 60 NC 10 337 4.6 EDIG 38 NC
1902 10 17 07 21 00 42.10 45.80 NC 07 337 5:1 EDIG 4.5 NC

Fig. 8. New catalog of historical earthquakes (pre-1900) and the refined instrumental
earthquake catalog (1900-2015) of Georgia, complete for Ms>2.9 or Mw> 4.0.

Technique for declustering an earthquake catalog

Decluster process means to remove dependents events from seismic process and obtained
independent events. This means to remove from earthquake catalog foreshocks, aftershocks and
swarms. There are several declustering algorithms that applied by most users up to now [12, 13,
14, 15, 16]. However when we applied these methods for our catalog various number of
earthquakes left (Table 2).

Table 2. Number of earthquakes in catalogue from various decluster methods

Reasenberg Uhrhammer Grinthal Gardner and Knopoff

754 1433 674 929

As it is shown the number of independent events are very different that influence very much
on seismic parameter estimations such as seismic rate and b value. That on his side influence very
much on seismic hazard estimation. Moreover if obtained catalogs involve just independent events,
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they should follow stationary Poisson process. To be sure for it we calculated coefficient of
scattering measure R that show us the nature of obtained process.

C— N2

— N N, —N

R=-N(1); where N :—‘/_', o 2(N-NY
N n .

n is the number of observed year, N, is earthquake with | magnitude. When R equal 1 means events

follow Poisson process. In table 3 are presented obtained results for R.

N

Table 3. Results for R obtained by various declustering methods

M R Reasenberg R uhrhammer R Griinthal  |R Gardner and Knopoff|R Tsereteli-Butikashvili

35 2.28 2.87 1.67 1.56 1.38

4.0 1.06 1.26 1.03 111 1.0

4.5 1.25 1.25 1.25 1.25 1.0

5.0 1.0 1.11 0.8 1.0 0.9
35-7.0 2.25 242 1.34 1.12 1.36

During investigation of clustering methods we pay attention on behavior of Racha earthquake
on of 1991. This earthquake had unusual high number of aftershocks that continue during the very
long period. We plotted the number of earthquakes for Racha region 10 years earlier and after
events Fig. 9 (blue diamond). In the same figure we plot the Spitac earthquake of 1988 (brown
dots). As we see Raca region was very active during the several years after strong earthquake, while
the Spitac region was active during the one year. From the same picture we can see that seismic
activity remain higher after Racha earthquake up to now, while Spitac region became calm. This
gave us idea that strong earthquake should be consider individually during the clustering process.
Based on this consideration we develop new methodology for declustering catalog. We consider
earthquake with magnitude Ms more than 6 individually.
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Fig. 9. The number of earthquakes for Racha earthquake of 1989 10 years earlier
and after events (blue diamond). The number of earthquakes for Spitac
earthquake of 1988 (brown dots). Redlines indicate the seismic level before and
after earthquakes.

For the earthquake area [17] we investigate the number of earthquake before and after events
during the 5 years. The average seismic level for each period is estimated. Comparison of these
levels allow us estimate relaxation time period for this event. The earthquake source zone is divided
by cells. The average numbers of earthquakes with various magnitudes are estimated for each cell
by the seismic level that stabilized after strong earthquake. The same numbers with the same
magnitude are left for each cell during the relaxation period. These increase numbers of earthquake
during the relaxation period thought process anyway stay Poisson. Following this methodology total
number of earthquake in decluster catalog is 2565. This is more then previous results show in table
2. The results of R are presented in table 3 as Rrsereteli-Butikashvili-

For earthquake with magnitude less than 6 we use decluster methods described in [17] and in
[18].

References:

[1] Varazanashvili, O., Tsereteli, N., Tsereteli, E. 2011. Historical earthquakes in Georgia (up
to 1900): source analysis and catalogue compilation. Monograph, Pub. Hause MVP, Thilisi,
81p.

[2] Lee, W., Larh, S., 1975. HYPO-71 (Revised), a computer program for determining
hypocenter, magnitude and first motion patting of local earthquakes. U.S. Geological Survey
Open File. Report 75-311.

[3] Tvaltvadze, G., 1960. Construction of the Earth crust of Georgia and building of the
theoretical hodograph systems. Publ. Georgian Academy of Sciences, Thilisi, pp. 60-62.

[4] Murusidze., G. 1987. Velocity model of the upper mantle in Caucasus and adjacent region.
Mecniereba Publ. House, Thilisi, 133 pp.

[5] Adamia, Sh., 1985. Peculiarity of Caucasus Earth crust and upper mantle construction and its
relation with moderate structure. In: Balavadze, B. (Ed.), Geophysical fields and construction
of Transcaucasia Earth crust. Nauka Publ. House, Moscow, pp.151 — 168.

72



[6] Adamia, Sh., Alecsidze, M., Balavadze, B., Gvantseladze, T., Gugunava, G., Diasamidze,
Sh., loseliani, M., Ismailzade, T., Kartvelishvili, K., Kuloshvili, S., Mindeli, P., Hazaretian,
S., Oganesian, Sh., Radjabov, M., Sikharulidze, D., Chelidze, T., Shengelaia, G., 1991.
Complex Geophysical Investigation Of the Lithosphere of Caucasus. In: Belousov, V.,
Pavlenkova, N., Kviatsovskaia, G. (Eds.), Deep construction of the territory of USSR. Nauka
Publ. House, Moscow, pp 41- 55.

[7] Tea Godoladze, Larry Hutchings, Bill Foxal T et al., 2005. Structural 2D modeling problem
of seismic tomography . J. of the Georgian Geophys. Society 10A, pp 83-86

[8] Sikharulidze, D., Tutberidze, N., Diasamidze, Sh., Bochorishvili, S., 2004. The structure Of
the Earth’s crust and the upper mantle in Georgia and the adjacent territories. J. of the
Georgian Geophys. Society 9A, pp12-19.

[9] Rautian, T. G. (1964). About the determination of the energy of earthquakes at distances up
to 3000 km. Akademiya Nauk SSSR, Trudy Instituta Fiziki Zemli, no. 32, pp. 88-93.
(in Russian)

[10] Rautian, T.G., V.I. Khalturin, 1.S. Shengelia, (1979), The coda envelopes and the
determination of the magnitudes of Caucasus earthquakes, The Physics of the Earth, Acad.
Sci. USSR, N6 22-29 (English translation of Russian original).

[11] Mehdi Zare , Hamideh Amini, Pouye Yazdi, Karin Sesetyan, Mine Betul Demircioglu,
Dogan Kalafat, Mustafa Erdik, Domenico Giardini , M. Asif Khan , Nino Tsereteli 2014.
Recent developments of the Middle East catalog. Journal of Seismology. Volume 18, N4,
pp.749-772 , July. DOI 10.1007/s10950-014-9444-1
http://link.springer.com/article/10.1007%2Fs10950-014-9444-1

[12] Gardner, J. K., and L. Knopo_ (1974), Is the sequence of earthquakes in Southern
California, with aftershocks removed, Poissonian?, Bull. Seis. Soc. Am., 64(5), pp. 1363-
1367.

[13] Reasenberg, P. (1985), Second-order moment of central California seismicity, 1969-82,

J. Geophys. Res., 90, pp. 5479 - 5495.

[14] Grlnthal, G. and GSHAP Region 3 Working Group, 1999. Seismic hazard assessment for
central, north and northwest Europe:GSHAP Region 3. Annali di Geofisicia 42, pp. 999-
1011.

[15] Granthal, G., Wahlstrom, R. and Stromeyer, D., 2009. The unified catalogue of earthquakes
in central, northern, and north-western Europe (CENEC) - updated and expanded to the last
millennium. Journal of Seismology, 13, pp. 517-541.

[16] Uhrhammer, R. (1986), Characteristics of Northern and Central California Seismicity,
Earthquake Notes, 57(1), 21.

[17] Yurii V. Riznichenko 2013. Problems of Seismology: Selected Papers. p. 17-20.

[18] E. Jibladze, N. ButicaSvili, N. Tsereteli. 1995. Seismic regime, seismic hazard and
seismotectonic deformation in the Caucasus. Thilisi, Institute of Geophysics of the Academy
of Sciences of Georgia,. p.125 (in Russian).

73


http://link.springer.com/article/10.1007%2Fs10950-014-9444-1

Usgdommggermls Lgodmmo 3sGowmyo
B. §9M90gwo, m. 356H5Hsbsd30e0, 0. 39365dY, b. y3535d9, b. yMmamMensdg
69bomdg

d0{jolldzmgdolL 35O Mygdol 9HMA35MmM36905L s BLOBMBEIL oo 603369 ™ds
5J3L bgodMEo LsF0IOMYOOL 58M(356930L oHY39BSTdo. dofolidzmol 9303396GHM00LS o
35260@oL  25bLsBP3ZMOLY s Foo FEMI0gdOL Fga3sligdol 49098y 8999dgdgE0s
dofolidzmgdol LAHSGOLEOIMMO 3J3g3s,  LYoLINMMO  39Mgd0L DMbgdol AsTMYMBS o
3565393M0Do305, MMBbGHOL dMAMOMIOL  3OMABMBMEo  gobEmmgdgdols dgagbs. gL
439moxgmo  mozol dbGM0g gog3wgbsl sbgbl LgoldmMo LododMMIdOL  5EdIMYM
©93HJO0boLEHM  om3wgdDg. o  Ho®Bm@agboos  dofiolidzmol  3560589@GMmYdOL
39bLBO3MOL FgBslgdgdo, MMAMEME oLGHMMmOWO, sg3g 0bLEHOWIBEGHMwO 3gHompol
dofiolldzmgdobmzol.  sbg3g  dobbowrmeos  FoffolidzMol  JoBOErmMagdol  FMEO- o
58AHYMHIMIGO0LORD,  4bYIOLIRD  25Hgbol  Lbgsbobgs  dgmm©gdo, M™AWgdos
RIOOMEO 259Mm0Yy9gbgds bgoLbdmErMasdo s F9gsMmGOEos B39BL JogH Jgdmmegz5HYdVIew
3900Mm5b. 6583969005 53 1356513690l M30MSEJLMdS.

CelicMnuecknii kataJor I'py3un

H. Leperenu, O. Bapazanamsunu, M. Kynpanze, H. KpaBaze, 3. ['oronanze
Pesiome

IIpyn pemenun 3amay CEHCMHUYECKOW OINACHOCTU OYEHb BAXKHO OAHOPOJHOCTH U TOYHOCTH
KaTaJIOrOB 3eMJIETPsSICEHUI. be3 onpeneneHus sMUIEeHTpa U MarHUTY bl 3€MJICTPSICEHUS U OLIEHKHU
X OIIMOOK HE BO3MOXKHO CTAaTHCTUYECKOE MCCIEOBAHNE 3EMIIETPSCEHUH, BbIIEIEHUE 30H
CEHCMUYECKMX OYaroB M HX [apaMeTpu3alys, COCTaBICHUE IPOrHO3CTUYECKUX YPAaBHEHHMU
IBBDKCHUMM TpyHTa. Bce 3T0O B CBOIO OYepenb BIMAET Ha pacdyeT BEPOSITHOCTHOU U
JNETEPMUHUCTUYECKON CEHCMUYECKONW OMAacHOCTU. 3JeCh IPE/CTaBICHbl OLEHKU OINpE/eIeHUs
[1apaMeTPOB 3€MIIETPSACEHUM, KaK JUIl HCTOPUYECKOr0, TaK U MHCTPYMEHTAIBHOTO Iepruoza. Takxke
00CYXKIAI0TCSl pa3InYHble METOJbl OYUCTKHM KaTaJloTOB 3eMJIETPACEHUN oT (op- U adTepIIoKOB,
pPOEB, KOTOPBIE LIUPOKO HCIOIB3YIOTCA B CEMCMOJIOTMM U OHU CPAaBHUBAIOTHCS C MPEII0KEHHBIM
Hamu MeToAoM. IIoka3zan mpenMyIecTBO MOCIEIHETO.
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Abstract

Different methods of structural and geomorphological analysis to solve problems of oil and gas searching at
different stages of the work (from regional to detailed) are observed. There are the most acceptable for the
Dnieper-Donets Basin are: hypsometric terrain analysis (construction of the morphotectonic structural
contours maps); analysis of relief differentiation (degree of horizontal and vertical relief differentiation);
morphographic techniques. A priori structural and geomorphological information in the software product
ArcGIS, as well as satellite images Sich-2, Landsat-7 ETM+, Landsat—8 OLI, shuttle radar topography
mission - SRTM and structural contours scheme based on SRTM data are used.

The result of this comprehensive research is the Scheme of the relative neotectonic activity of the Dnieper-
Donets Basin.

Key words: oil and gas structure, remote sensing, structural and geomorphological analysis,
morfotektoizogips, neotectonic scheme.

The Neogene-Quaternary period of the Earth’s crust formation is of high importance in the
oil and gas deposits location and hydrocarbon migration. The ancient faults are updated, new faults
laid and activation of foundation's block movements' are occurred during the Neogene-Quaternary
period. The local structural forms growth and rearrange occur in the sedimentary cover. The
neotectonic activity of the Dnieper-Donets Basin deep structures was contributed to the formation
of the relief and its structure peculiarities and this activity can be interpreted using satellite imagery.

There are different methods of structural and geomorphological analysis used for different
areas for the solving problems connected with finding oil and gas structures at the different stages
of the research works (from regional to detail). The most appropriate methods for the Dnieper-
Donets Basin are as follows:

e hypsometric analysis of relief (construction of the morphotectonic structural contours

maps);

o analysis of relief differentiation (degree of horizontal and vertical relief differentiation);

e morphography techniques.

In the first case, the analysis is conducted for both hypsometric zoning of the territory and
assessment of the interconnection between relief and tectonics.

In the second case, the structural interpretation is the following: zones of the increasing
dissection degree of relief are identified with the Neogene-Quaternary structural uplift, and zones of
depression - with the possible Neogene-Quaternary subsidence.

In the third case, the planned picture of the Earth's surface is investigated based on
aerospace materials. Morphography elements, which identify structures in plans, are divided by
their form on straightened, arc-shaped and planar.
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The main purpose of the structural and geomorphological studies (SGS) during the regional
researches conduction was the investigation or rectification of the tectonic structure, which include
large oil-gas regions, and local structures. A priori structural and geomorphological information in
the software product ArcGIS, as well as satellite images Sich-2, Landsat-7-ETM+, Landsat-8—
OLI (Fig.1), shuttle radar topography mission - SRTM and structural contours scheme based on
SRTM data (Fig.2) are used in these studies.

D
C

Fig.1. The Dnieper-Donets Basin: A, B — satellite imagery Sich-2 (2012); C - satellite image
(Landsat—-7-ETM+, 2002); D - satellite imagery (Landsat— OLI, 2013)
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Fig.2. The Dnieper-Donets Basin: A — shuttle radar topography mission image (SRTM); B —
scheme the structural contours (based on SRTM)
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At the first stage, the scheme of the structural decryption was established based on
aforementioned satellite imagery, on which lineaments (Fig.3) and their zones (Fig.4) were marked.
The result of these procedures was the structural decryption scheme of the Dnieper-Donets Basin

(Fig.5).

Fig.3. The Dnieper-Donets Basin: the scheme of lineaments (B) based on remote sensing from
Landsat-7-ETM+ (A)
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Fig.4. The Dnieper-Donets Basin: the scheme of lineaments (B) based on shuttle radar topography
mission (A)
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Legend: 1 - lineaments; 2 — lineaments zones; 3 - the research area

Fig.5. The Dnieper-Donets Basin: the resulting scheme of the relief structural identification based
on materials of satellite imagery

Thus, there are lineament zones of the north-western strike can be observed as well on the
performed scheme. These zones have inherited ravines and valleys, most of which are oriented
parallel to the marginal faults of the Dnieper-Donets Basin and longitudinal cuts off power within
the northern and southern near edge zones and the northern edge. As a result, there are the
following associations were traced:

1) the north-western apophysis of the salt stocks cap rocks connected with these marginal
faults;

2) the coming of hydrocarbons out to the day surface connected with intersection nodes with
such cross sectional dislocations;

The north-eastern sectional dislocations can be identified less clearly by short extension
young erosion topographical formations. Obviously, this is associated with a later activation of
neotectonic movements on the surface of ancient faults. Moreover, there are traced the salt stocks u-
turn of the Dnieper-Donets Basin in the south-eastern part. Submeridional and sublatitudinal faults
more clearly, but still fragmentary, are shown in relief's north-western part of the Dnieper-Donets
Basin, where they inherited by the valleys of big rivers that were laid, obviously, by the updated
ancient fault structures which may extend from the Ukrainian Crystalline Massif through the
Dnieper-Donets Basin in VVoronezh anteclise.

At the next stage diagram of the relief vertical differentiation is constructed (Fig.6). For
these studies the SRTM is used, which greatly simplifies the process of materials’ construction and
interpretation [1]. The analysis of the scheme allowed establishing the connection between the
degree of vertical differentiation of relief and tectonic movements.
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Legend: 1 — structural contours of relief vertical differentiation, m; 2 - level vertical differentiation;
3 —study area

Fig.6. The Dnieper-Donets Basin: the vertical differentiation of relief (based on SRTM)

According to SRTM the authors carried out the hypsometric relief analysis and built the map
of morphotectonic structural contours (Fig.7).
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Legend: 1 - faults in the basement; 2 - lineaments and their zones; 3 — unconsolidation zones; 4 -
morphotectonic structural contours; 5-12 scale of height, m; 13 — study area
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Fig.7. The Dnieper-Donets Basin. The morphotectonic structural contours scheme (based on
SRTM)

The method involves the reconstruction of relief. Thus, differently amplitude block structure
of the recent relief is defined quite clearly: there are stand out the most elevated blocks, which
allows draw conclusions about the positive deformation of the Earth's surface. The neotectonic
activity the Dnieper-Donets Basin’s deep structures led the displaying of these structures’ features
of relief’s forms depression. Thus, the edges are associated with the uplifted areas of relief, and the
depression areas are - with an axial part of the Dnieper-Donets Basin. The structural contours block
structure of reconstructed relief with relative range of these blocks motions is performed on the
built morphotectonic structural contours scheme as well.

The result of comprehensive research is the scheme of the Dnieper-Donets Basin relative
neotectonic activity (Fig.8).
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Legend: 1 — deposits: a — natural gas, 6 — 0il-gas, B — crude oil; 2 — blocks' boundaries; 3-7 - scale
of the relative neotectonic activity, m; 8 — study area

Fig.8. The Dnieper-Donets Basin. Scheme of the relative neotectonic activity

Our studies provide an opportunity to identify areas that are characterized by varying
intensity of neotectonic movements.

The maximum relative amplitude of neotectonic movements - 200 m and more common for
the northern edge and the eastern part of the Dnieper-Donets Basin. At the same time, there are the
sharp increasing of neotectonic activity and the number of high blocks with high activity while their
size reducing in the eastern part. Oil and gas structures in this part of the Dnieper-Donets Basin are
characterized by high amplitudes. High values of the neotectonic amplitudes are typical for most of
the salt stocks that occur in the recent relief in the form of the positive relief deformations.
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Moreover, negative deformations were formed under the stocks that stopped their growth in the
Paleogene or had negative direction of movements.

Thus, famous Turutynske, Huhrynsk-Chernetchynske, Yuliyivske and Skvortsivske deposits
located within the northern edge and northern near edge zone are confined to regions of the
maximum neotectonic activity.

Mean values of relative neotectonic amplitudes - about 160-200 meters - are typical mainly
for near edge zone of crystalline basement - Makeyevkske, Lubensk-Isachkivske, Pliskivsk-
Lysohorske, Talalaevske, Novotroitske, Radiansk-Koziyivske and others. Therefore, here are
concentrated lineaments, which form elongated north-western zones that overlap with less powerful
north-eastern zones and the layout of a significant amount of oil, gas condensate and natural gas
deposits are related to them.

Within the southern edge of the Dnieper-Donets Basin amplitudes of relative neotectonic
movements are much smaller and generally do not exceed 130 meters. However, there are a number
of hydrocarbons deposits there and eastern of the Vorskla river district are observed: Livenske,
Holubivske, Bohatoyske. Obviously, this is connected with the presence of a significant fractured
zone of basement and sedimentary rocks, which may be hydrocarbon transportation routes.

Low values of the relative neotectonic amplitudes of 100-130 m, are occurred on the slopes
of deflections and sloping monoclinale of the basement.

Thus, within the studied area of the Dnieper-Donets Basin the following regularity is
observed:

e the bulk of hydrocarbons confined to moderate (150-200 m) neotectonic active areas;

¢ 0il deposits are located within the north-western part of the Dnieper-Donets Basin (160-

180 m);

e gas condensate deposits are located in the South-eastern part of the Dnieper-Donets Basin

(180-200 m).

Consequently, we can conclude that finding of hydrocarbons deposits at the north edge,
which is characterized by high amplitudes of relative neotectonic movements, greatly increases its
oil and gas prospects due to favorable conditions for the formation of capacitive fracture and
fractured-porous reservoirs in the crystalline basement’s rocks.
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HeoTrekToOHMYEeCKHE UCCIEA0BAHUA 110 MAaTepUaIaM
AUCTAHLIMOHHOT0 30HAUPOBAHMUSA 3eMJIM NIPH MOUCKE CTPYKTYP
NMEePCNEeKTUBHBIX HA He(PTH U ra3 Ha npuMepe AHenpoBcKo-
JloHenKoM BIAAMHBI

3.M. Tosctiok, T.A. Edpumenko, O.B. Tutapenko, M.O. CBuieHIOK
Pesrome

B crathe paccmaTpuBaroTCsl pa3Hble IPUEMBI CTPYKTYPHO-TEOMOP(OIOTHYSCKOTO aHAIH3a IS PEIICHHS
3a]1a4 MOMCKa He(DTEra30HOCHBIX CTPYKTYP HA PA3IMYHBIX CTAAMSIX IPOBEACHUS pa0doT (OT perHOHAIBHBIX 10
netanpHbIX). s JlHernpoBcko-JloHenKkorW BIaguHBI HawmOoJiee MPUEMIIEMBIMH OKAa3allCh CIeXyIOoIIne:
TUIICOMETPUYECKU aHanu3 penbeda (mocTpoeHue KapT MOP(GOTEKTOU3OTHUIIC), aHaIW3 pacuICHCHUS
penbeda (CTEIeHb TOPH3OHTATBLHOTO W BEPTHUKAILHOTO pacwieHEHHs penbeda); Mopdorpabudeckue
mpuemMbl. [Ipy STHX HCCIIEAOBaHUAX HCIONB3YIOTCS CTPYKTypHas M reoMmopdornormueckas uHPoOpManus B
mporpaMMmuoM mpoaykte ArcGIS, a Takke kocmuyeckne cauMkn Cruy-2, Landsat-7 ETM +, Landsat-8 OLI,
panapHas Tonorpagpudeckas chemka SRTM u cxema usorunc mo ganasiM SRTM.

Pe3ynpTaToM KOMIUIEKCHBIX HCCIEIOBAHMWA CTaja CXE€Ma OTHOCHUTEIBHOM HEOTEKTOHHYECKOM
aKTUBHOCTHU /[HenpoBcko-/{0HE1KO!N BIIaIUHBI.
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Abstract

During July 2016 - September 2016 several hydrodynamic and geomagnetic anomalies were observed
on the multiparametrical monitoring network located on the territory of Georgia. Data were recorded
minutely and receiving in real time. Data were analyzed by the special program. In order to exclude the
influence of geological factors, the data from various stations were calibraited by the common value of
tidal variations. Were analyzed variation and reaction of parameters to the earthquake preparation
process, the value of stress field before and after earthquake was calculated as well.

Introduction

Observation of spatial and temporal variability of earth crust's stress-deformation gives a possibility
to create some modern methodology for earthquake prediction. In order to monitore the pre and post
earthquake anomalies, considering the interaction between hydrodinamic, geophysical and other
geodeformation processes (earthquakes, slow tectonic proceses, technogenic and etc), the data from
July 2016 till September 2016 have been analyzed by the special program.

Data analysis

Multiparametric data (water level, atmosphere pressure, temperature, geomagnetic variation etc)
were recorded with a minute frequency, in the deep boreholes located on the territory of Georgia.
Observations were carried out using the specialized equipment providing measurement of deformation
up to 108 degrees (1-2). In order to exclude the influence of geological factors, the data from various
stations were rated against the common value of tidal variations (3-4). Variation and reaction of
parameters to earthquake preparation process (5-9) were analyzed. The value of stress field by
hydrodynamical parameters (10-11) and the stress field variations during preparation of several
earthquake processes on the territory of Caucasus were calculated and analyzed:

Earthquake in Akhalkalaki area -21.07.2016 Mag-4.3
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Fig.1.
Hydrogeodeformational field picture on the moment of 21 July 2016 earthquake. The field was created
by the trended water level value

Anomaly was revealed on Akhalkalaki station before 21 July 2016 earthquake, 2 days earlier and
continued 1day long. The earthquake was in 42km distance from the station.
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Fig. 2
a- Origin of water level, atmospheric pressure and tidal variations at the Akhalkalaki borehole.
Vertical line marks an earthquake moment. On abscise axis time is in hours. b- Speed factor of
variations water level and earth tidal and the difference between them.

Anomaly was recorded at Marneuli station, as well.
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a- Water level, atmospheric pressure and tidal variations at the Marneuli borehole (cm). Vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Anomaly of behavior of water level is revealed 2 days earlier before 21.07.2016 earthquake, 62 km

from station.
Anomaly was observed in Dusheti geomagnetic observatory 1 day earlier before event of 21 July

2016. The Earthquake occurred in 99 km from a station.
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Fig. 4
a- Variations of x,y,z components of the magnetic field. b- Variation of calculated module value.

Earthquake in Kobuleti area-28_07_2016, Mag-3,6.
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Fig. 5.
Hydrogeodeformational field picture on the moment of 28 July 2016 earthquake. The field was built
for the value of trended water level.

Anomaly was observed from the Akhalkalaki station before 28 july 2016 few hours earlier and was
continuing also during earthquake and after earthquake period. Earthquake happened in 142 km far
from the station.
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Fig. 6
a - Water level, atmospheric pressure and tidal variations at the Akhalkalaki borehole. Vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

T

Anomalies were observed before the earthquake of Kobuleti, as well as on the Ajamenti station, also.
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Fig. 7
a - Water level, atmospheric pressure and tidal variations on the Ajameti borehole (cm). Vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

At Ajameti station anomaly behavior was 9-10 days earlier before the earthquake. Earthquake

epicenter was located in 93 km far from the station.

At Kobuleti station anomaly was observed 4 days earlier before the earthquake. Increasing water
level and at the same time falling can be seen on the graph. Derangement continued for 2 days before
the earthquake and the variation of water level got his regular face after 2 days. Earthquake epicenter

was 9 km away from Kobuleti station.
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Fig. 8.
a - Water level, atmospheric pressure and tidal variations on the Kobuleti borehole (cm). Vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Anomaly can be seen at Oni station, before 8 days earlier earthquake, as well as at on Ajameti
station, water level drop was observed. The Epicenter of the 28 July earthquake occurred 161 km away

from Oni station.
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Fig. 9.
a- Water level, atmospheric pressure and tidal variations at the Oni borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

At Gori station water level drop also was observed. 6 days earlier before the earthquake water level
increased. This process continued for 2 days and then began to drop down. Earthquake occurred 175
km away from Gori station
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Fig. 10.
a- Water level, atmospheric pressure and tidal variations on the Gori borehole. The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

The level started rising before Kobuleti earthquake on Chkvishi station, 4 days earlier before the
earthquake. The epicenter was 65 km away from Chkvishi station.
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Fig. 11.

a - Water level, atmospheric pressure and tidal variations at the Chkvishii borehole (cm). The vertical
line marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

As we can see on the graph, on 28 July before the earthquake, anomaly was recorded at Tsaishi
station, 2-3 days earlier before the earthquake. Epicenter was 77 km away from the station.
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a- Water level, atmospheric pressure and tidal variations on the Tsaishi borehole (cm). The vertical
line marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Anomaly was observed at Dusheti geomagnetic observatory 3 days earlier before the earthquake and
continues for 2 days after the earthquake. The earthquake occurred 240 km away from station.
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Fig. 13.

a-Variation of x,y,z components of the magnetic field. b- Variation of the module value

Earthquake near Akhalkalaki- 04.08.2016, Mag-3.1
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Fig. 14.
Hydrogeodeformational field value observed during the 4 August, 2016 earthquake. The field was
created by the value of trended water level.

At the Marneuli station we observed anomaly on 4 August between the earthquake and its

aftershock, it was also observed for 1 day after the earthquake. Earthquake occurred 60 km away from
the station.
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Fig. 15
a- Water level, atmospheric pressure and tidal variations on the Marneuli borehole (cm). The vertical
line marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

At the Gori station, like the one at Marneuli station, anomaly was observed on 4 August before the
earthquake and its aftershock. Gori station is in 51 km from the Epicenter.
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Fig. 16

a- Water level, atmospheric pressure and tidal variations, Gori borehole (cm). The vertical line marks
an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and earth tidal
and the difference between them.

Anomaly was observed at Dusheti geomagnetic observatory, starting from 4 August 2016, 2- days

prior to the earthquake. The earthquake occurred in 98 km from the station. The anomaly continued for
2 days after the earthquake.
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Fig. 17.

a-Variation of x,y z components of the magnetic field. b- Variation of the module value.

Earthquake in Ninotsminda area-15.08.2015, Mag-3.6
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Fig. 18.
Hydrogeodeformational field value during the 15 August 2016 earthquake. The field was plotted for
water level trended values.

Anomaly was observed at Ajameti station, on 15 August 2016, before the earthquake. The station is
in 150 km from the epicenter of the earthquake. 3-4 days earlier before the earthquake the water level
dropped by 40 cm. 1 day earlier before the earthquake we observed sudden rise of the water level by 20
cm. The stressed condition remained after the earthquake as wall.

93



Aot L= 187 Longei2 791 A 2206 oo e

l

. ”W\'\‘\m W " Jn“ "ﬂ‘g ﬁ!n* l\’\ w

l

e e T

EJV'MNWWWWMWW

a b
Fig. 19.
a- Water level, atmospheric pressure and tidal variations, Ajameti borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them..

In Kobuleti, which is 193 km away from the epicenter, we observed an anomaly 2 days prior to the
earthquake.
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a b
Fig. 20
a- Water level, atmospheric pressure and tidal variations at Kobuleti borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

The anomaly observed 4-5 days prior to the before earthquake can be seen in the plot. The epicenter
was 81 km away from Gori station.
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Fig. 21
a - Water level, atmospheric pressure and tidal variations, Gori borehole (cm). The vertical line marks
an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and earth tidal
and the difference between them.

At Chkvishi station anomaly was observed 2days prior to the earthquake. The duration of the
anomalous period is shown on graphic. Chkvishi station is 165 km away from the epicenter.
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a- Water level, atmospheric pressure and tidal variations at Chkvishi borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

At Tsaishi station the anomaly was observed a week prior to the earthquake. Borehole is out flowing
and is located 227 km away from the epicenter.
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Fig. 23
a - Water level, atmospheric pressure and tidal variations on the Tsaishi borehole (cm). The vertical
line marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Earthquake in the Gagra region- 02.09.2016 Mag=4

44

[ &> Time is 0210972016 02:22

Fig. 24
. Hydrogeodeformational field value during the 02 September 2016 earthquake. The field was built for
the water level trended values

2 days prior to the 2 September earthquake we observed the anomaly at Kobuleti station. Kobuleti
station is 191km away from the epicenter.
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Fig. 25
a- Water level, atmospheric pressure and tidal variations at Kobuleti borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Their variations speed graphics and the
difference.

We observed anomaly at Ajameti station 1 day prior to the earthquake- water level remained
dropped after the earthquake as well.
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Fig. 26
a- Water level, atmospheric pressure and tidal variations at Ajameti borehole. The vertical line marks
an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and earth tidal
and the difference between them.

Anomaly was also observed at Chvishi station before the earthquake on 2 September, where like

the one in Ajameti, the water level dropped and maintained the level for some time after the
earthquake. Chkvishi borehole is 187 km away from epicenter.
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Fig. 27
a - Water level, atmospheric pressure and tidal variations at Chkvishi borehole (cm). The vertical line

marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.
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Earthquake occurred on the North-West territory of Azerbaijan- 07.09.2016, Mag=4.4
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Fig. 28.
Hydrogeodeformational field value during the 07 September 2016 earthquake. The field was built for
the trended water level values.

Anomaly was also observed at Dusheti Geomagnetic Observatory, a week prior to the 7 September
second earthquake in the graph is an aftershock.

2016 earthquake and continued for 6 days. The earthquake occurred in 165 km from the station. The
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Fig. 29.
a-Variation of x,y,z components of the magnetic field. b- Variation of the module value.

Lagodekhi station is in 35 km from the epicenter. As we can see the graph, the anomaly is observed
2 days prior to the 7 September earthquake.

a b
Fig. 30.
a - Water level, atmospheric pressure and tidal variations at Lagodekhi borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

At Marneuli station, which is 169 km away from the epicenter, the anomaly was observed 2 days
prior to the earthquake and lasted during the earthquake as well.
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Fig. 31.
a - Water level, atmospheric pressure and tidal variations at Marneuli borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Anomaly was also observed 2 days prior to the earthquake at Gori station. Here like in Marneuli,
conditions lasted after the earthquake as well. Gori station is 226 km away from the 7 September
earthquake epicenter.
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Fig. 32

a - Water level, atmospheric pressure and tidal variations at Gori borehole (cm). The vertical line marks
an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and earth tidal
and the difference between them.

4 days prior to the earthquake an anomaly was observed near Chkvishi borehole. Here a typical

picture of Chkvishi station is shown before the earthquake expressed in sharp changing of the level.
Chkvishi station is away 352 km from the earthquake epicenter, which occurred on 7 September 2016.
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Fig. 33
a - Water level, atmospheric pressure and tidal variations at Chkvishi borehole (cm). The vertical line
marks an earthquake. On abscise axis time is in hours. b- Speed factor of variations water level and
earth tidal and the difference between them.

Conclusions

The results show that variations in hydrodynamic and geomagnetic parameters are caused by the
earth stress. During normal period it change according tidal variation and has “background” value.
“Anomalous” variations during preparation period of the seismic event demonstrated change above
“background” value, as indicator of tectonic activity. Earthquakes with Magnitude 3-5, occurred during
the observed time period on the territory of Caucasus. Character of “anomalies” depended on energy
of earthquakes. Period of “anomalies” varied between 2-5 days and the distance of influence changed
between 200-500 km from the epicenter.

Acknowledgments: The authors thank the Rustaveli National Scientific foundation for financial
support of the project #156/13 “Spatial and Temporal Variability of Geodynamical Field and Its
Influence on the Deep Aquifers and Geomagnetic Field*.
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B mnepuox ¢ wuronsa 2016 mo centsaopr 2016 Obl1 3aduMKCUpPOBAH psAl THIPOJWHAMHYCCKUX U
T€OMArHUTHBIX AHOMAJHUN MPU MYJIbTUIIAPAMETPUUYECKUX HAOJIONCHUAX HAa MOHUTOPUHTOBOM CETH,
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OTKaJIMOpPOBaHbI C MOMOIIBIO 3HAYCHHI MPWIMBHBIX Bapuanuid. OCyIECTBIEH aHAIU3 BapHaluil U
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HaAIPSHKEHHOTO MOJISI 36MJIU JI0 U TIOCJIE 3€MIIETPSICEHMUS.
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